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VANCLAY F. The potential application of qualitative evaluation methods in European regional development: reflections on the use of Performance Story Reporting in Australian natural resource management, Regional Studies. This paper argues that qualitative evaluation methods potentially have a useful role in the assessment of regional development projects in Europe. It outlines several evaluation methods used in outcomes assessment, specifically Most Significant Change Technique, Performance Story Reporting and Collaborative Outcomes Reporting. An example of the practical application of these methods in Australia is provided along with a consideration of their applicability in the European context. The paper discusses issues related to the evaluation of rural and regional development programmes and concludes that qualitative evaluation using story-based approaches provides a rigorous way of assessing the performance of projects and programmes.
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Potential Application of Qualitative Evaluation Methods in European Regional Development

INTRODUCTION: THE NEED FOR EQUIVALENT EVALUATION

The attempt to identify what works and why are perennial questions for evaluators, programme and project managers, funding agencies, and policy-makers (GREENE, 2000; FELLER, 2007). Policies, programmes, plans and projects (hereafter all ‘programmes’ for convenience) all start with good intent, often with long-term and usually over-optimistic goals. An important issue is how to assess the success of these programmes during their life, often before their goals have been fully achieved. Thus, some sense of interim performance is needed to provide feedback to fine-tune the programme, to determine whether subsequent tranche payments should be made, and also to assist in decision-making about whether similar programmes should be funded.

Evaluation in such circumstances is complex. How can the achievement of goals be assessed if they are long-term? Evaluation cannot wait years to determine whether a programme has been successful. Thus, evaluation needs to consider carefully the programme logic, whether interim steps have been achieved, and whether there are signs that longer-term objectives and goals are likely to be achieved. But this is not straightforward. All programmes, especially long-term ones, should incorporate a degree of adaptive management or reactivity into them allowing them to respond to feedback along the way. Final success therefore is not just whether the original plan was correct, but the extent to which a programme has effective monitoring and is capable of adapting to feedback as it progresses. Depending on the context, it may also be the case that various external factors have changed and the original goals and/or programme logic need to be revised to accommodate the changed circumstances. Any programme seeking to contribute to high-level goals like enhanced community well-being, social sustainability, regional development potential, innovativeness, etc., is likely to be affected by a changing context. Therefore, a key factor for success (and thus for evaluation) is the ability of the programme to be responsive to change. How is this adaptivity to be evaluated?

It is increasingly evident that standard ex-post quantitative evaluation techniques are not adequate to deal with these matters. Standard approaches to evaluation cannot deal with long lag times, they cannot cope with multi-causality, and they cannot cope with a changing operating environment. Qualitative methods, on the other hand, offer a way of collecting evidence about the performance of a programme or project. They also enable the collection of feedback to assist in modifying the programme. They can work in tandem with quantitative indicators, playing a complementary but different although equally important role. This paper, which is based on a report developed at the request of the European Commission’s Directorate General for Regional Policy (VANCLAY, 2012a), explores issues associated with the evaluation of regional development programmes in Europe and elsewhere. Using an example from Australia, the paper highlights how qualitative methods can be used to assess the performance of regional development programmes. The paper attempts to provide a possible different way of thinking about how the performance of regional development interventions might be assessed. Comments about their possible application in the European context are provided at the end of the paper.
ISSUES FACING PROGRAMME EVALUATION

Many programmes facilitate the provision of a broad range of social benefits that were not necessarily the core purpose of the programme, and frequently there can be many other unanticipated spin–off benefits as well. Collectively these may contribute significantly to the perceived success of the programme, especially by programme beneficiaries. Should evaluation consider the success of a programme on the basis of unintended consequences? At face value, many key decision-makers might say no. But, on the other hand, it is unlikely that a programme would be considered successful if it caused a lot of unanticipated harm in addition to still achieving its narrow goals. Evaluation therefore must take an holistic approach considering the potential for good as well as the potential for harm, and it needs to consider the unanticipated consequences as much as the intended goals (Estevés and Vanclay, 2009; João et al., 2011; Vanclay, 2003).

Another issue is that an evaluation cannot simply measure whether goals (that is, desired results) were achieved. If so, how would the evaluation establish causality? Could the observed change have been the result of other things occurring at the same time? What if there were underlying trends in a community/region anyway? In the field of social impact assessment, the concept of baseline is extended beyond being a single data point fixed in time. Instead, it is argued that the meaningful comparison is not time \((t + 1)\) against time \((t)\); but rather a comparison at a point in time against what would have happened without the programme (Estevés et al., 2012). The baseline is thus the line (not point) of expected trending without the programme. In European policy circles, this is called the ‘counterfactual’ (EvalSed, 2012) – a term borrowed from psychology where it has a slightly different meaning, that is, a mental representation or image of an alternative trajectory, past or future (Roese, 1997). Thus, programmes can still be regarded as ‘successful’ if an indicator at a future time is worse than it was at commencement, providing that there is a reasonable analysis to establish that there were other changes taking place such that the programme made the community better off than it would have been without the programme.

In considering a wide range of outcomes, and with the realization that many of the broader social benefits of programmes are subjective, the adage normally attributed to Albert Einstein that ‘not everything that counts can be counted’ becomes important (Vanclay, 2012b). Particularly in cases of the enhanced well-being type of programmes referred to above, the additional benefits may be in terms of an improvement in how people feel about where they live and their lives in general, about how they feel about the future of their community, and about how different groups in a community cooperate or at least get on with each other. While not necessarily impossible to measure, these high-level goals are difficult to measure, and are not normally included in routine data–collection processes.

The issue of high-level, broader social benefits raises the question of attribution. How can the evaluator know whether an observed effect was due to the programme? A short and simple answer might be that they cannot. A more complex answer questions whether simplistic assumptions of direct cause and effect are appropriate. Big programmes with high-level outcomes do not have simple cause–and–effect relationships; they have complex interconnected multi-causal linkages. A deeper understanding of the nexus of these relationships is needed. Such systems are dynamic, are mediated by iterative feedback processes, are confined by inhibiting and enabling mechanisms, and are potentially affected by catalytic relationships (including non-linear and exponential effects) between system elements.

It is important to realize that these debates have existed in the field of evaluation for decades (for a discussion on the purpose and history of evaluation, see Greene, 2000). While some evaluators have attempted to persist with ever-improving and ever-more–sophisticated empirical quantitative techniques (for example, Leeuw and Vaessen, 2009), many other evaluation experts fundamentally disagree that such methods can address the complexity of the programmes being considered (for example, Guijt et al., 2011). Instead, they advocate the use of robust qualitative measures arguing that qualitative methods are more valid, give better information, are more efficient, include the potential for unanticipated factors to be included and address causality.

A final argument in favour of qualitative methods (especially narrative approaches) is that they can yield powerful stories that are not only useful for media reports, but also often frequently preferred by politicians and other decision–makers (Dennning, 2007; Kurtz, 2009; Mayne, 2004). It is an illusion of scientists that hard data are the only convincing evidence. As Benjamin Disraeli (or at least Mark Twain) implied many years ago with the now famous ‘lies, damned lies and statistics’ aphorism, a statistic (data, evidence) is only as accurate as the reliability of the processes used to collect it and the extent to which it faithfully represents reality (its validity). But reliability, validity and significance, the once all–important cry of quantitative social researchers has now been replaced by other criteria. With so much data, evidence, information and knowledge everywhere, the key concerns of the users of information are no longer the old ideal concerns of purist statisticians, but the pragmatic considerations of salience, credibility and legitimacy (Cash et al., 2003). Users of information want to know: Is it relevant information?; Is it useful information?; and Do I believe it? – which
is partly based on its credibility to them as individuals (in other words, is consistent with their worldview) and partly on the extent to which they trust the source of that information. Very often, a story conveys this information more effectively (that is, convincingly) than other forms of evidence (Denning, 2007; Fisher, 1989; Kurtz, 2009; Labonte, 2011; Sandelowski, 1991; Shaw et al., 1998).

A NOTE ON TERMINOLOGY: OUTPUTS AND OUTCOMES

Programme logic refers to the perceived causal understanding of how the different components of a programme (specifically inputs and activities) work together to produce outputs and outcomes. Outcomes are generally conceived as being immediate, intermediate and ultimate (Mayne, 2004). Programme logic:

captures the rationale behind a program, probing and outlining the anticipated cause-and-effect relationships between program activities, outputs, intermediate outcomes and longer-term desired outcomes. A program logic is usually represented as a diagram or matrix that shows a series of expected consequences, not just a sequence of events.

(Roughley, 2009, p. 7)

Mayne (1999) presents a good model illustrating the complexity of programme logic (Fig. 1).

Another significant concept in the field of evaluation (especially in the area of agricultural extension) is ‘Bennett’s hierarchy’ (Bennett, 1975). Bennett championed the phrase ‘up the hierarchy’ as a reaction to the excessive attention being given to inputs (for example, dollars spent, hours consumed), activities (for example, numbers of workshops held), and people involvement (for example, numbers of people attending), arguing that more attention needed to be given to a range of higher-order considerations. Bennett’s model, usually represented as a ladder or staircase, went as follows:

- Inputs (resources expended).
- Activities (what was done).
- People involvement (who and how many people involved).
- Reactions (what they thought of it, immediate reactions as might be measured by exit surveys).
- KASA change (that is, changes after a period of time in the knowledge, attitudes, skills and aspirations of participants).
- Practice change (changes in the behaviour of people).
- End results (or ultimate outcomes, that is, what long-term difference did it make).

Bennett’s model is not a programme logic model; rather it is a conceptualization of the different stages of a project that should be considered by evaluation. Bennett’s argument was that instead of measuring the easy-to-measure things low down in the hierarchy like the inputs, activities and people involvement normally addressed, evaluators should go up the hierarchy and consider all stages. However, because measuring end results (ultimate outcomes or goals) may be difficult especially in short timeframes, measuring KASA change and practice change provides interim indicators of the effectiveness (or likely effectiveness) of a project or policy. Together with a programme logic model and a theory of change, some evidence of the likelihood of success can be gained by having adequate people involvement (in terms of the target group), positive reactions from participants, some evidence of KASA change and some evidence of practice change. Empirical

---

![Fig. 1. Generic depiction of programme logic](source: Mayne (1999, p. 9))
evidence may be hard to collect, especially if external conditions are changing, but stories of change from (a selection of) participants can be readily collected. If the majority of participants report that the activity has led to KASA change and has led to practice change, then that is reasonable evidence of success.

THE ADDED VALUE OF QUALITATIVE METHODS IN EVALUATION

In general, qualitative research tends (adapted primarily from Padgett, 2012, and a range of other sources):

- To focus on meaning and on the ‘why’ rather than on ‘how many’.
- To focus on issues where deeper understanding is required rather than on confirming prior hypotheses.
- To be inductive rather than deductive.
- To be open rather than closed.
- To seek to discover the ‘insider’ rather than ‘outsider’ perspective.
- To be person-centred rather than variable-centred.
- To take a humanistic or phenomenological perspective rather than a positivist perspective.
- To be constructivist rather than naturalistic.
- To promote joint learning by all participants rather than just the learning of the researcher.
- To be holistic rather than particularistic.
- To be contextual (situated, embedded) rather than decontextual (distant, removed or detached).

In evaluation, qualitative research is used specifically to consider the why and how questions that quantitative methods typically cannot answer, for example (adapted from Royce et al., 2001; and Anatas, 2004):

- Why does the programme work (or not work)?
- How does the programme achieve its goals?
- Why does it work for some clients (or in some situations) and not others?
- What are/were the needs of the clients that were not anticipated by programme developers?
- What were the additional unintended and/or unexpected positive or negative consequences?

Thus, qualitative methods are a valuable and important contribution to project and programme evaluation, especially when the focus is formative (how can the project or programme be improved) rather than summative (asking whether a project or programme was a success).

A SHORT HISTORY OF QUALITATIVE EVALUATION

Guba and Lincoln (1989) described four ‘generations’ in the history of evaluation: measurement, description, judgement and constructivist evaluation. Perhaps ‘paradigms’ or ‘modalities’ would have been more appropriate words to use than ‘generations’, at least in terms of what they mean. A major criticism of this temporal overview of the field of evaluation is that the extent to which the phases (generations) actually existed as discrete time periods is exaggerated – as can be demonstrated by the observation that the earlier generations are still very much in existence. Nevertheless, after a period of methodology battles or paradigm wars/clashes (Wads-worth, 2005), the dominant culture of evaluation is changing. While the division between summative evaluation and formative evaluation is widely accepted, evaluation is now developing a greater focus as being creative (Patton, 1981), qualitative (Patton, 1990), participatory (Jackson and Kassam, 1998; Whitmore, 1998), utilization-focused (Patton, 1997), constructivist or fourth generation (Guba and Lincoln, 1989), empowering or fifth generation (Fetterman et al., 1995; Laughlin and Broadbent, 1996; Fetterman, 2000), and as a form of action research (Whyte, 1990). Evaluation is now viewed as research for informing decision-making at all phases of the project, programme or policy (Vanclay et al., 2004). Instead of just being ex-post assessment or audit, evaluation is now understood to contribute to all stages of project or programme development. Rather than being solely the domain of independent experts, evaluation is now widely seen as a participatory approach that empowers and builds capacity within institutions and amongst all programme and project partners. Evaluation is now seen as a form of action research that informs project and programme design. Ongoing evaluation and adaptive management are essential parts of being innovative and a learning organization. Evaluation is your friend (Vanclay et al., 2004).

Monitoring and evaluating the performance of rural development programmes in developing countries has been an area where much innovation has taken place in evaluation methods, largely because of the inappropriateness of many traditional quantitative means of evaluation and because of the strong interest by funders in knowing whether their funding was being used effectively (Gulijt et al., 2011). Many external evaluators and programme managers have grappled with how to design fair methods that adequately capture the changes brought about by development interventions, especially when empirical indicators were not available, were too broad, or not sufficiently sensitive to change.

While there were several story-based approaches to evaluation in the 1990s, two of the main proponents were Rick Davies and Jessica Dart. Although originally going by a variety of terms, in 2000 Davies and Dart settled on ‘Most Significant Change Technique’ (MSC) as the term for the emergent method (Dart and Davies, 2003; Davies and Dart, 2005). Since then, the approach has become firmly established in the evaluation and development cooperation professions, and as at July 2013 the term ‘most significant
AN EXAMPLE APPLICATION OF PERFORMANCE STORY REPORTING AT THE PROGRAMME LEVEL

Background to the Australian context

The Australian government funds a range of natural resource management (NRM) programmes and projects collectively known as ‘Caring for Our Country’ (http://www.nrm.gov.au) (for a history, see Hajkowicz, 2009). For the five-year period from 2008 to 2013, the total value of the government’s investment in this programme was about A$2.25 billion (Commonwealth of Australia, 2008). Investments in the two previous five-year periods totalled A$1.5 billion and A$1.3 billion, respectively (Auditor General, 2008). A further A$2.2 billion has been committed for the five-year period to 2018 (Commonwealth of Australia, 2012).

The programme is currently undergoing considerable change, amidst much criticism (for example, Robins and Kanowski, 2011; Tennent and Lockie, 2013). It is very broad and supports various efforts to improve NRM across the whole of Australia, depending on the specific needs of each locality/region. It has supported a range of disparate projects often in conjunction with local community (Landcare) groups and individuals (who often have considerable personal investment and commitment to the activities) and may include small grant programmes, co-funding programmes, and support for project staff and project costs. Issues addressed include biodiversity, habitat and remnant vegetation protection and restoration; the establishment of wildlife corridors; water quality and stream health issues; methods to address salinity, acidity and acid sulphate soils and soil erosion; tree-planting activities; weed removal and feral animal issues; and whatever else local regions determine are appropriate and consistent with the government’s terms of reference for the programme. Prager and Vanclay (2010) provide a comparison of these land management issues between Germany and Australia. Specific information about the types of activities funded is available from the Australian government’s One Land – Many Stories: Prospectus for Investment (Commonwealth of Australia, 2012).

While the objectives are now very clear (Commonwealth of Australia, 2008) and there is a clearly elaborated programme logic (Roughley, 2009), earlier versions of the programme did not have clearly identified intended outcomes. While anecdotal evidence suggested that there was much benefit from the programme (Curtis and Lockwood, 2000; Prager and Vanclay, 2010), various official reports were dubious about the benefits. The Auditor General’s (2008, p. 16) report, for example, concluded that there were ‘significant areas of noncompliance by State agencies’ (in relation to their obligations in terms of the Commonwealth–State agreements that underpinned the programme), and that:

the quality and measurability of the targets in the regional plans is an issue for attention and … should be considered nationally – especially as the absence of sufficient scientific data has limited the ability of regional bodies to link the targets in their plans to program outcomes.
This context of official concern about the alleged benefits of the programme, but strong public and political support for the programme led to a real need to prove that the programme was being successful, especially in the knowledge that empirical indicators were unlikely to reveal results in the short-term. It was also an impetus to experiment with new evaluation techniques, since existing methods had failed.

Dart had been experimenting with the MSC and PSR for some time, first in the early to mid-1990s in developing country contexts and later in an agricultural extension context in Australia. Dart’s work was known by various people in the Australian government, especially in NRM circles, and it became evident that PSR might be a good way to assist the government in its need to capture the impacts of its NRM investments.

The government’s Bureau of Rural Sciences (now part of the Australian Bureau of Agricultural and Resource Economics and Sciences; http://www.abares.gov.au) conducted a feasibility assessment of the use of story-based approaches (Carr and Woodhams, 2008). That feasibility assessment (or ‘independent review’ as they claimed) considered three questions (Carr and Woodhams, 2008, p. 3):

1) Are qualitative approaches such as MSC a) useful and b) appropriate as evidence of outcomes, including intermediate and other outcomes?
2) What are the strengths and weaknesses of using PSR to report by outcomes?
3) Could MSC and PSR be used by NRM regions in Australia as a form of participatory evaluation for producing program performance reports by outcomes.

Based on four pilot applications of the method, the feasibility assessment concluded that:

Qualitative approaches to participatory evaluation such as MSC are both useful and appropriate as evidence of outcomes at multiple levels in NRM program logic hierarchies, including intermediate outcomes. Not only are qualitative approaches a valuable source of evidence of the changing human dimension of NRM, they are frequently a profound source of insight and sometimes the only kind of evidence available of the type of practice and attitudinal changes taking place.

Four key strengths of PSR were mentioned in reflective interviews: engagement, capacity building, problem-sharing and adaptive learning. These strengths were primarily associated with the MSC phase of the PSR process. Identifying and engaging evaluation stakeholders was seen as a major strength of PSR, and was the strength most frequently mentioned by interviewees. Many of the regional staff who took part in the MSC process appreciated the chance to build relationships with resource managers and develop their personal interviewing skills. The MSC process also increased communication about shared experiences and approaches to NRM problems that, in turn, led to an adaptive approach to natural resource management.

Arguably, there are two other key strengths of PSR. First, it integrates qualitative and quantitative evidence. Second, performance story reports rely upon participatory processes using program logic, which allows progressive collection and testing of evidence throughout the life of the investment program.

There are three key challenges for PSR: time and resources; data, results and interpretation; and complexity and preparedness. The biggest challenge across all stages of PSR was a perceived lack of time and resources to conduct the PSR process. Such comments came from all interviewees, consultants, regions and Australian Government representatives. At the regional level, interviewees were concerned that the goodwill and involvement from resource managers and regional staff would start to wane if the process was repeated each year without sufficient resources or local incentive.

(Carr and Woodhams, 2008, p. 61)

As a result of the positive feasibility assessment, the PSR approach was rolled out across Australia with the Australian government publishing a ‘user guide’: Developing a Performance Story Report (Roughley and Dart, 2009). In total, around thirteen project-level PSR reports were prepared (the exact number is hard to determine). While not all these reports are publicly available on the internet (for one that is available, see Dart and O’Connor, 2008), a limited number of hardcopies and PDFs of the reports are in circulation, having being distributed to participants and others who expressed an interest at the time. The PSR method has also been used to assess other programmes and projects, especially in the NRM domain (for example, Clear Horizon and Environment Victoria, 2010).

Description of how to undertake a performance story report evaluation

The Australian government’s User Guide (Roughley and Dart, 2009) and various other instruction manuals (for example, Dart et al., 2000; Davies and Dart, 2005; Silver et al., 2009) provide instructions on conducting evaluations using PSR. Roughley and Dart (2009, p. 12) suggest that a typical report is between ten and thirty pages long and comprises five parts:

- Program context – background information about the program and the context in which it operates (how the program began, its location, objectives and key strategies, funding sources, structure and expected achievements), as well as an outline of the objectives and boundaries of the performance story evaluation and a summary of key outcomes and what has been learned.
- Evaluation methodology – a brief overview of the process used in undertaking the evaluation.
- Results – a listing of the most relevant and rigorous sources of evidence against the outcomes from the program logic hierarchy. This includes data as well as stories of change which are excerpts from interviews that best illustrate change that has occurred as a result of the program.
Findings and implications – a discussion framed by the evaluation questions that covers how the study has illustrated the program’s impact (intended and unintended outcomes), the progress it has made towards its expected outcomes and how it has contributed to the long-term outcomes of NRM or a large NRM initiative. This part also includes recommendations for applying the findings to future phases of the program.

Index – a list of all the sources of evidence considered in the evaluation, including any additional references and the categories of interviewees and study participants.

ROUGHLEY and DART (2009, p. 15, slightly modified) describe the seven steps to produce a report:

- **Scoping** – inception or planning meetings are held to determine what will be evaluated, to develop the programme logic (if not already existing), set evaluation questions, and identify sources of existing evidence and possible people to interview.
- **Evidence gathering** – an ‘evidence trawl’ is conducted to identify existing data that will provide the best evidence of expected outcomes. This is followed by the social inquiry process, where interviews are conducted with people who can provide additional information about programme outcomes. Specific questions are asked and recorded to provide stories of significant changes that have occurred as a result of the programme.
- **Integrated data analysis** – quantitative and qualitative data are analysed to identify evidence corresponding to the outcomes in the programme logic and integrated within the results chart.
- **Expert panel** – people with relevant expertise assess the evidence of outcomes that has been gathered. They judge and make statements about the extent to which the evidence is adequate to assess the progress the programme is making towards its stated outcomes. The panel should also identify any further evidence that might be needed to make a conclusive statement about the achievement of programme outcomes. Following the panel meeting, the evaluator integrates all of the analysed evidence and assesses the amount and quality of evidence available for each outcome in the programme logic to inform a draft set of recommendations.
- **Summit meeting** – all evaluation participants come together to consider and discuss the findings, nominate the stories that best illustrate the impact of the programme, and make recommendations.
- **Integration, report and communications** – the evaluator prepares the PSR report, which is a synthesis of all the above steps including the recommendations from summit meeting participants. The findings of the evaluation are communicated to all stakeholders.
- **Revising the programme logic** – programme managers, staff and other stakeholders meet to consider the report and to revise the programme logic and implementation accordingly.

The User Guide (ROUGHLEY and DART, 2009) describes the process of selecting and interviewing respondents. It suggests that programme (project) participants, strategic informants (such as project managers, programme coordinators) and scientific experts who are in a position to comment about likely changes be interviewed. It suggests that depending on the context, between twenty and fifty people need to be interviewed ‘to gain an in-depth view of how participants have experienced the program’ (p. 23). The User Guide also describes the social inquiry process suggesting that questions should focus on outcomes and stories of change. Ultimately the interviewer/evaluation team construct narratives/ vignettes/ performance stories based on the answers to the questions asked. The interviewer has a responsibility to ensure that the right questions have been asked to allow the participant to provide the information to construct the stories. The stories are in the ‘voice’ and words of the participants as much as possible, but are edited to ensure that the story is an effective way of explaining what happened. As with all social research, the stories (transcripts) should be given back to the participant for them to approve and edit as they see fit. This process of constructing narratives/ vignettes by modifying the actual transcript but remaining true to the intent is not uncommon in social research (for other examples, see DARE et al. 2011; and VANCLAY and ENIFICOTT, 2011). Three or so stories that best illustrate ‘an important change that has occurred as a result of the program’ (ROUGHLEY and DART, 2009, p. 46) are selected in a participatory process in the summit meeting (the fifth step). The summit meeting participants also discuss the main issues that emerged and develop recommendations.

The project-level PSR reports can be aggregated into a higher level evaluation or meta-evaluation. One example of this is the assessment of NRM outcomes in the State of South Australia for the period 2001–2008, which drew on several PSR reports that were conducted in that state (DEPARTMENT OF WATER, LAND AND BIODIVERSITY CONSERVATION (DWLBC), 2009).

While the Australian government’s User Guide makes specific recommendations as to how PSR reports should be presented, arguably they could be presented in a variety of formats, including as conventional consultancy reports, websites, DVDs, posters, brochures, or as mixed media with video and/or audio files. One of the more creative PSR reports contained an appendix comprising a newsletter that had been widely circulated. The newsletter was comic book style, but instead of caricature drawings used real photographs of people in outdoor settings with speech bubbles indicating their name and role which were hot-linked to a website where the reader could listen to an audio file recording of that person’s comments (BESSEN CONSULTING SERVICES, 2009).
An assessment of the Australian experiment

As far as can be determined, there has been no publicly available, official, ex-post assessment of the effectiveness of the PSR method or an overall summary of the state of NRM in Australia based on the thirteen or so PSR case studies that were claimed to have been undertaken. Instead, in 2012 the Australian government initiated a completely separate review of the Caring for Our Country programme containing no (or very little) mention of the earlier PSR experiment. The PSR reports that are accessible on the internet in general give a positive impression of both the method and the particular project being evaluated. It is reasonable to suspect that the PSR reports that are not readily accessible were either not favourable towards the specific NRM project being evaluated, and/or demonstrated problems with the application of the method such that the results would be contestable. At some locations, there was cynicism by some members of the expert panels and others with the process. There was also concern by the regions about how time consuming the process was.

The government has since made many changes to the Caring for Our Country programme which have led to much criticism from a range of commentators (for example, ROBINS and KANOWSKI, 2011; TENNENT and LOCKIE, 2013). Whether the non-carry forward of the performance story approach was because of inherent problems with the method or because of the way it was implemented (see below) – or conversely because of the fact that it may have revealed things that the government did not want to hear or to be told – cannot be adequately determined from available sources. It is important to appreciate that the time period in question was politically delicate in Australian politics, particularly with a minority government holding power only with the support of a few independent politicians or minor parties, and a disposing of a sitting prime minister by his (and again later her) own party. What is interesting to note is that while there has been a marked reduction of interest in PSR at the federal level, many local-level agencies have become strongly committed to PSR and continue to produce PSR reports. Therefore, reasonable academic reflection on what has transpired in Australia would suggest that the fact that the government has not continued with PSR is not indicative of a problem with the method.

For the purposes of this paper, it does not actually matter what ultimately happened in Australia. The Australian case is being presented as proof that qualitative evaluation can be applied in practice. While there may be areas for possible improvement with the method (see discussion below), these do not fundamentally detract from its potential value in Australia, in Europe, or elsewhere. Qualitative evaluation methods are being outlined in this paper as being of potential use (something to consider), and this paper is not necessarily specifically recommending the PSR approach in exactly the way implemented in the Australian context. It does however recommend the approach in general.

CRITICAL REFLECTIONS ON THE PERFORMANCE STORY REPORTING METHOD

The commentary provided here draws on a cursory review of the PSR reports available to the author, discussions with various participants and stakeholders in the PSR approach and NRM in Australia, and the author’s personal experience in participating in a summit meeting. The author, an experienced social research methodologist and rural sociologist/geographer, has been an observer of NRM in Australia for over three decades (for example, VANCLAY, 2004). He relocated from Australia to the Netherlands in 2010. While there is no claim that this is a thorough review, the observations below are likely indicative of the issues that would need to be considered in any further utilization of the method.

In comparison with the MSC, in PSR ironically the role of stories has been downplayed, and the importance of programme logic and the capacity of PSR to be an integrative approach to evaluation using qualitative and quantitative data has been emphasized. This is even more so the case in COR, the next incarnation of the method. It is likely that there was scepticism about the story-based approach in official and scientific circles in Australia, and it is possible that, as a result, the method was (re)designed in an attempt to maximize its perceived credibility to the key stakeholders (that is, the auditor-general and political detractors). The inclusion of an expert panel is one example of the attempt to increase the legitimacy of the method in the eyes of the cynics. For people committed to participatory approaches and/or who are accepting of qualitative methods, the expert panel is unnecessary and perhaps undesirable, and is not likely to be effective or useful. However, where an overseeing or monitoring function is needed, they could be used. However, a problem arises when the expert panel does not fundamentally believe in the process, or when their views are markedly different to those of the project participants. Arguably, the stakeholder panel alone should be a sufficient validation process.

Curiously, PSR was used in Australia because there was no pre-existing programme logic and little capacity to utilize data other than the performance stories. The unique value of the method which led to its use was its ability to be a retrospective assessment and to provide some evidence of change in the absence of baseline data. The stories of participants gave a sense of the multifaceted nature of the outcomes, were able to adjust for the confounding effects of external events (such as the drought most of Australia experienced for much of the previous decade), and detailed the unanticipated benefits that were experienced.
Anecdotal evidence suggests that involvement in the PSR process was very rewarding for participants. They learned things about what they were doing that they had not thought of before. This enabled them to consider this aspect of their activities and to enhance upon it. The programme evaluation was also done after an extended dry period, when many farmers and rural residents were hurting and many NRM schemes (tree planting etc) were not particularly effective. Instead of the evaluation process proving that the schemes were yet another failure leading to further disappointment (and mental health deterioration) to participants (Hunt et al., 2011), the evaluations revealed to the participants that there were benefits from these programmes anyway. Thus, it was a valuable self-validation process. Project managers and NRM agency staff also mentioned that they learned about the factors and inputs that contributed to change and outcomes in ways that survey-type evaluations would not have achieved. And because of the participatory process, these findings were self-realizations (personal learnings) rather than the conclusions of some external expert which would not necessarily be accepted by the audience. As mentioned above, many managers at the regional level have become strong supporters of the PSR approach and continue to use it in their agencies, despite lack of interest at the Australian federal level.

There is no doubt that the majority of participants in the process thought it valuable and worthwhile. In general, they thought that the story approach was refreshing and that it validated their personal views. Bureaucrats, especially those not familiar with qualitative research methodologies, were unimpressed. They did not accept that the stories were evidence of outcome, and they were worried about a potential bias in the selection of stories favouring atypical positive stories. The implication of this observation is that there is no point in using the PSR method, unless process work is done with key stakeholders to ensure that they understand how the method works and so that they accept the legitimacy of the approach.

While the use of the method was arguably successful in the Australian context (despite its later abandonment), there were some issues that could be addressed should the methodology be used again in the future in Australia or elsewhere. The PSR method has some inherent limitations. For example, there is potential for considerable variation in the way the stories are compiled especially when multiple interviewers are used. It is necessary to ensure good training, supervision and monitoring of the interviewers so that they are relatively consistent in the way stories are collected and to ensure that the stories are effective as stories and valid as a fair reporting of participant experience. Given that the procedure allows for a degree of editing of the transcripts (see p. 37 of the User Guide for precise statements about this), it is quite likely that there will be variation in the extent to which this occurs.

From a social research perspective, the analysis should be done on all the available data using all interview transcripts that are available, not just the stories selected for inclusion in the report. Using qualitative data analysis software (for example, NVivo) to code the original interview transcripts (rather than the enhanced stories) would be appropriate. The selected stories are intended only to exemplify the information in the evaluation report and do not constitute the data or the analysis. Therefore, it might be argued that there is no harm in the stories being modified or enhanced, or even combined to produce indicative narratives (Dare et al., 2011) rather than attempt to be faithful to the notion of being interview transcripts. The method of selecting and ratifying the stories used as vignettes in the summit meeting provides a quality control to ensure that the vignettes are legitimate and authentic even if they are not the actual words of a single person. The PSR method (as strictly outlined in the User Guide) is a hybrid approach and is confused in its methodological positioning. Conceivably the expert panel and the rules about the stories are about ensuring the external legitimacy of the process, rather than necessarily being about the integrity of the data or the analysis.

Notwithstanding the above criticisms, the key point is that story-based evaluation is an effective way of collecting evidence of change, especially in contexts where there are not adequate empirical indicators, where causality is hard to establish, and where there may be external factors that influence the outcomes. In these contexts, the stories of participants provide a means of determining success. Similar to all qualitative social research, the robustness of the method is established through the professionalism of the researchers, and the consistency of stories from multiple sources (triangulation), allowing of course for different perspectives from different stakeholders. It is clear that story-based evaluation could be an appropriate approach in the context of European Union Cohesion Funds, especially as an augmentation to other forms of evaluation.

SPECULATION ON THE FEASIBILITY OF STORY-BASED EVALUATION IN THE CONTEXT OF EUROPEAN UNION COHESION POLICY

The application of a story-based approach to evaluation in the Australian NRM context establishes the potential of the approach. There is nothing particularly unusual about the Australian situation that would mean that it would apply there but not elsewhere such as in Europe or North America. Indeed, it has been used in many other contexts, including in developing countries (Willetts and Crawford, 2007), in Canada where it was used to evaluate the effectiveness of the various cultural programmes undertaken by the City of Surrey as part of its Cultural Capital of Canada Award.
(Withers, 2010), and in the USA where a similar approach is promoted by the US Department of Health through the CDCP (2007). Thinking about the European situation and the types of interventions typically funded suggests the following observations may be appropriate.

- Local development interventions in an urban or rural setting – this seems to be an ideal situation for the use of story-based evaluation. Because of the disparateness of the range of activities, selecting common indicators could be difficult. Story-based evaluation would enable the collation of evidence of change even where the on-ground activities varied considerably.

- Innovation support and/or enterprise support – companies and other organizations (for example, universities) could create stories about what they used the support for and what difference the support made. In these cases, empirical indicators may be available – at least in terms of the improvement in the financial performance of profit-oriented companies; however, the stories are likely to highlight additional added-value dimensions that are not revealed through the numbers alone.

- Support for dynamic systems involving numerous different stakeholders such as clusters – measurement in such contexts is always difficult because of differing units of analysis. The dynamic nature implies that the system is in a state of flux such that movement on any one indicator does not necessarily explain what is happening. Stories have a greater potential to explain how the funding support made a difference to different stakeholders in the system.

- Incentive grants and loans intended to stimulate behaviour change – potentially these initiatives are difficult to evaluate with existing indicators because they are often quite specific. Nevertheless, often ad hoc indicators can be developed that measure the changed behaviour, especially where the behaviour relates to consumption. However, where the behaviour change is not immediate, it may be harder to identify appropriate indicators. Here story-based evaluation can assist. Qualitative approaches might also provide a greater understanding about why the programme led to changed behaviour. Perhaps the grant or loan was not the main cause and the measured relationship was spurious. Qualitative evaluation would also be able to provide a sense of whether the size of the grant or loan was appropriate to have the necessary stimulus effect, or whether it needed to be increased to expand uptake, or whether it could be decreased without sacrificing its effectiveness.

- Training and capacity building – measures of investment for training and capacity building can readily assess the numbers of people attending activities, and where there are assessment (examination) processes, the number who passed. Satisfaction surveys can also be undertaken. However all these measures are low down on Bennett’s hierarchy, that is, they are largely measures of inputs, activities, outputs, or satisfaction and are not adequate measures of ultimate, intermediate or even immediate outcomes. The outcomes of training should focus on what difference the training makes to the lives of those who did the training. Story-based evaluation is likely to provide much more information about the outcomes of training and capacity building programmes than any empirical measure can.

- Investment in infrastructure (roads, rail, environmental infrastructure) – it is worth highlighting that story-telling approaches might reveal many more benefits (and potentially problems) about improvements in infrastructure. Improved public transport, for example, not only reduces journey-to-work time, but by making it accessible to mobility-restricted people potentially makes a world of difference to them enabling them to get jobs, have a wider range of entertainment, better access to shopping, and greater autonomy over their lives. The crude empirical indicators give no sense of the richness and value that increasing transport options can have.

Thus, in all types of European Union funding, whether or not empirical indicators are available, story-based approaches will always provide additional information. In a summative context, story-based approaches will provide additional evidence especially of the extra ‘social return on investment’. In a formative context, story-based and qualitative evaluation will provide more information about how the programme can be improved.

**CONCLUSION**

There is ample testament to the power of stories. Tell a person an isolated alleged ‘fact’, and they wonder about its veracity. Tell a person a proper story, and it will likely be accepted. Stories are more engaging; stories are more meaningful; stories are more real; stories convey information more effectively and are more likely to be remembered than facts.

An effective story, however, has to be a proper story. It cannot be an inchoate amalgam of odd ideas. To be an effective story, it needs to conform to the standard basic elements of all stories. It needs to have a beginning, a middle and an ending. It needs to have a coherent and credible storyline. It needs to be multidimensional, but the different components need to be interconnected and the causal relations between the components need to become clear in the course of the story. It needs to be personal and emotional. Kurtz (2009) provides much advice on how to construct good stories.

Telling stories as a means of effecting behaviour change is an ancient art. Biblical parables, children’s
fables, classic mythology and good literature all seek to influence their readers. Using stories to understand, analyse and make sense of things in a formal way is relatively recent, but has been part of strategic planning in business for some decades. Using stories as an evaluation methodology is more recent, but has much appeal and, as demonstrated by the Australian experience, has the potential to be effectively implemented.

It is not intended that story-based approaches replace quantitative indicators where they are available. The intention is that the stories complement the quantitative indicators and that they add value to those indicators by providing additional meaning and interpretation. Big programmes are subject to long lag times, and can be subject to the influence of multiple external influences. It is naïve to think that having a list of simple indicators will reveal the complex processes taking place. Stories are therefore a much more effective way of understanding what is happening.
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