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ABSTRACT

Experience sampling studies into daily-life affective reactivity indicate that depressed individuals react more strongly to both positive and negative stimuli than non-depressed individuals, particularly on negative affect (NA). Given the different mean levels of both positive affect (PA) and NA between patients and controls, such findings may be influenced by floor/ceiling effects, leading to violations of the normality and homoscedasticity assumptions underlying the used statistical models. Affect distributions in prior studies suggest that this may have particularly influenced NA-reactivity findings. Here, we investigated the influence of floor/ceiling effects on the observed PA- and NA-reactivity to both positive and negative events. Data came from 346 depressed, non-depressed, and remitted participants from the Netherlands Study of Depression and Anxiety (NESDA). In PA-reactivity analyses, no floor/ceiling effects and assumption violations were observed, and PA-reactivity to positive events, but not negative events, was significantly increased in the depressed and remitted groups versus the non-depressed group. However, NA-scores exhibited a floor effect in the non-depressed group and naïvely estimated models violated model assumptions. When these violations were accounted for in subsequent analyses, group differences in NA-reactivity that had been present in the naive models were no longer observed. In conclusion, we found increased PA-reactivity to positive events but no evidence of increased NA-reactivity in depressed individuals when accounting for violations of assumptions. The results indicate that affective-reactivity results are very sensitive to modeling choices and that previously observed increased NA-reactivity in depressed individuals may (partially) reflect unaddressed assumption violations resulting from floor effects in NA.

1. Introduction

Over the past decades the experience sampling method (ESM) has become an indispensable tool for the study of affect in the daily lives of individuals (Houben et al., 2015). Although single cross-sectional measurements can be used to answer many different research questions, intensive repeated measurements are required to catch fluctuations in affect over time and patterns therein. Nowadays, ESM typically involves participants filling out short questionnaires on their momentary positive affect (PA) and negative affect (NA) on their smartphone multiple times per day for weeks or even months. The ESM approach is widely used in depression research to investigate various metrics of dynamic change of affect over time, such as affective inertia, affective instability, and affective reactivity (e.g., Nelson et al., 2020; Telford et al., 2012; Thompson et al., 2012). These dynamic aspects are currently not as well understood as depression’s characteristic negative emotional tone (referred to as mood; Rottenberg, 2017), fueling continued research interest.

Here, we focus on affective reactivity, which pertains to how strong an individual’s affect reacts to stimuli (e.g., negative events) in their daily lives. ESM studies have typically operationalized affective reactivity as the association between momentary NA or PA and the co-occurring presence of momentary contextual stimuli, with some variation in the precise details (e.g., differences in ESM designs and in

* Corresponding author at: University of Groningen, University Medical Center Groningen, Groningen, Department of Psychiatry, PO Box 30.001 (CC72), 9700 RB Groningen, the Netherlands.
E-mail address: p.l.von.klipstein@umcg.nl (L. von Klipstein).

https://doi.org/10.1016/j.jad.2023.04.118
Received 15 December 2022; Received in revised form 11 April 2023; Accepted 29 April 2023
Available online 6 May 2023
0165-0327/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
modeling choices, such as the use of person-mean-centering and controlling for lagged affect). Affective reactivity is unique among affect-dynamic metrics, as it directly relates affect to the environment. Further, it is especially important in the depression context, as the altered interaction of affect and environment is both a defining feature of depression (i.e., reduced ability to experience pleasure; American Psychiatric Association, 2013) and is theorized to be a major etiological and maintenance factor (i.e., behavioral activation model of depression; Jacobson et al., 2001).

Although results from ESM research on affective reactivity have been insightful, they may have been influenced by methodological issues that have recently been raised in the context of other affect dynamics. Mestdagh et al. (2018) pointed out that if the mean affect level in ESM measurements lies close to the extreme ends of the measurement scale (e.g., the NA total score), this restricts the possibility for the affect measure to show fluctuations, which suggests that the means and variances of ESM affect measures are confounded. Moreover, when means are extremely low or high (i.e., exhibiting a floor/ceiling effect in the distribution of affect), this can lead to violations of the assumptions of commonly applied statistical regression models (e.g., multivariate normality, homoscedasticity). If left unaddressed, such violations can potentially lead researchers to draw faulty conclusions based on their data (Ernst and Albers, 2017). Terluin et al. (2016), for example, showed that group differences in associations between affective states were overestimated when violations of regression-model assumptions were not accounted for. Some recent evidence has also shown that various metrics of affect dynamics no longer show an association with depressive symptoms if one accounts for differences in mean affect levels by including the latter as a covariate (Dejonckheere et al., 2019), though there have also been findings that remained robust after controlling for mean levels (Schoevers et al., 2020). It has not yet been investigated to what extent these issues influence results on affective reactivity. This is likely because affective reactivity is modelled differently than other metrics of affect dynamics, i.e., using affect as the outcome variable, necessitating a different type of solution. To address this knowledge gap, we investigated the potential role of floor effects in ESM research of affective reactivity in depression in this study.

Floor/ceiling effects occur when a large proportion of scores on a variable fall close to the lower/higher bounds of its scale, leading to data that are characterized by skewed distributions and limited variance (e.g., Simkovic and Träuble, 2019). Such distribution characteristics should be acknowledged and addressed in order to avoid violations of the assumptions underlying the most commonly used statistical models. As we will outline below, there are indications of floor effects in the NA distributions in non-depressed control groups in ESM research, which is highly relevant when analyzing reactivity of NA and comparing it between depressed and non-depressed groups. Floor effects in distributions of affect scores likely result from at least two (related) aspects. First, on average, non-depressed individuals experience little NA in their daily lives, consistent with the absence of depression. Second, the used measurement scales have bounded ranges, causing non-depressed individuals to frequently ‘bottom out’ on the NA scale. Such floor effects can lead to violations of statistical assumptions in linear multilevel regression models, which are commonly used in ESM affective reactivity research. More specifically, the assumptions of normally distributed residuals, heteroscedasticity of residuals, and linearity may all be violated. Also, floor effects restrict the detectable longitudinal change near the lower bound of scale, whereas increased NA reactivity cannot decrease any further (e.g., Fries et al., 2014; Simkovic and Träuble, 2019; Ward et al., 2014). Because of these modeling issues, floor effects in NA may bias any observed associations with other variables if the model violations are not accounted for. One association that is likely to be affected by such bias is affective reactivity, which has been operationalized as the association between momentary affect and the presence of a daily-life stimulus. If one group of participants exhibits a floor effect in the affect scores (non-depressed individuals), whereas the other group (depressed individuals) does not, model assumptions of normally distributed residuals (due to extreme skewness in non-depressed individuals) and homoscedasticity (due to restricted variance in non-depressed individuals) are all likely to be violated.

When these violations are not accounted for in the modeling process, interpretation of linear-mixed-model-estimated group differences in affective reactivity becomes problematic. It is recommended that potential model violations are always checked by inspection of the residual distributions, for example using Q-Q plots and residual plots. In case of violations, these should ideally be accounted for statistically before making any model-based inferences. Depending on the specifics of the dataset and the nature of the assumption violations, options include transformation of the outcome (e.g., Log transformation), using other types of regression models within a generalized linear modeling framework (e.g., with a gamma, inverse-gaussian, or Poisson distribution), using non-parametric models, and others (textbooks on these topics include Faraway, 2016; Gelman and Hill, 2007; Hoffmann, 2021; Kutner et al., 2005; Montgomery et al., 2021). Although widely advocated and documented in the general statistical literature, these recommendations are not always followed (Ernst and Albers, 2017).

To evaluate if a floor effect in the NA distribution among non-depressed individuals may indeed have influenced findings of increased affective reactivity in depressed versus non-depressed persons, we can take a closer look at prior ESM studies of affective reactivity; more specifically i) whether there was evidence of a floor effect in non-depressed subjects’ NA-score distributions and ii) whether the effect of this floor effect on model assumptions/results was checked and accounted for. To investigate the former, we collected and evaluated the descriptive sample statistics from prior studies (see Table S1 in online supplemental material). In six out of seven studies reporting this information, the mean of the pooled NA values lay close to the lower bound of the scoring range in the non-depressed groups, whereas the NA means were higher in the depressed groups (Khazanov et al., 2019; Myin-Germeyns et al., 2003; Peeters et al., 2003; Thompson et al., 2012; van der Stouwe et al., 2019; van Winkel et al., 2015). Furthermore, standard deviations of NA in non-depressed groups were half or less of the standard deviations of NA in depressed groups in these studies. In the same studies, there was no indication of skewness in the PA-score distributions. NA floor effects may have impacted estimates of group differences in NA reactivity between depressed and non-depressed individuals, most likely in the direction of overestimating them because the restricted NA variation in non-depressed individuals is likely to lead to underestimations of associations involving NA in this group, including NA reactivity. This hypothesis also aligns with the pattern of empirical findings. Table 1 gives an overview of observed group differences between Major Depressive Disorder (MDD) patients and non-depressed individuals in ESM studies on affective reactivity. Most studies found group differences in NA reactivity to various positive and negative stimuli, with depressed individuals showing more NA reactivity than non-depressed individuals, but they found little or no group differences in PA reactivity. Note that increased NA reactivity to positive stimuli refers to stronger reductions in NA (i.e., mood-brightening effect in NA), whereas increased NA reactivity to negative stimuli refers to stronger increases in NA. ESM research thereby shows increased NA reactivity in both directions in individuals with a depression diagnosis. The question is whether these findings (partially) result from the floor effects in the NA distributions of non-depressed groups, or represent true group differences. While the model-based floor effect in non-depressed ESM studies on this subject listed in Table 1 take into account differences in mean affect by estimating random intercepts, no information was provided about assumption checks, which could have revealed assumption violations and the necessity to account for this in the used statistical models.

In the present study we aimed to investigate whether ESM findings on affective reactivity in depression can be replicated when accounting for the assumptions of conditional non-normality and heteroskedasticity, which result from a possible floor effect in non-depressed
individuals’ NA scoring distributions. To this end, we used a large sample to investigate differences in momentary affective reactivity (in both PA and NA) to positive and negative momentary events between three groups: individuals with a current depression diagnosis, individuals currently in remission from depression, and individuals that never suffered from depression. We tested the following four hypotheses. (i) NA displays a strongly skewed distribution, indicative of a floor effect in the non-depressed group but not in the group with a current depression diagnosis, whereas PA displays neither floor nor ceiling effects in any group. (ii) When we follow a naive analysis strategy analog to prior ESM affective reactivity studies, the results will show increased reactivity in the currently depressed versus non-depressed group for positive and negative momentary events in NA, but not in PA. (iii) In this naive analysis we will find that assumptions of normally distributed residuals and homogeneity of residual variances are violated in analyses of NA reactivity (iv) When we use a modeling strategy that is better specified given the NA distribution, results will no longer show differences in NA reactivity between the currently depressed and non-depressed groups. As we have data of a unique group of individuals remitted from a depression who have remained almost unexplored in ESM studies thus far (with one small-sample exception; van Winkel et al., 2015), we investigated how this group compares to the currently depressed and non-depressed groups on PA and NA reactivity. These comparisons are also expected to be relevant from a methodological perspective, since remitted individuals are less likely to exhibit similarly skewed NA distributions as non-depressed individuals (Thompson et al., 2021).

Our group previously published an article on group differences in affective instability, a different affect-dynamics metric, using the same dataset (Schoevers et al., 2020). Affective instability pertains to the amount of moment-to-moment variability in affect, irrespective of environmental stimuli. We had prior knowledge about the distributions of PA and NA in our sample, so that tests on our first hypothesis cannot be considered confirmatory.

2. Methods

2.1. Sample

The sample consists of participants from the Ecological Momentary Assessment & Actigraphy sub-study (NESDA-EMAA) of the Netherlands Study of Depression and Anxiety (NESDA). NESDA is an ongoing longitudinal cohort study to examine the long-term course of depressive and anxiety disorders in different health care settings and phases of illness. Detailed information about NESDA is provided elsewhere (Penninx et al., 2008; Penninx et al., 2021). After the baseline assessment (2004–2007; N = 2981), NESDA conducted five follow-up assessments, 1, 2, 4, 6, and 9 years after baseline, including a psychiatric diagnostic interview (details below). At the nine-year follow-up assessment (2014–2017; N = 1776), a subset of participants as well as siblings of participants were approached and ultimately included in the NESDA-EMAA study (N = 384; for details see Schoevers et al., 2020). In the current study, to ensure independence of observations between subjects and groups 29 individuals were excluded because they were siblings of other participants in the study. Furthermore, 8 individuals were excluded because they responded to <50% of ESM assessments, and 1 individual was excluded because their ESM affect measurements showed no variation. This resulted in a sample of N = 346. The sample was divided into three groups based on their diagnostic history and current diagnostic status of depression assessed in the NESDA assessment waves: i) a depression group (D) with a diagnosis of MDD or Dysthymic Disorder (DD) within the six months before the nine-year follow-up assessment (n = 61), ii) a remitted group (rD) with a lifetime diagnosis of MDD or DD, but no diagnosis in the six months prior to their nine-year follow-up assessment (n = 189), and iii) a non-depressed group with no lifetime history of MDD or DD (nD, n = 96). The NESDA study was approved by the VUmc ethical committee (reference number 2003/183) and all participants gave informed consent prior to enrollment. Data is not publicly available, as true anonymity cannot be guaranteed given the type of data. However, NESDA is committed to accessibility and access can be requested with the NESDA consortium.1

2.2. ESM assessment

Participants filled out ESM questionnaires for 2 weeks, 5 times per day. Questionnaires were sent at 3-hour intervals via text message to a participant’s smartphone and were administered online after opening a secured link in the browser. Data were gathered via the secured server system RoQua (Sytema and van der Krieke, 2013). Participants were

---

1 More information under www.nesda.nl/nesda-english/.
instructed to complete the questionnaires as soon as possible after receiving the text message (beep), preferably within 15 min, but at least within 60 min. If they had not filled in the diary, they received a text-message reminder after 30 min. After finishing the ESM monitoring, participants received a €20 reimbursement and a personalized report on their ESM data.

2.3. Measures

2.3.1. Depression diagnosis
Similar to previous waves, at the nine-year follow-up, DSM-IV diagnoses of depressive disorders (MDD and DD) and anxiety disorders (social anxiety disorder, panic disorder with and without agoraphobia, agoraphobia and generalized anxiety disorder) were established with the Composite Diagnostic Interview (CIDI, version 2.1; Wittchen, 1994). Trained clinical research staff conducted the interviews.

2.3.2. Depression and anxiety self-report questionnaires
Severity of depressive symptoms was measured with the 30-item Inventory of Depressive Symptomatology, Self Report (IDS-SR; Rush et al., 1996). Severity of anxiety symptoms was measured with the Beck Anxiety Inventory (BAI; Beck et al., 1988; Muntingh et al., 2011). The IDS-SR and BAI are a self-report instrument that served to provide more descriptive information on the present sample.

2.3.3. ESM measures
Momentary affect and events were assessed as part of an ESM questionnaire with up to 31 items (the complete list of items is publicly available in the ESM Item Repository; www.esmitemrepository.com). Affect items covered emotional adjectives on the (positive/negative) valence and (high/low) arousal dimensions (Watson and Tellegen, 1985). They were rated on a 7-point Likert scale ranging from ‘1 = not at all’ to ‘7 = very much’. A PA scale was calculated by averaging PA items (items: at this moment I feel satisfied, relaxed, cheerful, energetic, happy, enthusiastic, calm) and a NA scale was calculated by averaging NA items (items: at this moment I feel upset, irritated, listless/apathic, down, nervous, bored, anxious). To make the minimal value zero, one point was subtracted from PA and NA scores, resulting in affect variables with range 0–6. This allowed us the use of models aimed at dealing with zero-inflation in later analysis stages. Note that the original scale (1–7) was used in analyses that required only non-zero/non-negative values (e.g., Log transformation). Events were assessed by asking participants ‘Did you have daily (un)pleasant experiences since you filled out the previous assessment’, where they could respond ‘yes, something pleasant’, ‘yes, something unpleasant’, ‘yes, both something pleasant and unpleasant’, and ‘none’. Answers were recoded into two dichotomous (1 - yes, 0 - no) variables for positive and negative momentary events for the current study.

2.4. Statistical analysis

2.4.1. Data preprocessing
Preprocessing was performed largely in accordance with Schoevers et al. (2020) and led to the exclusion of 38 participants from the analyses. Details are given in S2 of the online supplemental material. All analyses were conducted in R software (version 4.0.3; R Core Team, 2021). R-code for all analyses steps as well as R-output can be found in the online supplemental material.

2.4.2. Statistical testing
First, we tested whether the D, rD, and noD groups differed in terms of their demographic or clinical characteristics, using analyses of variance (ANOVA) and χ²-tests. Where ANOVA assumptions were violated, we used Kruskal-Wallis tests.

Second, we investigated differences between the three groups’ PA and NA distributions, by comparing their distributions of within-person means, standard deviations, and skewness values. We provide graphs to illustrate differences.

Third, to replicate the previous ESM studies of affective reactivity listed in Table 1, we adopted an analysis strategy that as closely as possible mirrored the analytical approach used in those studies. Accordingly, we used linear multilevel regression models to account for the hierarchical structure of the data, with repeated observations (level 1) clustered within individuals (level 2). Affective reactivity was modelled as the effect of momentary events on affect at the same measurement point. The four combinations of (positive and negative) event and (positive and negative) affect variables were analyzed in separate models. All estimated models included random intercepts and slopes and an unstructured covariance matrix for the random effects. Analyses were performed in a step-by-step manner. We first established whether there was a significant main effect of the event on the affective outcome. If this was the case, we further examined whether the effect differed between groups by including a group*event cross-level interaction. All models included an autoregressive (lag-1) level-1 effect of the respective affective outcome (person-mean centered), to account for temporal dependency in the outcome.

Although not done in most previous studies, the event variables were included in a way that allowed for estimation of a pure within-person effects, rather than a combination of between- and within-person effects (Curran and Bauer, 2011; Enders and Tofighi, 2007). This was done by including person-mean centered event scores as a level-1 predictor and the person mean of event as a level-2 predictor. The former can be interpreted as the momentary effect of events on affect within persons—the effect of interest. The latter can be interpreted as the effect of between-person differences in event ratios on affect (we term this “event load” in the remainder of the paper). Most previous ESM studies (i.e., those included in Table 1 except Nelson et al., 2020; van der Stouwe et al., 2019) did not separate these effects, leaving it ambiguous whether their affective reactivity coefficients represented the within-person effects of momentary events or effects of between-person differences in event load (also see Cole et al., 2021). To obtain coefficients that reflect within-person effects, we intentionally deviated from previous studies on this aspect of the analysis. For group comparisons we included two dummy variables for the D and rD groups (with the noD group functioning as the reference group) as level-2 predictors, as well as their cross-level interactions with the event variable. To include comparisons between the D and rD groups, models were re-run with the D group as the reference group (the same was done with models in step 4). Analyses in this step were conducted using the R-packages ‘lm4’ (Bates et al., 2015) and ‘lmerTest’ (Kuznetsova et al., 2017). In lm4, missing data are handled using full information maximum likelihood estimation, assuming that missing observations are missing at random.

Fourth, we examined whether the models investigating group differences in step 3 violated assumptions of multilevel regression. Specifically, we checked whether residual distributions were normal and whether residuals exhibited homoscedasticity (homogeneous variance over all predicted scores of the dependent variable). To this end, we created residual plots using the DHARMa package (Harting, 2021), which can be used to create residual plots for both linear and generalized linear (multilevel) models that can be interpreted analogous to residual plots for linear regression irrespective of the used link function. This is achieved in DHARMa by using randomized quantile residuals, which are continuous, even for discrete outcomes and have been shown to be approximately normally distributed under a correctly specified model

2 Note that the analysis strategy in this paragraph does not mirror analyses in all prior ESM studies one to one, as prior ESM studies differ in certain analysis choices. For example, studies varied with regards to whether lagged affect was included in the model and whether two or three levels were modelled (including measurements within days as level 2).
model and allow for estimation of a differently specified model for each presence (continuous). In that regard, this model could be a good fit for versus absence (dichotomous) and one explaining the extent of its part (e.g., one can include random effects for one part only). The binary sense that it arises from two processes: one explaining its presence dependent variable in question is considered semi-continuous in the outcome even when considering only the non-zero values, we specifically considered employment of a lognormal two-part models for semi-continuous data (Farewell et al., 2017). The idea behind two-part models is to separately estimate whether the random effect improved the residual distributions, we proceeded to models that, instead of dealing with skewness by modeling a non-normal distribution, deal with a mass of values at zero. The models are referred to as two-part models for semi-continuous data (Farewell et al., 2017). The idea behind two-part models is to separately estimate whether the dependent variable is zero or not (part 1: binary) and if not zero, how much the variable differs from zero (part 2: continuous). Here, the dependent variable in question is considered semi-continuous in the sense that it arises from two processes: one explaining its presence versus absence (dichotomous) and one explaining the extent of its presence (continuous). In that regard, this model could be a good fit for an outcome that bottoms out at zero. Two-part models estimate two separate sets of parameters for the ‘binary’ and ‘continuous’ parts of the model and allow for estimation of a differently specified model for each part (e.g., one can include random effects for one part only). The binary part of the model can be viewed analogous to a logistic multilevel regression testing the odds of the dependent variable (Y) being zero, conditional on the independent variable(s). The continuous part of the model can be viewed analogous to a linear multilevel regression model estimating Y conditional on it being larger than zero and on the independent variable(s). Given the possibility of strong skewness of the outcome even when considering only the non-zero values, we specifically considered employment of a lognormal two-part models, in which non-zero outcome values were log-transformed prior to being included into the continuous part of the model. In order to control model complexity and aid model convergence, we introduced random effects one by one into the model, testing whether the random effect improved fit at each step via likelihood ratio tests. Two-part models were estimated using the ‘GLMMadaptive’ package (Rizopoulos, 2021). With the exception of random effects, parameter specifications matched the replication models from step 2 and were identical between the binary and continuous parts for all two-part models.

Analysis steps 3 and 5 included multiple tests. We applied the false discovery rate to correct p-values and thereby protect against false positive inflation in step 3 (Benjamini and Hochberg, 1995). We refrained from a correction in step 5, since we predicted there to be no significant effect and a correction would have aided us in establishing absence of evidence. The cut-off for significance was set at $\alpha = 0.05$.

### 3. Results

#### 3.1. Sample characteristics

Demographic and clinical characteristics of our sample are given in Table 2. The D, rD, and noD groups did not differ on age and gender, but differed in the severity of depressive and anxiety symptoms. The groups also differed on the number of negative events, but not on the number of positive events.

#### 3.2. Are there floor/ceiling effects in NA or PA?

In Fig. 1 the distributions of within-person means, standard deviations, and skewness values of PA and NA are shown for the three groups. Group difference tests are included in S5 of the online supplemental material. While there are group differences in the distributions of both PA and NA, means were not positioned close to either bound of the scale for PA (Fig. 1). For NA however, there were a large number of values at the lower bound of the scale in the noD group. This was further illustrated by the proportion of zero values on NA across persons and measurements (noD: 51.7 %; rD: 31.1 %; D: 10.8 %).

#### 3.3. Replication analysis on group differences in affective reactivity

Before investigating group differences, we established whether there was reactivity in PA and NA to positive and negative events when using analytical methods that had previously been used. Results showed significant fixed effects of positive and negative-event load and positive and negative momentary events on both PA and NA (all $p < .004$). Positive momentary events and event load were associated with increased PA and reduced NA, while negative momentary events and event load were associated with decreased PA and increased NA. In S6.2 of the online supplemental material more detailed outcomes of these models are provided.

Results from the naive replication models investigating group differences are shown in Table 3. For PA, positive momentary events had significantly stronger effects in the D and rD group when compared to the noD group. There were no significant group differences in the effect of negative momentary events on PA. For NA, both positive and negative

### Table 2

Demographic and clinical characteristics of the sample by group.

<table>
<thead>
<tr>
<th></th>
<th>Non-depressed</th>
<th>Remitted</th>
<th>Depressed</th>
<th>Difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>96</td>
<td>189</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>50.1 (12.9)</td>
<td>47.8 (12.7)</td>
<td>52.0 (10.5)</td>
<td>$\chi^2(2) = 5.32, p = .070^a$</td>
</tr>
<tr>
<td>Women, n (proportion)</td>
<td>63 (65.6 %)</td>
<td>131 (69.3 %)</td>
<td>38 (62.3 %)</td>
<td>$\chi^2(2) = 1.15, p = .563^a$</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>13.8 (3.0)</td>
<td>12.8 (3.0)</td>
<td>12.3 (3.1)</td>
<td>$F(2, 343) = 5.18, p = .006$</td>
</tr>
<tr>
<td>IDS-SR, mean (SD)</td>
<td>6.6 (4.5)</td>
<td>14.1 (8.9)</td>
<td>30.7 (13.0)</td>
<td>$\chi^2(2) = 179.18, p &lt; .001$</td>
</tr>
<tr>
<td>BAL, mean (SD)</td>
<td>2.7 (3.5)</td>
<td>7.4 (6.9)</td>
<td>14.6 (11.2)</td>
<td>$\chi^2(2) = 88.09, p &lt; .001^a$</td>
</tr>
<tr>
<td>Number of positive events, mean (SD)</td>
<td>22.5 (16.7)</td>
<td>22.5 (14.7)</td>
<td>18.2 (13.7)</td>
<td>$\chi^2(2) = 4.43, p = .109^a$</td>
</tr>
<tr>
<td>Number of negative events, mean (SD)</td>
<td>6.2 (5.9)</td>
<td>9.1 (7.9)</td>
<td>9.1 (8.6)</td>
<td>$\chi^2(2) = 12.76, p = .002^a$</td>
</tr>
</tbody>
</table>

Note. IDS-SR = Inventory of Depressive Symptomatology Self Report; BAL = Beck Anxiety Inventory.

- $^a$ Kruskal-Wallis test.
- $^b$ $\chi^2$-test of independence.
- $^c$ ANOVA.


Fifth, in case of assumption violations, we proceeded to identify a better specified model, for which assumptions are met. To this end, we took several, increasingly complex steps, each time estimating the model and checking the model assumptions to see if they were met. The first step was to run the original model with a transformed outcome (NA or PA) variable. Specifically, we employed logarithmic transformation. If this proved ineffective to improve the residual distributions, we proceeded to the next step, which involved the use of generalized multilevel models. We started with models that are typically used to analyze continuous outcomes with non-normal distributions (Faraway, 2016); we ran generalized linear multilevel regression models using either a gamma or inverse Gaussian outcome distributions and a logarithmic link function in lme4 (Bates et al., 2015). If this did not result in normally and homogeneously distributed residuals, we proceeded to models that, instead of dealing with skewness by modeling a non-normal distribution, deal with a mass of values at zero. The models are referred to as two-part models for semi-continuous data (Farewell et al., 2017). The idea behind two-part models is to separately estimate whether the dependent variable is zero or not (part 1: binary) and if not zero, how much the variable differs from zero (part 2: continuous). Here, the dependent variable in question is considered semi-continuous in the sense that it arises from two processes: one explaining its presence versus absence (dichotomous) and one explaining the extent of its presence (continuous). In that regard, this model could be a good fit for an outcome that bottoms out at zero. Two-part models estimate two separate sets of parameters for the ‘binary’ and ‘continuous’ parts of the model and allow for estimation of a differently specified model for each part (e.g., one can include random effects for one part only). The binary part of the model can be viewed analogous to a logistic multilevel regression testing the odds of the dependent variable (Y) being zero, conditional on the independent variable(s). The continuous part of the model can be viewed analogous to a linear multilevel regression model estimating Y conditional on it being larger than zero and on the independent variable(s). Given the possibility of strong skewness of the outcome even when considering only the non-zero values, we specifically considered employment of a lognormal two-part models, in which non-zero outcome values were log-transformed prior to being included into the continuous part of the model. In order to control model complexity and aid model convergence, we introduced random effects one by one into the model, testing whether the random effect improved fit at each step via likelihood ratio tests. Two-part models were estimated using the ‘GLMMadaptive’ package (Rizopoulos, 2021). With the exception of random effects, parameter specifications matched the replication models from step 2 and were identical between the binary and continuous parts for all two-part models.

Analysis steps 3 and 5 included multiple tests. We applied the false discovery rate to correct p-values and thereby protect against false positive inflation in step 3 (Benjamini and Hochberg, 1995). We refrained from a correction in step 5, since we predicted there to be no significant effect and a correction would have aided us in establishing absence of evidence. The cut-off for significance was set at $\alpha = 0.05$. 
momentary events had a significantly stronger effect in the D group than in the noD group. The effect of positive and negative momentary events on NA was also significantly stronger in the rD group than in the noD group, while there was no significant difference between the D and rD groups. Results for the models with the extra comparison between the D and rD groups are provided in S6.4 of the online supplemental material.

3.4. Quantile residual distributions of replication models

Fig. 2 (first row) shows the residual plots for the naive replication models on negative events. Plots for the respective models on positive events were very similar to those in Fig. 2 and are included in S7 of the online supplemental material. The plots show that the randomized quantile residuals from the NA replication models were not normally and homogeneously distributed. Residual plots for PA replication models showed approximately normally distributed residuals and homogeneous residual variances.

3.5. Analysis of affective reactivity accounting for affect distribution

Neither linear multilevel models of log-transformed NA nor generalized linear multilevel models with gamma or inverse-Gaussian outcome distributions had normally and homogeneously distributed residuals (Fig. 2). Model output for these models are included in S8 of
the online supplemental material.

For the two-part models, the step-by-step introduction of random effects (all models are included in S9 of the online supplemental material) ultimately led to models including random intercepts and slopes in the continuous part of the model, as well as a random intercept in the binary part of the model, with all random-effect covariances being freely estimated. We refrained from further addition of random slopes in the binary part of the models, as it resulted in convergence problems that we were unable to resolve. Results for two-part models are given in Table 4. There were no significant group differences in the effect of momentary positive or negative events on NA in both the dichotomous and the continuous parts of the models, with one exception: positive momentary events had a stronger effect in the rD group than in the noD group in the continuous parts of the models, with one exception: positive momentary events had a stronger effect in the rD group than in the noD group in the continuous part of the model. Residual plots for the two-part models showed approximately normally distributed residuals and homogeneous residual variances (Fig. 2). Results for the models with the extra comparison between the D and rD groups are given in S9.5 of the online supplemental material. The resulting models also did not appear to violate assumptions, but model fit worsened considerably in comparison to models of non-transformed PA.

4. Discussion

Findings from prior ESM studies investigating momentary affect indicated that depressed individuals react more strongly on NA and PA to both positive and negative stimuli than non-depressed individuals, particularly on NA. We hypothesized that extreme skewness due to floor effects in the NA-score distributions in non-depressed individuals could have influenced previously observed statistical results on affective reactivity, offering an alternative explanation for these previously observed group differences. We specifically hypothesized that NA floor effects in non-depressed individuals may influence affective reactivity estimates as they involve both restricted variability and non-normality of the NA distribution. This can lead to violations of the assumptions of commonly used statistical models and to the observation of spurious differences from groups with psychopathology, which do not exhibit a floor effect in their NA distributions. Our results support this alternative hypothesis.

We compared the effects of positive and negative events on PA and NA in three groups: depressed, remitted, and non-depressed individuals. We will first discuss our findings on NA reactivity and floor effects, then discuss our findings on PA as well as the remitted group, and finally reflect on limitations and future research.

Regarding NA, we found a very low mean in the non-depressed group and a strongly positively skewed distribution with a peak at the lowest possible score. This could suggest a floor effect due to a restriction in the range at the lower bound of the NA measure and/or a floor effect due to a realistic complete absence of NA in non-depressed individuals. Analyzing the data analog to previous ESM studies, without addressing the non-normality of NA, replicated previous findings of increased NA reactivity to positive and negative events in the depressed compared to the non-depressed group. Inspection of the residual distributions from this analysis indicated violations of model assumptions. In a better-specified model given the distributional characteristics of NA, no differences in NA reactivity between the depressed and non-depressed groups were found. These results show that previous affective reactivity findings were replicable, but that the observed group differences in NA reactivity did not hold once assumption violations were addressed. This indicates that the floor effect in NA-score distributions of non-depressed participants could explain at least part of the findings in the replication models. The influence of this floor effect was especially apparent in NA reactivity to positive events, as the low NA values in non-depressed individuals left little room for reductions in NA, distorting any comparison with a group that had room for reductions. Although the current findings are based on a single dataset and cannot be expected to directly generalize to previously conducted studies, it is plausible that previous studies on NA reactivity may have been similarly affected by non-normality and heteroscedasticity. Prior ESM studies on NA reactivity indeed reported similar NA distributions for their non-depressed groups in their sample descriptives (see Table S1 in the online supplemental material).

Although our results ultimately showed no group differences in NA reactivity, they showed the typical pronounced differences in the distributions of NA, with the depressed group reporting higher means and variances in NA than the non-depressed group (Telford et al., 2012). The idea that these basic distributional characteristics sufficiently describe

### Table 3
Replification model results for PA and NA reactivity to positive and negative events.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate (SE)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.30 (0.12)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Positive event (pmc)</td>
<td>0.24 (0.03)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>PA&lt;sub&gt;r&lt;/sub&gt; (pmc)</td>
<td>0.31 (0.01)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Positive event (pm)</td>
<td>0.10 (0.27)</td>
<td>.722</td>
</tr>
<tr>
<td>rD group</td>
<td>−0.68 (0.15)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>D group</td>
<td>−1.57 (0.19)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>rD group * positive event (pmc)</td>
<td>0.13 (0.04)</td>
<td>.003</td>
</tr>
<tr>
<td>D group * positive event (pmc)</td>
<td>0.19 (0.05)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>rD group * positive event (pm)</td>
<td>0.28 (0.35)</td>
<td>.442</td>
</tr>
<tr>
<td>D group * positive event (pm)</td>
<td>1.00 (0.50)</td>
<td>.059</td>
</tr>
<tr>
<td>Model BIC</td>
<td>34,007.36</td>
<td></td>
</tr>
<tr>
<td><strong>NA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.32 (0.10)</td>
<td>.002</td>
</tr>
<tr>
<td>Positive event (pmc)</td>
<td>−0.07 (0.02)</td>
<td>.005</td>
</tr>
<tr>
<td>NA&lt;sub&gt;r&lt;/sub&gt; (pmc)</td>
<td>0.30 (0.01)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Positive event (pm)</td>
<td>−0.18 (0.15)</td>
<td>.442</td>
</tr>
<tr>
<td>rD group</td>
<td>0.28 (0.12)</td>
<td>.003</td>
</tr>
<tr>
<td>D group</td>
<td>1.18 (0.15)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>rD group * positive event (pmc)</td>
<td>−0.10 (0.03)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>D group * positive event (pmc)</td>
<td>−016 (0.04)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>rD group * positive event (pm)</td>
<td>−0.12 (0.28)</td>
<td>.673</td>
</tr>
<tr>
<td>D group * positive event (pm)</td>
<td>−0.75 (0.46)</td>
<td>.074</td>
</tr>
<tr>
<td>Model BIC</td>
<td>21,263.67</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Negative events</strong></th>
<th>Parameter</th>
<th>Estimate (SE)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.52 (10.10)</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>Negative event (pmc)</td>
<td>−0.50 (0.06)</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>PA&lt;sub&gt;r&lt;/sub&gt; (pmc)</td>
<td>0.33 (0.01)</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>Negative event (pm)</td>
<td>−1.99 (0.77)</td>
<td>.014</td>
<td></td>
</tr>
<tr>
<td>rD group</td>
<td>−0.54 (0.13)</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>D group</td>
<td>−1.52 (0.16)</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>rD group * negative event (pmc)</td>
<td>−0.07 (0.07)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>D group * negative event (pmc)</td>
<td>−0.15 (0.09)</td>
<td>.111</td>
<td></td>
</tr>
<tr>
<td>rD group * negative event (pm)</td>
<td>0.40 (0.87)</td>
<td>.660</td>
<td></td>
</tr>
<tr>
<td>D group * negative event (pm)</td>
<td>2.39 (1.00)</td>
<td>.023</td>
<td></td>
</tr>
<tr>
<td>Model BIC</td>
<td>33,567.28</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. pmc = person-mean centered; pm = person mean; BIC = Bayesian Information Criterion.
Fig. 2. Pairs of residual plots of models for negative events.
Note. QQ plots in the first and third column compare the distribution of observed model residuals against the distribution they are assumed to follow under the model. Divergences from the red diagonal line indicate divergences of the residuals from their expected distribution. Residual vs. predicted plots in the second and fourth column show the residuals against the value predicted by the model. The curved red line represents the estimated mean of residuals (via a smooth spline function). The horizontal red line at 0.5 indicated the expected mean of residuals. Values plotted in red are simulation outliers. To fulfill model assumptions residuals should be approximately uniformly distributed around a mean of 0.5 and with homogeneous variance across levels of predicted values. See Harting (2021) for more information on residual plots created with DHARMa.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Our study provides novel insights into affective reactivity in individuals remitted from depression. In their study, Peeters et al. (2003) found no group difference in PA reactivity to positive events among remitted individuals. However, our findings showcase how a floor effect in the NA distribution of remitted participants in their study (van Winkel et al., 2015) may influence findings of NA reactivity.

In our results regarding PA, the distributions (i.e., means, standard deviations, and skewness) did not indicate any floor/ceiling effects and replication models did not violate statistical assumptions. These models indicated that PA reactivity to positive events was increased in the depressed group compared to the non-depressed group, but showed no difference for negative events. The increased reactivity to positive events in depressed individuals is in line with prior ESM studies that found a similar ‘mood-brightening’ effect in PA (Khanzayan et al., 2019; Peeters et al., 2003). However, there are also four previous studies that found no evidence for this effect (Bylsma et al., 2011; Heiniga et al., 2019; Nelson et al., 2020; Thompson et al., 2012; see Table 1) and two studies that found no group difference in PA reactivity to positive activities (Heinka et al., 2019; Nelson et al., 2020). Overall, findings with regard to the PA-mood-brightening effect have so far been inconsistent. In contrast, all ESM studies, including the current one, have found no group differences in PA reactivity to negative events (Bylsma et al., 2011; Nelson et al., 2020; Thompson et al., 2012; van Winkel et al., 2015), except for Peeters et al. (2003), who found reduced PA reactivity to negative events in depressed compared non-depressed individuals. Taken together, our results on PA and NA reactivity differ considerably from findings in prior ESM studies. These findings raise uncertainty about the question whether depressed individuals are indeed characterized by divergent affective reactivity.

Our study provides novel insights into affective reactivity in individuals remitted from depression. In this group, we did not meet the criteria of a depression diagnosis anymore, but on average showed more depressive symptoms than individuals in the non-depressed group. Remitted individuals showed no differences in affective reactivity from the depressed group. Compared to the non-depressed group, they did not differ in reactivity to negative events, but showed increased PA and NA reactivity to positive events. The difference in NA reactivity should be interpreted very cautiously. Even using two-part models, it remains problematic to investigate reductions in NA (i.e., in response to positive events) where there is restricted room for such reductions, as was the case in our non-depressed group. The finding of increased PA reactivity to positive events among remitted individuals does not suffer from this limitation. Instead, it aligns with our finding of a PA-mood-brightening effect in depressed individuals. To our knowledge, the only previous study that included remitted individuals also found no evidence for differences in PA reactivity to three types of negative stimuli, when compared to a non-depressed group (van Winkel et al., 2015). They did however report increased NA-reactivity to one type of stimulus (i.e., social stress). However, these previous results should be interpreted carefully, taking into account the limited number of remitted participants in their study (N = 11) and the potential influence of a non-normal NA distribution on the observed effects.

The following limitations of our study should be considered. First, although our findings showcase how a floor effect in the NA distribution of healthy individuals can influence findings of NA reactivity and while we observe in the descriptive statistics of many previous studies that floor effects were likely present, we do not know to what extent their results were affected by floor effects. Only a re-analysis of the original data from these studies could clarify this. Strictly speaking, we also did not exactly reproduce all prior ESM studies. There are many aspects in which these studies varied from our study, such as the investigated stimuli, the items that PA- and NA-scales are composed of, the ESM designs, and the analyses. It is unclear to what extent any of these variations would be expected to contribute to observed differences in the results. Second, we would like to stress that the two-part models we employed in our analysis are not a general solution for analyzing data that contain floor effects. As we point out above, under these models there is still restricted room for NA reductions with a floor effect. Restricted variability thus remains an issue. Two-part models can effectively account for a large number (peak) of zero values in the outcome variable, which are assumed to be “true” zeros. Yet, a floor effect could also be caused by problems with the measurement instrument, where the instrument does not cover the full range of the phenomenon in question, leading to zeros that are not true zeros but proxies for lower-level expressions of the phenomenon that fall below the lower bound of the measurement range. If this is the case, this is a measurement issue that affects the interpretability of the results irrespective of the used analytical method, including two-part models. In our study, zeros on NA resulted from participants choosing the minimum answer with the anchor “not at all” on multiple NA items. In effect, this could...
mean that participants actually reported zero NA. However, it is also conceivable that zeros were reported because ESM questions i) did not differentiate enough between lower levels of NA expression (e.g., too much difference between the lowest and second to lowest response) and/or ii) did not cover lower-level expressions of NA that lie on the non-pathological side of the affective spectrum. Lastly, it is important to stress that our results only pertain to the question whether divergent affective reactivity is a characteristic of depressed or remitted individuals versus non-depressed individuals. It does not pertain to the role of variations in affective reactivity as a risk factor for depression onset (Wichers et al., 2007a, 2007b; Wichers et al., 2009), as a predictor of depression course (Peeters et al., 2010; Wichers et al., 2010), or as a characteristic of individuals with non-clinical expressions of depression in population samples (Booij et al., 2018; Santee and Starr, 2021; van Roekel et al., 2016). Neither do our results pertain to divergences on other metrics of affect dynamics as a characteristic of depressed individuals (for an overview, see Kappens and Verdunyn, 2017).

Based on the finding that floor effects have an impact on estimates of NA reactivity, we recommend that researchers pay extra attention to their study design and statistical approach when investigating affective reactivity in ESM studies. We recommend that, both in potential re-analysis of previous studies and in future studies on affective reactivity, the influence of floor effects and other distributional deviations in the used outcome variables is evaluated and addressed. First, one can consider during study design whether a given ESM measure is adequate and useful for a given population under investigation, especially when measuring expressions of psychopathology in healthy participants (Terluin et al., 2016). Given that about half of all NA measurements were scored zero in our non-depressed group, one might reasonably question whether NA (as we measured it) optimally operationalizes affect variations in this group. Here, it at least appears to be limited for capturing improvements in affect (i.e., reductions in NA). Future ESM studies might try to better capture low-level expressions of NA, or focus on PA, which does not seem to be limited in the same way. Second, once data are collected, outcome distributions as well as the model assumptions should be tested and reported in the manuscript. Checking assumptions is absolutely essential for judging the appropriateness of a model and only through reporting these checks and subsequent actions can researchers do justice to the principle of transparency in science (Ernst and Albers, 2017). If necessary, transformations of skewed outcome variables or alternative, better-specified models, for example two-part models, can be applied. Note that it cannot be assumed that applying any of these approaches will solve assumption violations the first time around, so this should be checked again before making any inferences based on the model. Also note that different outcome variables in the same study might require different modeling approaches due to differences in their distributions (e.g., NA and PA in the current sample). This can make it harder to directly compare the results across outcome variables, which may be inconvenient when such direct comparisons are important from a researcher’s theoretical or clinical perspective. Additionally, given that results on affective reactivity, as is the case for many ESM-based results, are usually interpreted on the within-subject level, researchers should ideally use the recommended analytical approaches for separating within- and between-person variation. This entails person-mean centering the independent variable in the level-1 model and including the independent variable’s person-mean in the level-2 model (e.g., Bolger and Laurenceau, 2013; Cole et al., 2007; Koolman and Bauer, 2017; Koolman et al., 1995). Only then, the level-1 coefficient of the independent variable (e.g., event) can be interpreted as a purely within-person effect.

Given the overall inconsistency in previous and present findings, it remains uncertain if depressed and non-depressed individuals do or do not differ in their affective reactivity. Although further research will be necessary to unravel the inconsistencies, we would like to suggest some possible explanations. We already mentioned possible issues with the way in which affect is measured. Another explanation might be that the operationalization of stimuli (e.g., events) as unidimensional (or even dichotomous) variables involves a high degree of simplification, making it hard to detect more specific relevant signals from among the diverse range of environments that participants encounter in their daily lives. Additionally, these stimulus variables are not direct representations of stimuli in the environment, but represent participants’ appraisal of such stimuli. To the degree that individuals appraise their environments subjectively (e.g., having different thresholds or idiosyncratic vulnerabilities), the stimulus variables represent different things for different participants, making them less suited for direct between-person comparisons. A potential path for ESM research to investigate reactions to more unambiguous stimuli would be to take a quasi-experimental approach, in which the reaction to the same naturally occurring event is tracked (Dejonckheere et al., 2021; Kalokerinos et al., 2019), or an experimental approach, in which responses to a stress task are repeatedly measured in participants’ daily lives. Additionally, one could focus on the diverse stimuli and their subjective interpretation by capturing them in a more qualitative manner, for instance by asking participants to describe the stimulus by typing in a text window. The question “what (subjective) stimuli do depressed and non-depressed individuals react strongly to?” could offer an alternative perspective on affective reactivity.

Unraveling the inconsistencies in ESM findings on affective reactivity and addressing the abovementioned concerns regarding its operationalization will be necessary if we want to draw conclusions about how depressed individuals emotionally interact with their daily-life environments. Such conclusions are further complicated by the fact that ESM findings of increased reactivity in depressed individuals are at odds with findings from lab studies, which show the opposite pattern, namely that depressed individuals are less responsive to stimuli than healthy controls (a finding that has been termed emotionalexcontextinsensitivity; Bylsma et al., 2008; Rottenberg, 2017). Clearly, these opposing patterns of findings also have different clinical implications. We therefore recommend that ESM research remains cautious with interpreting findings clinically and prioritizes resolving the abovementioned issues.

In summary, the present study showed that floor effects may lead to an overestimation of the increased NA reactivity in depressed versus non-depressed individuals that was repeatedly found in ESM studies. Second, and contrary to most previous studies, we found an increased PA-mood-brightening effect in depressed and remitted, compared to non-depressed participants. In light of these findings, it appears that ESM research currently does not have a definitive answer to the question whether depressed individuals are indeed characterized by divergent affective reactivity in their daily lives. Our findings open new opportunities for future research and remind us that choices in research design and statistical methods can affect research findings and the conclusions we draw.
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Supplementary material to this article can be found online at https://doi.org/10.1016/j.jad.2023.04.118.

References


Lentis, GGZ Friesland, GGZ Drenthe, Dimence Groep, Rob Giel Onderzoekscentrum).


R Core Team, 2021. R: A Language and Environment for Statistical Computing, 4.0.3 ed. R Core Team.


