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Summary

One statistical challenge in many fields is to infer network topologies of inter-
acting units from time series data. One class of statistical models, which has
been widely applied to deal with this task, is dynamic Bayesian network models
(DBNs). The underlying assumption of the conventional DBNs is that the un-
derlying process is a homogeneous Markov process, so that DBNs do not allow
the network parameters to change in time. Therefore, DBNs cannot deal with
non-homogeneous and non-stationary regulatory processes, which arise in many
important real world applications.

Recently, non-homogeneous dynamic Bayesian network models (NH-DBNs)
have been introduced and become an important statistical tool to relax this re-
strictive assumption. NH-DBNs have been implemented with various allocation
models to divide the temporal data into disjoint data subsets. Those models
infer the data segmentation, the joint network structure and the segment- or
component-specific interaction parameters from the data.

In this thesis we have focused on improving changepoint (CPS) divided NH-
DBNs which have become the most widely applied NH-DBNs to model complex
systems. These models infer changepoints which divide the data into disjoint
segments and the segment-specific network parameters are learned for each
segment separately. In many real world applications these NH-DBNs divide a
time series into even shorter segments. Learning the network parameters for each
segment separately (‘uncoupled’ NH-DBN models), leads to over flexibility and
inflated inference uncertainties. Moreover, these models do not incorporate the
reasonable prior assumption that neighboring segments are often more likely to
have similar network interaction parameters than distant segments. To address
these bottlenecks, Bayesian models with coupling mechanisms between the
segment-specific parameters have been proposed.

Bayesian models with parameter coupling can lead to significantly improved
network reconstruction accuracies when the segment-specific parameters are
similar. However, recently we have found that coupling can become counter-
productive when the segment-specific parameters are dissimilar. The reason for
that is that neither the sequential nor the global coupling scheme has an effective
mechanism for uncoupling. For many real-world applications this is a constraint.
We have addressed these bottlenecks in this thesis by introducing four novel
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NH-DBNs.
Another scenario corresponded to many real-world applications, happens

when time series data are often collected under different experimental conditions.
That is, instead of one single time series, which can be divided into segments with
natural temporal order, there areK (short) time series with no natural order. They
are exchangeable units and there is no need for inferring the segmentation. In this
situation it is often unclear a priori whether the network parameters are actually
component-specific or whether they are constant across components. Whereas in
real-world applications there can be both types of parameters simultaneously. We,
therefore, have addressed this problem by introducing novel partially NH-DBNs
based on Bayesian regression models with partition design matrix.

In chapter 1 we have given an introduction and an overview to existing
network models and we have outlined this thesis.

In chapter 2, we have proposed two new models based on piecewise Bayesian
regression models: The partially segment-wise coupled NH-DBN model and
the generalized fully sequentially coupled model. Our empirical results have
shown that the partially coupled model leads to improved network reconstruction
accuracies. For the generalized coupled model we have not seen consistent
improvements over the fully coupled NH-DBN model.

In chapter 3, we have therefore refined the generalized fully sequentially
coupled model. For the refined model with a hyperprior onto the second hy-
perparameter of the coupling parameter prior we have seen improved network
reconstruction accuracies.

In chapter 4, we have presented a novel NH-DBN model with partially edge-
wise coupled segment-specific network parameters. This model operates on the
individual edges. Instead of enforcing all edges to be coupled, our model operates
edge-wise and infers for each individual edge from the data whether the associ-
ated parameters should be coupled or stay uncoupled across all segments. We
have empirically shown on yeast gene expression time series that the new model
reaches a highest network reconstruction accuracy. For Arabidopsis thaliana gene
expression data, we have shown that our new model not only outputs a network
prediction, but also allows to distinguish between edges whose regulatory effects
stay similar across time and edges whose regulatory effects are subject to more
substantial temporal changes.

In chapter 5, we have introduced a partially NH-DBN model, which is ef-
fectively a Bayesian regression model with partitioned design matrix. The new
model aims to infer the best trade-off between a homogeneous model and a
non-homogeneous model. For each network interaction there is a parameter,
and the new model infers from the data whether this parameter is constant or
whether it varies among segments. We, moreover, have proposed to employ a
Gaussian process based approach to deal with non-equidistant measurements.
Our applications to yeast data have shown that the new model improves the
network reconstruction accuracy. We have used the new model to reconstruct
the topologies of the mTORC1 data. The inferred network topologies showed
features that are consistent with the biological literature.



155 Chapter 6. Summary

Chapter 6 has been on a comparative evaluation study on popular non-homo-
geneous Poisson models for count data. For this study the standard homogeneous
Poisson model (HOM) and three non-homogeneous variants, namely a Poisson
changepoint model (CPS), a Poisson free mixture model (MIX), and a Poisson
hidden Markov model (HMM) have been implemented in both frequentist and
Bayesian framework.The first major objective has been cross-comparing the per-
formances of the four aforementioned models independently for both modelling
frameworks (Bayesian and frequentist). Subsequently, a pairwise comparison
between the four Bayesian and the four frequentist models has been performed
to elucidate to which extent the results of the two paradigms (‘Bayesian versus
frequentist’) differ.
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