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How to Limit Label Dissipation in Neural-network Validation: Exploring Label-free Early-stopping Heuristics

MAHYA AMERYAN and LAMBERT SCHOMAKER, University of Groningen, The Netherlands

In recent years, deep learning (DL) has achieved impressive successes in many application domains, including Handwritten-Text Recognition. However, DL methods demand a long training process and a huge amount of human-based labeled data. To address these issues, we explore several label-free heuristics for detecting the early-stopping point in training convolutional-neural networks: (1) Cumulative Distribution of the standard deviation of kernel weights (SKW); (2) the moving standard deviation of SKW, and (3) the standard deviation of the sum of weights over a window in the epoch series. We applied the proposed methods to the common RIMES and Bentham data sets as well as another highly challenging historical data set. In comparison with the usual stopping criterion which uses labels for validation, the label-free heuristics are at least 10 times faster per epoch when the same training set is used. The use of alternative stopping heuristics may require additional epochs, however, they never require the original computing time. The character error rate (%) on the test set of the label-free heuristics is about a percentage point less in comparison to the usual stopping criterion. The label-free early-stopping methods have two benefits: They do not require a computationally intensive evaluation of a validation set per epoch and all labels can be used for training, specifically benefitting the underrepresented word or letter classes.
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1 INTRODUCTION

Today, various interesting applications, e.g., historical handwriting recognition, are performed using deep learning (DL) techniques [3, 21] due to ever-increasing classification accuracies. However, DL methods require a time-consuming training process and an abundance of human-labeled data for supervised learning. An important mechanism of modern neural-network training is early stopping of training of DL models, in order to prevent an overfit of models [6] on the given training set. This is achieved by bailing out of the training iterations at the point where the performance of the model is considered adequate. There exists a wide range of stopping criteria in the recent state of the art in deep learning [22], e.g., terminating the training process when the performance
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on a separate validation set is considered satisfactory. In other words, by using k-fold cross-validation, 10% to 20% of the annotated data is used to determine the moment of early stopping. This amount of labeled training data could have been employed for the primary task of training the required I/O transformation by the neural network. This problem manifests itself more when the data set is limited in terms of size. Especially in the case of historical manuscripts, there will be just a small number of labels for a newly-discovered document in an unknown writing style. This raises the following research question:

‘How is it possible to obtain reliable results from a trained neural network, without spilling valuable labels on the secondary process of validation?’. Rephrased, the question can also be read as: ‘How to use all of the available labels for the primary training process?’. The urgency of label use is most strongly felt in the case of underrepresented classes. In textual data, the class imbalance is a given due to Zipf’s Law [39], with many low-frequent words in what is called ‘the long tail’. For characters, a similarly skewed distribution is present in many languages [10, 36].

The remainder of this paper is organized as follows. In Section 2, we briefly survey related studies on state-of-the-art techniques for early stopping. In Section 3, we explore several different early stopping approaches. The experimental evaluation and discussion are given in Sections 4 and 5, followed by a conclusion section.

2 RELATED WORK

Overfitting is a basic problem in supervised machine learning since it prevents the generalization of the models to unseen input patterns [13]. Overfitting occurs as the consequence of a mismatch between the number of free parameters (weights) and the limited size of the training set, given the complexity of a classifier, and the risk of stopping the training process at an inopportune iteration due to the eagerness of obtaining high classification accuracies [37].

The history of early-stopping heuristics dates back to the 1970s when research into the Landweber iteration was carried out [27]. In the 1990s, early stopping was used for neural networks [19] where the stochastic gradient descent is used to predict the performance of the model.

A common but very basic approach for early stopping uses only the training-loss values (e.g., L1 or L2 loss) where the training process stops after not observing a further decrease in the training-loss values after a predefined number of iterations. However, the training loss has fluctuated modification and it is difficult to predict the performance of a model on unseen data reliably. For this reason, independent validation data are used to decide whether training can stop. A common indicator of overfitting is an increase in validation loss while training loss still appears to be diminishing. Stopping on the basis of the validation loss delivers a better prediction of the performance on unseen data. However, a loss (or an accuracy) can only be computed if target values (i.e., labels) are known for each input/output sample pair. In order to be reliable, the number of validation samples needs to be large, which unfortunately is at the cost of available labeled data for the training process itself.

Table 1 shows character-error rates (CER) obtained in a 50–80 epoch range in a handwriting-recognition task, using 60 or 80 percent of the labeled data for the training, proper. The data set contains 9,630 word images [1]. The data set contain 52 different characters. The result is derived from a neural network containing 12 convolutional layers [17] followed by a CTC layer [8] containing 18,764,416 trainable parameters. The number of outputs are 54 (52 characters + a special space for CTC [8] + a stressed-ending token [2, 3]). It can be seen that the CER drops 0.4 to 2.9 percentage points if an extra 20% of labeled training data is used, which corresponds to an error reduction (relative gain) of 3-18 percent. Given the current focus on fractional improvements in deep learning performance, this difference is not negligible.

Given such a potential for error reduction provided by the availability of enough labeled samples, it becomes interesting to consider methods that are able to decide for an early stop of the training without the label spilling that is associated with the usual validation procedure. A challenging aspect concerns the measurement of performance. In the application itself, loss values are only indirect performance indicators. In handwriting recognition, classification accuracy is the final, relevant indicator of network performance. Such accuracy can only be
Table 1. Character Error Rates (Avg ±sd) Obtained in the Training Range of 50-80 Epochs in a Handwriting-recognition Task, using 60 vs 80 Percent of the MkS Data Set [1] for the Training Portion of labeled data set

<table>
<thead>
<tr>
<th>Portion of labeled data set</th>
<th>Training set size</th>
<th>Epoch</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>60%</td>
<td>5778</td>
<td>15.4 ± 1.3</td>
<td>16.0 ± 1.8</td>
<td>13.2 ± 0.8</td>
<td>13.2 ± 1.1</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>7704</td>
<td>14.5 ± 0.9</td>
<td>13.1 ± 1.5</td>
<td>12.5 ± 0.7</td>
<td>12.8 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>Gain (pp)</td>
<td>–</td>
<td>0.9</td>
<td>2.9</td>
<td>0.7</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Relative Gain (%)</td>
<td>–</td>
<td>5.84</td>
<td>18.13</td>
<td>5.30</td>
<td>3.03</td>
<td></td>
</tr>
</tbody>
</table>

It can be seen that the availability of yet another portion of 20% of the training data, e.g., by preventing label dissipation in the validation, is attractive. (pp = percentage point).

computed using the known labels, for samples in the validation set. If a new early-stopping criterion is introduced, one would like to know the expected validation and test accuracies at the point of bailing out [12]. That such criteria may exist, can be seen in Figure 7, as a preview.

In [22], it is proposed that a careful selection of a stopping criterion requires a consideration of the following questions: (a) Training time: How much each criterion affects the training time?; (b) Efficiency: How much of the training time is superfluous using each criterion?; (c) Effectiveness: How does each criterion determine the final performance?; (d) Robustness: How robust are mentioned qualities with respect to the random initial condition or network architecture?; (e) Trade-offs: Which criterion offers the best time-performance trade-off?; (f) Quantification: How to measure the quantity of the trade-off?

In [22], it is commemorated that early work in neural networks focused primarily on training performance and differences between stopping heuristics were not considered important [31, 35]. In more recent years, however, reliable performance prediction has become an important issue. In the NIPS performance prediction and model selection challenges, the focus was rightly on an accurate prediction of model performance rather than on high training performances per se. In these benchmarks, the winner is not the team with the highest, cherry-picked performance, but the team which most accurately predicted the performance on completely unseen data [12].

In literature, different properties of a neural network are considered in order to prevent overfit and/or to optimize performance, e.g., by looking at the evolution of weight values [4, 22]. A graph-theoretical method, based on algebraic topology using network weights and connectivity, is proposed in [25] for early stopping. In [28], in order to optimize a Multi-Layer Perceptron (MLP), a method based on monitoring the entropy of all weight values in the model is proposed, based on (expensive) particle-swarm optimization. In the current study, we will also focus on the properties of the set of weights in a model, with the aim of finding a simple and effective method that can be used for different network architectures. The idea is that starting at the first epoch with uniformly distributed weight values that break the symmetry, the distribution will change over time as (local) solutions have been found. The goals of the current study are:

- To use as much labeled data for training, per se, and not dissipate it for the secondary task of validation (i.e., to deal with label sparsity);
- To monitor the statistics of the weight values, inspired by [4, 22];
- To find a stopping epoch that does not differ significantly from what a regular validation-loss-based criterion finds;
- To identify a stopping epoch that has a character error rate that does not differ much from what a traditional validation-based method would find;
- To use a measure that fluctuates less drastically than the loss which is typically a ragged curve [30, 38].

3 METHOD

In this section, we explore three early-stopping heuristics for the training of convolutional neural networks (CNNs [17]). Convolutional neural networks avoid unwieldy and computationally expensive processing of full
images by using a battery of compact, trainable image filters which use only a fraction of the coefficients that would have been needed in the case of traditional neural networks, where hidden units in the first layer need to be connected to the whole image. The information contained in the values of the weights of all kernels is an essential determinant of the success of a convolutional neural network. The training of such networks requires a validation stage, where labeled data is needed, reducing the effective size of the training set, proper. In this section we will introduce three heuristics for early stopping as an alternative approach to the usual validation. The proposed heuristics are: 1 Cumulative Distribution of the Standard deviation of Kernel Weights (CD-SKW); 2 Moving Standard deviation of SKW (SSKW); and 3 Moving Standard deviation of the Total sum of Kernel Weights (STKW). By monitoring the changes in the value of a defined measure over the training process, we apply an approach for the determination of a stopping point which is detailed in this section. The three approaches are evaluated using several neural-network architectures, which will be explained later.

3.1 Introducing SKW: Using the Standard Deviation of Kernel Weights

Here, we define a new criterion, the standard deviation of kernel weights (SKW) as it evolves during training. To compute SKW, we compute the standard deviation of the CNN kernel weight values as obtained at the end of each epoch $t$, yielding a series $SKW_t$ representing the evolution of weight-value variation over the epochs. We have found in pilot experiments that the $SKW_t$ curve appears to be increasing and is relatively smooth. Therefore, it was hypothesized that this measure may lend itself as an early stopping criterion, if a sensitive detection can be made of a statistical change in its evolution. Whereas the continuous increase may appear as a non-stationary process, the growth itself appears to be regular. Therefore, a non-stationarity test on growth can be used to detect a change in the process of weight changes [18, 23, 24]. The function $compute_{SKW}$ in Algorithm 1 in the Appendices shows the details. The list of symbols is as described in Table 10.

3.1.1 Heuristic 1: Early Stopping with Cumulative Distribution of SKW (CD-SKW). As stated earlier, the two commonly used early-stopping methods in deep learning are based on the loss value of the training set $(Loss_{train})$ or the character error rate of the model on the validation set $(CER_{val})$. Both of these traditional measures gradually converge to an asymptote at some interval of epochs during the training process. However, the SKW value surprisingly continuously increases during the training process as we will show further in Section 4.3. To deal with this issue, we need to detect a statistically unexpected growth value for SKW to be defined as a stopping point. By looking at a running SKW over a window of $\omega$ epochs, the local statistics of SKW can be estimated and the probability of a new incoming SKW value $x$ can be determined. Various methods can be used for this goal. We have experimented with some methods [9, 16], however, with limited results. Finally, a basic statistical test appeared to yield satisfying results. We consider a lower bound on the probability ($p(x)$) of the SKW criterion occurring assuming a Gaussian distribution of the SKW from the previous $\omega$ epochs. The value $p(x)$ is calculated from the Cumulative distribution function (CDF). When $p$ is smaller than a predefined threshold, the new SKW value is unlikely to be generated by the same statistical process, and training is terminated. We call this the Cumulative distribution of the standard deviation of kernel weights (CD-SKW) early-stopping heuristic. In the main function of the Algorithm 1, the CD-SKW early-stopping method is applied.

Assuming that SKW values have been collected over a time window of $\omega$ epochs, we can estimate a Gaussian model for the time series, returning $p(x)$ for a new SKW value $x$:

$$
N_\omega(x, \mu_\omega, \sigma_\omega) = \frac{1}{(\sigma_\omega \sqrt{2\pi})} \exp((- (x - \mu_\omega)/(2\sigma_\omega))^2)
$$

(1)

where $\mu_\omega$ and $\sigma_\omega$ are the running average and running standard deviation. In order to obtain a probability estimate suitable for thresholding, we need to integrate to obtain the cumulative distribution:

$$
CDF_\omega(x, \mu_\omega, \sigma_\omega) = \int_{-\infty}^{x} N_\omega(u, \mu_\omega, \sigma_\omega) \, du
$$

(2)

In the sequel we will use the generic word ’loss’, referring to the actually used CTC loss for LSTMs in HTR.
Finally, $\mu_\omega$, the moving average of SKW and $\sigma_\omega$, the moving standard deviation of SKW over the previous $\omega$ epochs are computed as:

$$
\mu_\omega = \frac{1}{\omega} \sum_{y=t-\omega}^{t} SKW_y
$$

$$
\sigma_\omega = \sqrt{\frac{1}{\omega} \sum_{y=t-\omega}^{t} (SKW_y - \mu_\omega)^2}
$$

3.1.2 Heuristic 2: Early Stopping with Moving Standard Deviation of SKW (SSKW). In heuristic 2, we use another approach for monitoring the evolution of SKW. As discussed before, the SKW values continuously increase over the training process and do not converge to an asymptote. However, our pilot experiments show that the moving standard deviation of SKW decreases after the first run-in stage of the neural network. Therefore, we use the moving standard deviation of SKW over a window sized $\omega_1$ for detecting the stopping point. We call this approach the early-stopping method based on the moving standard deviation of SKW (SSKW). After observing no decrease in SSKW for $\omega_2$ epochs, we terminate the training process.

3.2 Heuristic 3: Early Stopping using the Moving Standard Deviation of the Total Sum of the Kernel Weights (STKW)

In this approach, we define another criterion, the evolution of the total sum of the kernel weights (TKW) during training. The TKW is a scalar value and is calculated by summing all the kernel weights of the CNN model together at the end of each epoch $t$, leading to another series $TKW_t$. The function $compute\_TKW$ in Algorithm 2 in Appendices shows the details. The list of symbols is shown in Table 10. Our pilot experiments show that the TKW values are decreasing rather smoothly in the training process after the first run-in stage of the neural network.

However, like the other two heuristics, the curve does not converge to an asymptote during the training process and continues to decrease. Therefore, we do not consider the growth of the TKW itself, but calculate the running standard deviation over a window of $\omega$ epochs (STKW). The evolution of STKW shows a great similarity with the evolution of the character error rate of the model on the validation set (CERval), as will be shown later.

After preliminary experiments, it appeared that three different window sizes $\omega$ need to be taken into account. First, we do not want to stop in the first few $\omega_1$ epochs (run-in stage), because the network is settling from the potentially far-away random initialization. Then, after $\omega_1$ epochs, we start to calculate the running standard deviation of TKW over $\omega_2$ epochs at each step. Lastly, we check if the minimum of STKW does not decrease for $\omega_3$ epochs and stop at epoch $t$ of this minimum. For our experiments we set all three window sizes to the same value, that is $\omega = \omega_1 = \omega_2 = \omega_3$. The moving standard deviation of TKW over the previous $\omega$ epochs ($y_{\omega}$) are calculated as:

$$
y_{\omega_2} = \sqrt{\frac{1}{\omega_2} \sum_{y=t-\omega_2}^{t} (TKW_y - \mu_{\omega_2})^2}/\omega_2
$$

where the $\mu_{\omega_2}$ is the moving average of $\omega_2$ previous TKW values:

$$
\mu_{\omega_2} = \frac{1}{\omega_2} \sum_{y=t-\omega_2}^{t} TKW_y
$$

### 3.3 Convolutional Neural Networks

We apply the three early-stopping heuristics to several convolutional neural network architectures. First, an input image is preprocessed as detailed in [1]. Then, it is processed by CNN layers. Each layer of a CNN has a convolution operation, normalization method, the ReLU activation function [20], and a max-pooling procedure. The initialization method (initializing distribution), learning rate, input image size, the hidden unit sizes, and the number of trainable parameters are shown in Table 2. For Heuristic 1, the learning rate is scheduled and is 0.003 until epoch 25. At epoch 26 it drops to 0.002. From epoch 70, the learning rate is 0.001. For Heuristic 2 and 3, the learning rate is constant.

For all the architectures, the kernel filters have the size of $3 \times 3$. The Adam optimizer is used [15]. No dropout is used in the models. The last layer of CNN is followed by a Connectionist Temporal Classification (CTC [8]) and the dictionary-free Best-Path method [7] is used for decoding.

### 3.4 Data Set

In our experiments, we use three data sets: MkS [1] for evaluating Heuristic 1, and RIMES [11] and Bentham [5, 29] for evaluating Heuristic 2 and 3. The MkS data set is collected from the extensive biological field notes of the Natuurkundige Commissie (NC) in the Indonesian Archipelago in the period 1820-1850 [32–34]. The original manuscript contains 17,000 pages and is preserved in the Naturalis Biodiversity Center in Leiden, the Netherlands. Variant languages are used in the NC manuscript, including German, Dutch, Latin, Malay, French, and Greek. Scatteredly, 950 pages of the NC corpus are annotated for this project (NNM001001033-7). We conducted the 5-fold cross-validation after random data splitting. The proportion of words in the test set not appearing in the training set, out-of-vocabulary (OOV) words, is 29.5% in a case-insensitive manner and 31.9% in a case-sensitive manner. Table 3 shows the summarization of the MkS data set along with its subsets in the terms of the number of image samples, and the lexicon size in the case-(in)sensitive manner.

RIMES is a contemporary public benchmark data set for handwriting recognition. We use the isolated words of ICDAR 2011. The historical Bentham data set is a publicly available benchmark and is derived from the Bentham archive. Bentham is annotated on line level and partially on word level. This manuscript was written by two authors, English philosopher and reformer Jeremy Bentham (1748-1832) and his secretarial staff. The text is
Table 3. The MkS Data Set

<table>
<thead>
<tr>
<th>Set</th>
<th>#Image samples</th>
<th>#Lexicon&lt;sub&gt;cs&lt;/sub&gt;</th>
<th>#Lexicon&lt;sub&gt;ci&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>5,778</td>
<td>2,648</td>
<td>2,497</td>
</tr>
<tr>
<td>MkS Validation</td>
<td>1,926</td>
<td>1,188</td>
<td>1,142</td>
</tr>
<tr>
<td>Test</td>
<td>1,926</td>
<td>1,188</td>
<td>1,142</td>
</tr>
<tr>
<td>Total</td>
<td>9,630</td>
<td>3,730</td>
<td>3,494</td>
</tr>
</tbody>
</table>

Subscript cs and ci denote case sensitive and case insensitive for counting the lexicon size [1].

Table 4. Result of the Convolutional Neural Networks $A_i = A_1, \ldots, A_3$ in Table 2 on the MkS Data Set using the Early-stopping Heuristic based on the Character Error Rate (CER) of the Validation Set, the Loss of Model on the Training Set, and Label-free CD-SKW Early-stopping (Heuristic 1)

<table>
<thead>
<tr>
<th>Early-stopping method</th>
<th>Arch.</th>
<th>Stopping epoch</th>
<th>Training loss</th>
<th>CER&lt;sub&gt;val&lt;/sub&gt;</th>
<th>CER&lt;sub&gt;test&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>$A_1$</td>
<td>70.6 ± 0.5</td>
<td>1.8±0.2</td>
<td>12.8 ± 0.4</td>
<td>13.1 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>$A_2$</td>
<td>69.4 ± 1.6</td>
<td>2.2±0.2</td>
<td>13.1 ± 1.5</td>
<td>13.4 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>$A_3$</td>
<td>69.4 ± 3.3</td>
<td>2.2±0.5</td>
<td>13.9 ± 1.8</td>
<td>13.7 ± 1.9</td>
</tr>
<tr>
<td>Avg ± sd</td>
<td></td>
<td>69.8 ± 2.2</td>
<td>2.1±0.4</td>
<td>13.3 ± 1.4</td>
<td>13.4 ± 1.4</td>
</tr>
<tr>
<td>CER&lt;sub&gt;val&lt;/sub&gt;</td>
<td>$A_1$</td>
<td>72.2 ± 11.8</td>
<td>2.7±0.5</td>
<td>12.7 ± 0.8</td>
<td>13.5 ± 1.2</td>
</tr>
<tr>
<td></td>
<td>$A_2$</td>
<td>72.0 ± 11.4</td>
<td>2.8±0.6</td>
<td>12.7 ± 0.7</td>
<td>13.1 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>$A_3$</td>
<td>73.6 ± 1.6</td>
<td>2.9±0.3</td>
<td>11.5 ± 0.5</td>
<td>12.5 ± 0.4</td>
</tr>
<tr>
<td>Avg ± sd</td>
<td></td>
<td>72.6 ± 9.6</td>
<td>2.8±0.5</td>
<td>12.3 ± 0.9</td>
<td>13.0 ± 0.9</td>
</tr>
<tr>
<td>CD-SKW</td>
<td>$A_1$</td>
<td>69.4 ± 1.6</td>
<td>2.4±0.2</td>
<td>13.1 ± 1.5</td>
<td>13.5 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>$A_2$</td>
<td>69.4 ± 1.6</td>
<td>2.4±0.2</td>
<td>13.1 ± 1.5</td>
<td>13.5 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>$A_3$</td>
<td>69.4 ± 1.6</td>
<td>2.4±0.2</td>
<td>13.1 ± 1.5</td>
<td>13.5 ± 1.5</td>
</tr>
<tr>
<td>Avg ± sd</td>
<td></td>
<td>69.4 ± 1.6</td>
<td>2.4±0.2</td>
<td>13.1 ± 1.5</td>
<td>13.5 ± 1.5</td>
</tr>
</tbody>
</table>

principally in the English language, and partly in Greek and French. We use the stressed-ending labeling-coding scheme [2, 3] for the experiments on MkS and RIMES. In this method, an extra character, here the bar sign (|), is added to the ground-truth labels.

4 RESULTS

In this section, we first describe how our experiments are conducted. After that, the numerical results of the three heuristics are presented.

When Heuristic 1, 2, and 3, and also the early-stopping methods based on Loss(train) are used, the CER<sub>val</sub> and CER<sub>test</sub> are computed after the training process. The neural network architectures are implemented on the TensorFlow framework.

4.1 Quantitative Results of Heuristic 1, CD-SKW

Table 4 shows the comparison of two well-known early-stopping approaches based on character error recognition (CER (%)) on the validation set and the training loss with the suggested label-free CD-SKW early stopping heuristic in terms of average and standard deviation (Avg ± sd) of the stopping epoch, LOSS(train), the CER of the model on the validation (CER<sub>val</sub>), and test (CER<sub>test</sub>) sets. The used data is the MkS data set. Each row of $A_i, i = 1, 2, 3$ shows the average and standard deviation of five trained networks (one architecture on five rounds of 5-fold cross-validation). The row at the bottom of $A_i, i = 1, 2, 3$ shows the result of the 15 trained models (3 architecture × five rounds). To detect the stopping point by applying the label-free CD-SKW early-stopping heuristic, no labeled data is used. In the label-free CD-SKW early-stopping heuristic, we consider the
Fig. 1. Comparison of the evolution of the SKW curve with \textit{train}(LOSS), and \textit{CER}_{val} curves: (a) The increasing blue line with circles shows the SKW curve, whereas the pink circle indicates the stopping point determined by the CD-SKW method detecting the discontinuity. The decreasing red line with square points illustrates the loss values of the model on the training set, whereas the green triangle presents the stopping point determined by the training loss-based early-stopping approach. (b) The figure shows the Comparison of the SKW curve with the decreasing green curve of the character error recognition of the validation curve (\textit{CER}_{val}). The values are obtained from applying the architecture \textit{A}_1 in Table 2 on one round of 5-fold cross-validation of the training set of MkS data set (60% of the MkS data set). No validation set is used.

interval size for investigating the occurrence of an early stopping ($\omega = 15$) and the threshold of the probability defined in Algorithm 1 ($r = 0.90$) in the Appendices. For the comparison with the two other stopping methods, i.e., one based on the CER on the validation set and one on the training loss, we use the same window size as in the SKW approach, i.e., selecting an epoch when the model did not improve over the last 15 epochs.

When the early-stopping method based on loss and also CD-SKW is used, the \textit{CER}_{val} and \textit{CER}_{test} sets are computed after the training process. As reported in Table 4, when CD-SKW is used, on average \textit{CER}_{val} = 13.1 is 0.2 pp less than when the training loss is used (\textit{CER}_{val} = 13.3). When the training loss is used, \textit{CER}_{test} is 0.1 pp less than when CD-SKW is used. It reveals that the two methods yield highly similar results, although SKW is not using label information. For practical use, the differences between the results are small enough (< 0.5 pp on \textit{CER}_{test}) to develop some trust in the label-free CD-SKW heuristic.

Figure 1(a) shows the evolution of the SKW value (the blue line with circles) in comparison with \textit{LOSS}(\textit{train}) (the red line with squares) and \textit{CER}_{val} (the green line with crosses) in Figure 1(b) during the training process. The values are conducted using the architecture \textit{A}_1 in Table 2. In this example, the network was trained on one training set, of one round of 5-fold cross-validation of the MkS data set [1, 34]. Results for other rounds were similar (cf. the standard deviations in Table 4). In Figure 1(a) and 1(b), the pink dot on the SKW line indicates the epoch = 71 where the label-free SKW early-stopping method recognizes the proper epoch for terminating the training. That is, the probability of the SKW given the previous 15 epochs ($\omega = 15$) is smaller than the predefined threshold ($r = 0.90$). In this figure, the method based on the loss value found the same epoch. However, there will generally be slight differences in the point of stopping. As shown in Table 4, the stopping epoch of \textit{A}_1 based on the training loss equals 70.6 \pm 0.5 and based on SKW equals 69.4 \pm 1.6. After the pink dot and the green triangle the training process should be terminated. We continued training to show the behavior of the criteria.

In Figure 1(b), the green line with crosses illustrates \textit{CER}_{val}. The square point shows the stopping epoch. The SKW values, unlike the \textit{LOSS}(\textit{train}) and \textit{CER}_{val}, increase during the training process. Moreover, SKW has a clear increasing behavior while the \textit{LOSS}(\textit{train}) and \textit{CER}_{val} change with fluctuation.

Figure 2 shows the effect of the learning rate on the character error rate (%) on the validation set, training loss, and the suggested CD-SKW in the \textit{A}_2 architecture in Table 2 on five rounds of 5-fold cross-validation ($E_j, j = 1, \ldots, 5$).
Fig. 2. The effect of the learning rate on the character error rate (%) on the validation set, training loss, and the suggested SKW in the $A_2$ architecture in Table 2 on five rounds of 5-fold cross-validation ($E_j$, $j = 1, \ldots, 5$).

Table 5. The Comparison between the Computing Time of the Character Error Rate of the Validation Set ($CER_{val}$) and the CD-SKW Early-stopping Method of the Architectures in Table 2 for Each Epoch.

<table>
<thead>
<tr>
<th>Arch.</th>
<th>$CER_{val}$</th>
<th>CD-SKW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>7.9</td>
<td>0.4</td>
</tr>
<tr>
<td>$A_2$</td>
<td>4.9</td>
<td>0.4</td>
</tr>
<tr>
<td>$A_3$</td>
<td>10.0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The values are in seconds per epoch. The loading (I/O) time of the validation set is 29 seconds. This time is not regarded in computing of $CER_{val}$. We used NVIDIA V100 and 2.52G RAM.

The computing time of $CER_{val}$ and CD-SKW are shown in Table 5 for the neural networks (Arch.) in Table 2. The numerical values are in seconds per epoch. The loading (I/O) time of the validation set (29 seconds) is not considered in the computing of $CER_{val}$. Please note a considerable time gain factor of 10 to 20.

4.2 Quantitative Results of Heuristic 2, SSKW

The heuristic 2, SSKW, is used for the CNN architectures $A_i$, $i = 4, \ldots, 13$ in Table 2 which have a constant learning rate throughout the training. The architectures are applied to two publicly available benchmark data
sets, RIMES and Bentham. The five architectures \( A_i, i = 4, \ldots, 8 \) are applied to the RIMES data set and the five architectures \( A_i, i = 9, \ldots, 13 \) are applied to the Bentham data set. By using a constant learning rate, the curve of the evolution of the SKW values during the training process does not show an (artefactual) bending point. The SKW values increase without converging to an asymptotic line. Figure 3 shows the evolution of SKW of architectures \( A_i, i = 4, \ldots, 8 \) on RIMES. For better visibility, the values of the figures are normalized. Figure 4 shows the evaluation of the normalized moving standard deviation of SKW (SSKW) values during the training for CNN models \( A_4 \) to \( A_8 \) in Table 2 on the RIMES data set. We observe that the SSKW values decrease during the training process. The window size for the moving standard deviation is 15 epochs.

Figure 5 shows the evolution of the normalized SSKW and CER\(_{val}\) values during training, for the architecture \( A_7 \) in Table 2 on the RIMES data set. The SSKW and CER\(_{val}\) show similarities in their evolution manner. The Pearson correlation is 0.90. The initial part of epochs < 15 is ignored to allow the CNN model to settle from the initial randomization, also letting the windowed computations to 'run in'.

Table 6 shows the comparison of SSKW with two traditional early-stopping approaches based on CER\(_{val}\) and Loss\((train)\) in terms of average and standard deviation (Avg ± sd) of stopping epoch, Loss\((train)\), CER\(_{val}\)(%), and CER\(_{test}\)(%) of the five architectures \( A_i, i = 9, \ldots, 13 \) on the Bentham data set. The size of the window for computing SSKW is \( \omega_1 = 15 \) or 10. The training stops using the aimed criterion when it does not decrease for \( \omega_2 = 15 \) or 17 epochs. The maximum number of training epochs equals 200. In our experiments, when the Loss\((train)\) early-stopping method is considered, at least one network needs more than 200 epochs. Therefore, training is terminated without using an early stopping method. We indicate this with ‘−’ in Table 6.
Fig. 5. Evolution of the normalized SSKW variable and the normalized \( CER_{val} \) values during training, for CNN model \( A_7 \) in Table 2 on the RIMES data set. The absolute values of \( CER_{val} \) are shown in Table 6. The Pearson correlation is 0.90. The initial part of epochs \(< 15\) is ignored because of the 'run-in' stage of the neural-network training.

Table 6. Comparision of Heuristic 2, SSKW, with the Early-stopping Methods based on \( CER_{val} \) and \( LOSS(\text{train}) \)

<table>
<thead>
<tr>
<th>Data set</th>
<th>( \omega_2 )</th>
<th>Early-stopping method</th>
<th>Epoch</th>
<th>Loss</th>
<th>( CER_{val} )</th>
<th>( CER_{test} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIMES</td>
<td>17</td>
<td>Loss(\text{train})</td>
<td>&gt;200</td>
<td>-</td>
<td>78.80 ± 12.50</td>
<td>4.71 ± 0.96</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>( CER_{val} )</td>
<td>136.60 ± 22.52</td>
<td>0.08 ± 0.03</td>
<td>4.55 ± 0.91</td>
<td>4.49 ± 0.87</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>SSKW</td>
<td>99.40 ± 16.86</td>
<td>0.11 ± 0.06</td>
<td>4.79 ± 0.99</td>
<td>4.77 ± 1.01</td>
</tr>
<tr>
<td></td>
<td>Loss(\text{train})</td>
<td>&gt;200</td>
<td>-</td>
<td>90.60 ± 13.15</td>
<td>0.12 ± 0.03</td>
<td>4.59 ± 0.90</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>( CER_{val} )</td>
<td>140.00 ± 26.69</td>
<td>0.08 ± 0.03</td>
<td>4.56 ± 0.89</td>
<td>4.50 ± 0.87</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>SSKW</td>
<td>110.60 ± 29.06</td>
<td>0.11 ± 0.06</td>
<td>4.76 ± 1.03</td>
<td>4.76 ± 1.02</td>
</tr>
<tr>
<td>Bentham</td>
<td>17</td>
<td>Loss(\text{train})</td>
<td>&gt;200</td>
<td>-</td>
<td>86.20 ± 9.62</td>
<td>8.10 ± 0.57</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>( CER_{val} )</td>
<td>120.40 ± 22.77</td>
<td>7.01 ± 0.98</td>
<td>4.65 ± 0.26</td>
<td>4.62 ± 0.28</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>SSKW</td>
<td>97.60 ± 20.71</td>
<td>7.61 ± 0.82</td>
<td>4.83 ± 0.29</td>
<td>4.70 ± 0.29</td>
</tr>
</tbody>
</table>

Please refer to the text for further explanation.

Table 6 shows that when SSKW is used for RIMES and \( \omega_1 = 15 \), \( CER_{test}(\%) \) is less than when \( CER_{val} \) is used as criterion (\( \omega_2 = 15: 4.49 \) vs 4.68, \( \omega_2 = 17: 4.50 \) vs 4.60). When \( \omega_1 = 10 \), \( CER_{test}(\%) \) obtained by SSKW is more than when \( CER_{val} \) is used as criterion (\( \omega_2 = 15: 4.77 \) vs 4.68, \( \omega_2 = 17: 4.76 \) vs 4.60). SSKW needs 20 to 58 epochs more compared to the early-stopping method based on \( CER_{val} \). Moreover, SSKW demands shorter training compared to the early-stopping method based on \( Loss(\text{train}) \).

Table 6 shows that when SSKW is used for Bentham and \( \omega_1 = 15 \), \( CER_{test}(\%) \) equals to when \( CER_{val} \) is used as criterion or less than 1 pp higher (\( \omega_2 = 15: 4.6 \) vs 4.6, \( \omega_2 = 17: 4.67 \) vs 4.6). When \( \omega_1 = 10 \) and SSKW is considered as the criterion, \( CER_{test}(\%) \) is 0.08 pp more than when \( CER_{val} \) is used as criterion (\( \omega_2 = 15: 4.70 \) vs 4.62, \( \omega_2 = 17: 4.68 \) vs 4.60). SSKW needs 11 to 35 epochs more compared to the early-stopping method based on \( CER_{val} \). Also, SSKW takes shorter training in comparison with the early-stopping method based on \( Loss(\text{train}) \).
Table 7. The Comparison between the Computing Time of the Early-stopping based on $CER_{val}$ and the SSKW Early-stopping Method of the Architectures $A_4$ to $A_8$ in Table 2 on RIMES for Each Epoch

<table>
<thead>
<tr>
<th>Arch.</th>
<th>$CER_{val}$</th>
<th>SSKW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_4$</td>
<td>37.7</td>
<td>0.5</td>
</tr>
<tr>
<td>$A_5$</td>
<td>39.1</td>
<td>0.6</td>
</tr>
<tr>
<td>$A_6$</td>
<td>38.7</td>
<td>0.6</td>
</tr>
<tr>
<td>$A_7$</td>
<td>38.3</td>
<td>0.6</td>
</tr>
<tr>
<td>$A_8$</td>
<td>39.0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The values are in seconds per epoch. The loading (I/O) time of the validation set is 40 seconds. This time is not regarded in this table. We used NVIDIA V100.

The computing time of the early-stopping method based on $CER_{val}$ and the SSKW early-stopping method are shown in Table 7 for the architectures (Arch.) $A_4$ to $A_8$ in Table 2. The numerical values are in seconds per epoch. The loading (I/O) time of the validation set (40 seconds) is not considered in computing of $CER_{val}$. Please note a considerable time gain factor of 60 to 75.

4.3 Quantitative Results of Heuristic 3, STKW

The evolution of the normalized TKW during training of the CNN models $A_{14}$ to $A_{19}$ in Table 2 on RIMES and Bentham is shown Figure 6. Like the $SKW$ values, the $TKW$ values grow without converging to an asymptotic line. Figure 6 shows that the curve does not have a bending point. However, the evolution of $STKW$ and $CER_{val}$ are highly similar (Pearson correlation: $r = 0.89$). Figure 7 shows the evolution of the normalized values of $STKW$ and $CER_{val}$ of $A_{14}$ applied to the RIMES data set. The initial part of the training process (epochs < 30) is disregarded to let the model settle from the random initialization.

To evaluate the heuristic 3, $STKW$, we applied the architectures $A_i, i = 14, 15, 16$ in Table 2 on the RIMES data set, and the architectures $A_i, i = 17, 18, 19$ on Bentham. The comparison of the $STKW$ with two early-stopping approaches based on $CER_{val}$ and $Loss_{train}$ in terms of average and standard deviation ($\text{Avg} \pm \text{sd}$) of stopping epoch, $Loss_{train}, CER_{val}($%) and $CER_{test}($%) of the models is reported in Table 8. For the early-stopping method based on $Loss_{train}, CER_{val}$, and $STKW$, $\omega$ in Table 8 shows the number of epochs that the model does not show...
Fig. 7. The normalized \( CER_{val} \) (orange with rectangles) vs the normalized STKW values (blue with circles) of the \( A_{14} \) CNN model in Table 2 which also shows the absolute CER values. The Pearson correlation is 0.89. The initial part of epochs < 30 is ignored to allow the network to settle from the initial randomization, also letting the windowed computations to 'run in'.

Table 8. Comparison of Heuristic 3, STKW, with the Early-stopping Methods based on \( CER_{val} \) and \( LOSS(train) \)

<table>
<thead>
<tr>
<th>Data set</th>
<th>( \omega )</th>
<th>Early-stopping method</th>
<th>Epoch</th>
<th>Loss</th>
<th>( CER_{val} )</th>
<th>( CER_{test} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIMES</td>
<td>15</td>
<td>( Loss(train) ) &gt;200</td>
<td></td>
<td></td>
<td>90.33 ± 20.8</td>
<td>6.15 ± 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( CER_{val} )</td>
<td></td>
<td></td>
<td>97.00 ± 15.5</td>
<td>6.40 ± 0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>STKW</td>
<td></td>
<td></td>
<td>97.00 ± 15.5</td>
<td>6.40 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>( Loss(train) ) &gt;200</td>
<td></td>
<td></td>
<td>99.00 ± 22.1</td>
<td>6.02 ± 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( CER_{val} )</td>
<td></td>
<td></td>
<td>104.33 ± 6.1</td>
<td>6.43 ± 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>STKW</td>
<td></td>
<td></td>
<td>104.33 ± 6.1</td>
<td>6.43 ± 0.5</td>
</tr>
<tr>
<td>Bentham</td>
<td>15</td>
<td>( Loss(train) )</td>
<td>127.33</td>
<td>9.46</td>
<td>6.85 ± 0.18</td>
<td>6.91 ± 0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( CER_{val} )</td>
<td>83.00</td>
<td>153.44</td>
<td>6.80 ± 0.13</td>
<td>6.86 ± 0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>STKW</td>
<td>72.67</td>
<td>153.98</td>
<td>7.54 ± 0.14</td>
<td>7.49 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>( Loss(train) )</td>
<td>129.00</td>
<td>9.16</td>
<td>6.93 ± 0.2</td>
<td>6.94 ± 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( CER_{val} )</td>
<td>104.00</td>
<td>143.77</td>
<td>6.66 ± 0.2</td>
<td>6.80 ± 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>STKW</td>
<td>74.67</td>
<td>140.50</td>
<td>7.77 ± 0.4</td>
<td>7.73 ± 0.3</td>
</tr>
</tbody>
</table>

Please refer to the text for further explanation.

improvement as well as the other two windows of STKW, i.e., the window which shows the run-in stage and the window for the standard deviation of TKW. In the evaluations, we consider the maximum number of the training epoch equal to 200.

For RIMES, when \( Loss(train) \) is the stopping criterion, the stopping point is not detected during the 200 training epochs. We show this observation with ‘−’. For RIMES, for both \( \omega = 15 \) and \( \omega = 17 \), the average of \( CER_{test} \) is equal when the STKW method is used. The size of \( \omega \) does not show an effect on \( CER_{test} \) on average. For RIMES, in comparison with the early stopping method based on \( CER_{val} \), the STKW detects the stopping point 5 to 7 epochs later with 0.25 to 0.34 pp higher \( CER_{test} \). For STKW, the higher \( \omega \) size shows less stability.

For Bentham, the STKW method detects the stopping epoch 10 to 29 epochs before \( CER_{val} \) and about 55 epochs before the early-stopping method based on \( Loss(train) \). The \( CER_{test} \) obtained by STKW on Bentham is 0.6 to 0.9 pp more than the \( CER_{test} \) obtained by the early-stopping method based on \( CER_{val} \). The \( CER_{val} \) and \( CER_{test} \) derived by the early-stopping method based on \( Loss(train) \) are up to 0.8 pp less than \( CER_{val} \) and \( CER_{test} \) derived by the early-stopping method based on STKW.

Table 9. The Comparison between the Computing Time of the Early-stopping based on CER_{val} and the STKW Early-stopping Method of the Architectures (Arch.) A_{15}, A_{14}, and A_{16} in Table 2 on RIMES

<table>
<thead>
<tr>
<th>Arch.</th>
<th>CER_{val}</th>
<th>STKW</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_{14}</td>
<td>37.8</td>
<td>0.4</td>
</tr>
<tr>
<td>A_{15}</td>
<td>38.4</td>
<td>0.6</td>
</tr>
<tr>
<td>A_{16}</td>
<td>34.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The values are in seconds per epoch. The loading (I/O) time of the validation set is 40 seconds. This time is not regarded in computing of CER_{val}. We used NVIDIA V100.

The computing time of the early-stopping method based on CER_{val} and the STKW early-stopping method are shown in Table 9 for the architectures (Arch.) A_{15}, A_{14}, and A_{16} in Table 2. The numerical values are in seconds per epoch. The loading (I/O) time of the validation set (40 seconds) is not considered in computing of CER_{val}. In comparison with the early-stopping method based on CER_{val}, the label-free STKW heuristic is at 60 to 90 times faster per epoch.

5 DISCUSSION

In this study, we explored three label-free early-stopping heuristics for convolutional neural networks. The results were compared to two well-known standard methods in the deep learning domain, i.e., based on the character-error rate on the validation-set CER_{val}, or, alternatively, on the CTC training loss. Both traditional methods require labels for each of the instances in the validation data set.

Our exploration of alternative heuristics for early stopping started with SKW, the standard deviation of kernel-weight values. The first heuristic is the Cumulative Distribution of SKW (CD-SKW). This heuristic has the advantage of capturing the diversity of the distribution of weight values, which appears to increase over the epochs as a consequence of the increasingly refined weight updates during gradient descent. The results of CD-SKW were very promising, indicating that convenient stopping points could be found near the points that would have been obtained by the early-stopping method based on CER_{val} for the tested CNN models on the highly multilingual historical MkS data set, Figure 1(b). However, there appeared to exist a clear influence of the training schedule used, in this case, ADAM [15] where the learning rate changes in intervals of training epochs. We have observed that a step-wise decrease in the learning rate determined by the applied learning-rate schedule causes a clear drop in the growth rate of the SKW value. This effect is not surprising because the evolution of the state of the neural network, including the kernel weights, slows down when the learning rate has a lower value. As a result, also CER_{val} as well as Loss(train) show a reduction in changes around this point.

It is worth mentioning that the reported result for heuristic 1, CD-SKW, is on a realistic historical data set with various word-segmentation problems compared to the clean well-known standard benchmarks. Moreover, a significant boost in the accuracy of > 20% points is possible by applying a dictionary-based decoder such as a dual-state word-beam search (DSWBS [26],[1]). In this study we avoided the use of a dictionary in order to keep a strict focus on the shape classification and the associated CTC loss.

When there is no dynamic training schedule used, there is no clear ‘knee’ or bending point for SKW which we explore in heuristic 2. The results on two benchmark data sets indicated that the SKW values increase but the variation decreases during training. We measure the variation with the running standard deviation of SKW (SSKW). The evolution of SSKW showed similarity with CER_{val}. In heuristic 2, the training stops when SSKW values do not decrease in an interval of epochs. The results showed that the slight change in the size of this interval (15 vs 17 epochs) does not have a clear effect on CER_{test}. The larger window size of the running standard
deviation (15 vs 10) gives a slightly better CER\textsubscript{test} (%). The training process stops later when using heuristic 2, as compared to the use of CER\textsubscript{val}.

The third heuristic is the moving standard deviation of total sum of SKW over epochs (STKW). This measure represents the evolution of the variability in the total sum of weight values over the epochs. Assuming that the training process approaches stability towards the end, it can be assumed that the running standard deviation of the total sum of weight values will decrease and stabilize. This property makes the heuristic interesting for use, requiring only a minor adjustment to the early-stopping rule. Computing the STKW heuristic is 60 to 90 times faster than the early stopping based on CER\textsubscript{val} for each epoch. It demands additional training epochs, and CER\textsubscript{test} is slightly higher. However, total duration will always be considerably shorter than in case of the standard approach.

The early stopping based on CER\textsubscript{val} demands evaluating the model at each epoch on a holdout validation set. Although the single inference step can be quick, the computational cost of the evaluation of a network based on the CER is highly dependent on the size of the validation set. In the case of a large data set and a large number of epochs, this type of evaluation is time-consuming and a non-negligible part of the training process. One might say that early-stopping, based on the training loss presents similar benefits as three label-free early stopping methods regarding SKW or TKW. However, this method demands much more training epochs compared to the early stopping based on CER\textsubscript{val} and also the label-free heuristics in which the learning rate is a constant value. Not using the plain training loss for early stopping has the advantage that a possible overfit can be avoided because our label-free heuristics do not entail task-specific constraints in the way each target label would have its effect via the measured loss.

The three label-free early-stopping heuristics have two major advantages: (1) The evaluation of a CNN model is not computationally intensive over a validation set per epoch; (2) All labeled data including the less frequent classes can be used as a training set.

Local minima are a pervasive problem in neural-network training. Overfitting is concerned with a model sticking to such a local minimum, at the expense of the patterns that are not well covered by this particular solution. Several remedies have been proposed in recent years. In [14], it is proposed to search for robust flat minima in the loss landscape, which is highly interesting but complicated. The detection of the presence of overly specific model solutions is currently mostly done by means of k-fold cross-evaluation and evaluating several architecture variants. A high variance of the performance criterion will be indicative of model sampling from diverse local minima. We assume that the smooth curve of SKW, in comparison to the \textsc{loss}(\text{train}) and CER\textsubscript{val} curves, helps to prevent overtrained solutions or local minima in the loss landscape by realizing a stable, well-timed early-stopping event.

6 CONCLUSIONS

In this study, we do not aim to surpass the character error rates that are reported in the state-of-the-art literature. Instead, we propose to develop label-free early-stopping methods for convolutional neural networks (CNNs). The suggested methods monitor the evolution of the standard deviation or total sum of the kernel weight values (SKW and TKW) during the training.

We compare the performance of the label-free early-stopping heuristics with two prevalent methods based on training loss and character error rate on the validation and test sets using ‘difficult’ historical word images of the MKS data set and two common benchmark data sets. Avoiding label spillage is essential for handwriting recognition in historical document collection because there is always a lack of sufficient labeled data, especially in the case of newly discovered script styles. This problem is exacerbated by the strongly skewed Zipf [39]-like distributions for the occurrence of character classes in texts.

The contributions of this study are:

(a) Introducing novel properties (SKW and TKW) for CNNs and characterizing its modification during the training process.
(b) Applying an adequate method based on SKW and TKW behaviors for terminating the training process;
(c) Comparing the occurrence of early-stopping points for methods based on the loss values on the model training set, the character error recognition on the validation set, and the proposed three early-stopping methods;
(d) Studying the role of the learning rate on four stopping criteria: the suggested SKW and TKW, character error recognition on the validation set, and the loss value of the model on the training set and showing the analogous effect of learning rate on the three criteria;
(e) Comparing the computational speed of three label-free suggested heuristics with the usual early-stopping method based on character error recognition on the validation set.

For future work, we plan to investigate other properties of the kernel weights during training, for different neural networks, especially Long short-term memory (LSTM [14]).

A APPENDICES

Table 10. The Symbols used in the Algorithms

<table>
<thead>
<tr>
<th>Type</th>
<th>Entry</th>
<th>Discretion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set</td>
<td><code>data</code></td>
<td>The training data set</td>
</tr>
<tr>
<td></td>
<td><code>layer</code></td>
<td>All of the layers of the model</td>
</tr>
<tr>
<td></td>
<td><code>KW</code></td>
<td>One-dimensional array with the kernel weight values of the model at the end of an epoch</td>
</tr>
<tr>
<td>Model</td>
<td><code>model</code></td>
<td>Model</td>
</tr>
<tr>
<td></td>
<td><code>model_t</code></td>
<td>The trained model at the iteration t</td>
</tr>
<tr>
<td></td>
<td><code>kernel_weights</code></td>
<td>Kernel weights</td>
</tr>
<tr>
<td>Scalar</td>
<td><code>t</code></td>
<td>The iteration counter</td>
</tr>
<tr>
<td></td>
<td><code>NL</code></td>
<td>The number of the layers of the model</td>
</tr>
<tr>
<td></td>
<td><code>nl</code></td>
<td>The counter for the layers, <code>nl = 1, ... , NL</code></td>
</tr>
<tr>
<td></td>
<td><code>ω</code></td>
<td>The window size to investigate</td>
</tr>
<tr>
<td></td>
<td><code>ω₁</code></td>
<td>The occurrence of an early stopping point in heuristic 1</td>
</tr>
<tr>
<td></td>
<td><code>ω₂</code></td>
<td>The run-in stage window size</td>
</tr>
<tr>
<td></td>
<td><code>ω₃</code></td>
<td>The window size of the running stdev. of the TKW values</td>
</tr>
<tr>
<td></td>
<td><code>p</code></td>
<td>The occurrence of an early stopping point in heuristic 3</td>
</tr>
<tr>
<td></td>
<td><code>τ</code></td>
<td>A predefined threshold for probability <code>p</code></td>
</tr>
<tr>
<td></td>
<td><code>SKW_t</code></td>
<td>The value of the stdev. of KW for the model at the epoch <code>t</code></td>
</tr>
<tr>
<td></td>
<td><code>Tstop</code></td>
<td>The stopping epoch</td>
</tr>
<tr>
<td></td>
<td><code>TKW</code></td>
<td>The value of the sum of KW</td>
</tr>
<tr>
<td></td>
<td><code>STKW</code></td>
<td>The value of moving stdev. of TKW of the <code>ω₂</code> training iterations</td>
</tr>
<tr>
<td></td>
<td><code>STKW_t</code></td>
<td>The <code>STKW</code> at the time <code>t</code></td>
</tr>
<tr>
<td></td>
<td><code>i</code></td>
<td>The counter of the repetitive iteration with no decrease in the value of <code>STKW</code></td>
</tr>
<tr>
<td></td>
<td><code>j</code></td>
<td>The index of STKW</td>
</tr>
<tr>
<td></td>
<td><code>STKW_min</code></td>
<td>The minimum <code>STKW</code></td>
</tr>
<tr>
<td>Function</td>
<td><code>get_layers</code></td>
<td>Extracting the layers of a model</td>
</tr>
<tr>
<td></td>
<td><code>flatten</code></td>
<td>The function collapsed the input array into one-dimensional array</td>
</tr>
<tr>
<td></td>
<td><code>~</code></td>
<td>The concatenate function</td>
</tr>
<tr>
<td></td>
<td><code>sd</code></td>
<td>Standard deviation</td>
</tr>
<tr>
<td></td>
<td><code>Initialize</code></td>
<td>The function for initialization of the model</td>
</tr>
<tr>
<td></td>
<td><code>CDF_ω</code></td>
<td>The Cumulative distribution function for the last <code>ω</code> epochs (equation 2)</td>
</tr>
</tbody>
</table>
**ALGORITHM 1:** Heuristic 1: The CD-SKW early-stopping criterion

**Input:** data, model, $\tau$, $\omega$;  
**Result:** $T_{stop}$

```plaintext
compute_SKW(model)  
layer ← get_layers(model);  
NL ← length(layer);  
KW ← [];  
for nl ← 1 to NL do  
    if layer[nl] is kernel_weights then  
        F ← flatten(layer[nl]);  
        KW ← KW ∪ F;  
    end  
end  
SKW = sd(KW);  
return SKW
```

```plaintext
main(data, model, $\omega$, $\tau$)  
$\tau ← 0$;  
model₁ ← initialize(model);  
$\rho ← 0$;  
while $\rho > \tau$ do  
    $\tau ← \tau + 1$;  
    model₁ ← train(model₁₋₁, data);  
    SKWᵢ ← compute_SKW(model₁);  
    if $\tau > \omega$ then  
        $\rho ← CDF_\omega(SKW_{t-\omega})$;  
    end  
end  
$T_{stop} ← \tau$;  
return $T_{stop}$;  
$T_{stop} ← main(data, model, \omega, \tau)$;
```
ALGORITHM 2: Heuristic 3: The STKW early-stopping criterion

Input: data, model, \(\omega_1, \omega_2, \omega_3\);
Result: \(T_{stop}\)

compute_TKW(model)

\[
\begin{align*}
\text{layer} &\leftarrow \text{get_layers}(model); \\
\text{NL} &\leftarrow \text{length}(\text{layer}); \\
\text{KW} &\leftarrow []; \\
\text{for}\ n &\leftarrow 1 \text{ to } \text{NL} \text{ do} \\
\quad &\text{if} \ \text{layer}[n] \text{ is kernel_weights then} \\
\qquad &\quad F \leftarrow \text{flatten}(\text{layer}[n]); \\
\qquad &\quad \text{KW} \leftarrow \text{KW} \oplus F; \\
\end{align*}
\]

\(TKW = \text{sum}(KW);\)

return \(TKW\)

main(data, model, \(\omega_1, \omega_2, \omega_3\))

\[
\begin{align*}
t &\leftarrow 0; \\
i &\leftarrow 0; \\
j &\leftarrow 0; \\
model_t &\leftarrow \text{initialize}\ (model); \\
STKW_{\text{min}} &\leftarrow \infty; \\
\text{while} \ i < \omega_3 \text{ do} \\
\quad t &\leftarrow t + 1; \\
\quad \text{model}_t &\leftarrow \text{train}(\text{model}_{t-1},\ \text{data}); \\
\quad \text{if} \ t > \omega_1 \text{ then} \\
\quad\quad &\quad TKW_t \leftarrow \text{compute}\_TKW(\text{model}_t); \\
\quad\quad &\quad j \leftarrow j + 1; \\
\quad\quad \text{if} \ j \geq \omega_2 \text{ then} \\
\quad\quad\quad &\quad STKW_t \leftarrow \text{sd}(\{TKW_{t-\omega_3}, \ldots, TKW_t\}); \\
\quad\quad\quad \text{if} \ STKW_t < STKW_{\text{min}} \text{ then} \\
\quad\quad\quad\quad &\quad STKW_{\text{min}} \leftarrow STKW_t; \\
\quad\quad\quad\quad i \leftarrow 0; \\
\quad\quad\quad \text{else} \\
\quad\quad\quad\quad &\quad i \leftarrow i + 1; \\
\quad\quad \end{align*}
\]

\(T_{stop} \leftarrow t;\)

return \(T_{stop};\)

\(T_{stop} \leftarrow \text{main}(data, model, \omega_1, \omega_2, \omega_3);\)
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