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Analysis of 2D CS Spectra for Systems with Non-Gaussian Dynamics

Santanu Roy, Maxim S. Pshenichnikov, and Thomas L. C. Jansen*
Zernike Institute for Advanced Materials, University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands

ABSTRACT: We investigate how accurate different methods of the spectral line shape analysis work in two-dimensional correlation spectroscopy (2D CS) for systems with non-Gaussian dynamics. A direct link is established between the frequency dependent correlation functions and a number of line shape metrics. Two model systems are constructed mimicking a typical molecular system with conventional Gaussian and non-Gaussian spectral dynamics. The frequency dependent correlation function and several line shape parameters extracted from the 2D CS spectra at different waiting times reveal dissimilar dynamics in different frequency domains in the non-Gaussian case and similar dynamics in all domains in the Gaussian case. The extracted frequency dependent correlation times agree well with the local dynamics in the underlying model for all analysis methods. We also find an extension of the existing line shape analysis methods that allows the extraction of the third-order correlation function.

I. INTRODUCTION

Frequency fluctuations of optical transitions in the visible or IR domains have been extensively used in the last decades to obtain information about system dynamics in physics, chemistry, biology, and material sciences. The frequency fluctuation autocorrelation functions can be extracted from third-order nonlinear optical experiments. One notable example of such an experiment is the photon echo peak shift. The emergence of two-dimensional correlation spectroscopy (2D CS) made it possible to obtain much more detailed information on the frequency fluctuations than the photon echo peak shift. 2D CS is closely related to the well-known two-dimensional NMR COSY technique and basically relies on correlating the frequencies observed at one time with those that are detected after a time delay. In this way the information is spread in two-dimensions and the technique is particularly sensitive to correlations in frequency fluctuations. However, one needs to develop more or less direct methods to analyze the complex two-dimensional lineshapes in an efficient way to extract a wealth of information such as the frequency fluctuation autocorrelation functions from the peak shape.

In such an analysis, the central limit theorem is often used, explicitly or implicitly, to ensure frequency fluctuations have Gaussian dynamics. Therefore, line shapes in linear and nonlinear optical and infrared spectra can be described within the well-known Kubo line shape paradigm of theories also known as the second-order cumulant approximation. We would like to stress, however, that the requirement of Gaussian dynamics is much stronger than simply demanding the frequency distribution to be Gaussian. The latter only requires that the higher-order cumulants are zero for frequencies taken at the same time. In contrast, Gaussian dynamics imply that the higher-order cumulants \( \langle \omega(t_1) \cdots \omega(t_n) \rangle (n > 2) \) are zero for all combinations of the time variables \( t_i \). In other words, a Gaussian frequency distribution or linear absorption line shape does necessarily mean that the underlying dynamics is Gaussian as appears to be a common misconception.

Most 2D CS studies so far have limited themselves to the same basic assumption of Gaussian dynamics for analysis as were used for the photon echo peak shift. Among the suggested metrics, the first moment of the 2D spectrum, using the ellipticity of the peak, the slope of the max-line, the nodal slope, and phase slopes are used. The study of the relative intensity between the rephasing and nonrephasing signals denoted the inhomogeneity index is another suggested method for analyzing the two-dimensional spectral peaks. An excellent review for the application of these methods to characterize 2D CS line shapes can be found in ref 17.

For a long time, the only noticeable known exception of non-Gaussian dynamics was chemical exchange systems, which can be accounted for by the Kubo jump models. However, recently a number of systems with significant non-Gaussian frequency fluctuations have been found using 2D CS. The first example of non-Gaussian dynamics is the 2D CS spectrum of the OH stretch of water. A particular extreme case is H\(_2\)O in acetonitrile, where the non-Gaussian dynamics leads to distinctly dissimilar dynamics of the predominantly symmetric and asymmetric OH stretch vibrations. Other examples are the 2D CS spectra of the amide I mode of the model peptide unit molecule, N-methyl acetamide, in methanol and a number of chemical exchange systems. Also, three-dimensional (3D IR) spectroscopy has been proposed to probe the deviation
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from Gaussian dynamics directly. A few attempts have been made to perform frequency dependent analysis\(^1\) of experimental spectra mostly focusing on the use of slope analysis;\(^13,20,32,33\) however, the analysis clearly lacked a solid theoretical basis.

In this paper, we investigate how to obtain dynamical information from the 2D spectra of systems with non-Gaussian dynamics. A theoretical connection will be derived between frequency-dependent correlation functions and different metrics. To test the assumptions made in the theory, we set up a model, where the non-Gaussian dynamics is introduced through a frequency dependent friction parameter. Then the numerically calculated 1D and 2D spectra will be subjected to different methods for line shape analysis, and the results will be compared with the frequency-dependent correlation functions obtained directly from the trajectory. This will allow us to assess the reliability of the different line shape analysis methods and justify the application to a broad range of systems that exhibit non-Gaussian dynamics. Finally, we will demonstrate how a higher-order correlation function can be derived from 2D spectra.

The remainder of this paper is organized as follows. In the next section we will describe the theory for inducing the non-Gaussian dynamics in a model system and define different types of frequency fluctuation correlation functions. In Section III we will discuss the methods that we use to calculate 2D CS spectra and introduce the line shape parameters that we will analyze. We will present and discuss the results in Section IV. Finally, we will draw conclusions in Section V.

II. THEORY

In a 2D CS experiment three laser pulses separated by short delay times interact with the sample. \(t_1\) is the delay time between the first two lasers, \(t_2\) is the delay time between the second and third one, known as waiting time, and \(t_3\) is the delay time after the third interaction. The 2D spectrum with the frequency axes \(\omega_1\) and \(\omega_3\) is obtained by taking the Fourier transform of the time-domain output signal (both real and imaginary parts) with respect to \(t_1\) and \(t_3\). \(t_2\) is kept constant for a spectrum and several spectra with different \(t_2\) are obtained to investigate the underlying waiting time dynamics. The 2D CS signal then consists of the imaginary (absorptive) part of the sum of the rephasing \((k_1)\) and nonrephasing \((k_0)\) signals.\(^34\)

A. Construction of the Model System. Let us consider a three level quantum system coupled with a classical harmonic bath. The harmonic bath is again coupled with a Markovian heat bath. Here we assume that the harmonic bath is not affected by the quantum system and that the heat bath is not affected by the harmonic bath. The quantum system is described by the following Hamiltonian.

\[
H(t) = \omega_0 + \omega(t)B^B B - \frac{\Delta}{2}B^B B^T B
\]

The usual Bosonic creation and annihilation operators are denoted \(B^B\) and \(B\). The average frequency of the singly excited state is \(\omega_0\). The magnitude of the coupling to the harmonic bath coordinate, \(\omega(t)\), is determined by the coupling constant \(c\). The anharmonicity is given by the constant \(\Delta\).

In order to describe the motion of the harmonic bath a stochastic differential equation, i.e., the Langevin equation, is used.\(^35\)

\[
m\frac{d^2x}{dt^2} = -kx - m\gamma(x)\frac{dx}{dt} + F_{\text{heat}}
\]

The mass and the harmonic constant are denoted \(m\) and \(k\), respectively. The friction connected with the coupling with the heat bath is given by \(\gamma\). In contrast to the standard Langevin equation the friction is allowed to depend on the coordinate of the harmonic bath, which allows us to introduce non-Gaussian dynamics. The term \(F_{\text{heat}}\) is a fluctuating random force exerted by the Markovian heat bath and has the following properties:

\[
\langle F_{\text{heat}}(t) \rangle = 0
\]

\[
\langle F_{\text{heat}}(t) F_{\text{heat}}(0) \rangle = 2\delta(t)\gamma(x(t))m_k^2 T
\]

The essential difference between our harmonic bath and that commonly used is that we use a position dependent friction. We apply the position dependent friction as given below:

\[
\gamma(x(t)) = \gamma_0\left[\tanh(\sigma x(t)) + 1\right]/2 + \gamma_0
\]

This function gives rise to a smooth change between two friction constants \((\gamma_0\) and \(\gamma_0 + \gamma_0\)) that will be found at the extreme values of the bath coordinate. This difference in friction induces the non-Gaussian dynamics. The nonzero values of constant, \(\sigma\), determine how fast the change between the two domains of friction is. For \(\sigma = 0\), the friction is constant, resulting in Gaussian dynamics. The lack of memory in the heat bath ensures that a Gaussian distribution of the bath coordinate is still obtained, even when the friction is not constant. When the characteristic frequency of the harmonic bath coordinate, \(\omega_{\text{bath}} = (k/m)^{1/2}\), is low compared with the friction the system is overdamped. In this case one would expect a local correlation function of the harmonic bath coordinate corresponding to that of a Brownian overdamped oscillator that will decay with a bath relaxation time\(^1\) given by

\[
t_{\text{bath}} = \gamma/\omega_{\text{bath}}^2
\]

Later we will choose our parameters so that we are in this overdamped regime.

B. Correlation Functions and Joint Probability Distributions. The frequency autocorrelation function gives the measure of the amplitude and correlation time of the frequency fluctuations. For a given frequency trajectory \((\omega(t))\) the 2nd \((C_{11})\) and 3rd \((C_{21})\) order correlation functions are given by the following equations, respectively:

\[
C_{11}(t) = \langle (\omega(t) - \langle \omega \rangle)(\omega(0) - \langle \omega \rangle) \rangle
\]

\[
C_{21}(t) = \langle (\omega(t) - \langle \omega \rangle)^2(\omega(0) - \langle \omega \rangle) \rangle
\]

where the brackets denote the ensemble average. \(C_{21}(t)\) is interesting as it is the simplest correlation function that vanishes for Gaussian dynamics and its normalized value is a measure of time-dependent skewness. It is possible to extract the correlation functions from the 2D CS spectra in the spectral diffusion limit, i.e., assuming the dynamics to be slow at the time scales of \(t_1\) and \(t_3\) time intervals (but not during the waiting time \(t_2\)). In this limit the 2D spectrum of a single mode is determined by the joint probability distribution (JPD) \(D(\omega_1, t_2, \omega_3)\), i.e., the probability to find \(\omega_1\) at the initial frequency and \(\omega_3\) as the final frequency after a waiting time \(t_2\). The signal intensity, \(S(\omega_1, t_2, \omega_3)\), can then be approximated as the following:

\[
S(\omega_1, t_2, \omega_3) = D(\omega_1, t_2, \omega_3) - D(\omega_1, t_2, \omega_3 + \Delta)
\]

\(D(\omega_1, t_2, \omega_3)\) and \(D(\omega_1, t_2, \omega_3 + \Delta)\) correspond to the diagonal peak (stimulated emission and ground state bleaching) and the overtone peak (excited state absorption) of the 2D CS spectrum,
respectively, where $\Delta$ is the anharmonicity. If the anharmonicity is large compared to the absorption spectrum width, the JPD can easily be extracted from the spectrum. If the JPD is known one can use it to calculate the frequency dependent correlation functions,

$$C^S(\omega_1, t_z) = \frac{\int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3)(\omega_1 - \langle \omega_1 \rangle)(\omega_3 - \langle \omega_3 \rangle) \, d\omega_3}{\int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_3}$$  \hspace{1cm} (10)

where $\langle \omega_1 \rangle$ and $\langle \omega_3 \rangle$ are the average values for $\omega_1$ and $\omega_3$, respectively, and the superscript, $S$, indicates that the correlation function is extracted from a 2D spectrum and thus not mathematically exact. Hence, for $i = 1$ or $3$

$$\langle \omega_i \rangle = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_1 \, d\omega_3}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_1 \, d\omega_3}$$ \hspace{1cm} (11)

Further integration of eq 10 with respect to $\omega_1$ leads to the normal correlation function.

$$C^z_{11}(t_z) = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3)(\omega_1 - \langle \omega_1 \rangle)(\omega_3 - \langle \omega_3 \rangle) \, d\omega_1 \, d\omega_3}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_1 \, d\omega_3}$$ \hspace{1cm} (12)

In order to determine whether the correlation function behaves differently (or similarly) in different frequency domains, the total spectrum is divided into a number of domains along the $\omega_1$ axis, and $C^z_{11}(t_z)$ is extracted in each domain and then compared with each other. For a particular domain defined as $\omega_1^l \leq \omega_1 \leq \omega_1^r$, where $\omega_1^l$ and $\omega_1^r$ are the limiting values for $\omega_1$ eq 12 for such interval is

$$C^z_{11}(t_z) = \frac{\int_{\omega_1^l}^{\omega_1^r} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3)(\omega_1 - \langle \omega_1 \rangle)(\omega_3 - \langle \omega_3 \rangle) \, d\omega_1 \, d\omega_3}{\int_{\omega_1^l}^{\omega_1^r} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_1 \, d\omega_3}$$ \hspace{1cm} (13)

The higher-order correlation functions, for example, the third-order correlation function can also be obtained as the following

$$C^z_{21}(t_z) = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3)(\omega_1 - \langle \omega_1 \rangle)(\omega_3 - \langle \omega_3 \rangle)^2 \, d\omega_1 \, d\omega_3}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_1, t_z, \omega_3) \, d\omega_1 \, d\omega_3}$$ \hspace{1cm} (14)

When $D$ is the actual JPD eq 12 and eq 14 are mathematically identical to eqs 7 and 8, respectively. When $D$ is extracted from the spectra, eqs 12 and 14 give extracted correlation functions.

C. Metrics and Their Connection with Correlation Functions. Figure 1 illustrates a number of metrics that will be used to analyze the frequency-dependent dynamics. The antidiagonal width is the full width at half-maximum (fwhm) of a slice along the antidiagonal direction centered at a particular value of $\omega_1$. The maxline slope is the slope of the line obtained by plotting the value of $\omega_3$ where the intensity is the highest for a particular value of $\omega_1$, as a function of $\omega_1$. The phase slope is defined in the following way. The output intensity in the 2D CS experiment has a dispersive ($d$) and an absorptive ($a$) part, and the phase is defined as $\tan^{-1}(d/a)$. Initially a peak on the diagonal ($\omega_1 = \omega_3 = \Omega$) is chosen to calculate the phase, then a constant phase line with the same phase on the diagonal peak is obtained. Finally, the nodal slope is defined as the slope of the line in the nodal plane between the diagonal and overtone peaks, where the intensity is zero.

The max-line, nodal line, or phase line can be used to extract the second- and third-order correlation functions in an approximate way, by assuming that they are a good measure of the average final frequency $\omega_i$ of the subensemble excited with the initial frequency $\omega_i$ apart from a constant, which is independent of the initial frequency. This line is a function, $\omega_i(\omega_i)$, which can be expanded into Taylor series around a point $\omega_c$.

$$\omega_i(\omega_c + \Delta \omega) = \omega_i(\omega_c) + \frac{1}{2} \omega''_i(\omega_c)(\Delta \omega)^2 + O(\Delta \omega^3)$$ \hspace{1cm} (15)

Here, we cut the series beyond the second-order term. $\omega''_i(\omega_c) = (\frac{d^2}{d\omega^2} \omega_i(\omega_i))(\omega_i - \omega_c)$ and $\omega''''_i(\omega_c) = (\frac{d^4}{d\omega^4} \omega_i(\omega_i))(\omega_i - \omega_c)$ are the slope and curvature, respectively, at the point of expansion, $\omega_c$. Considering the Gaussian distribution, $D(\omega_c + \Delta \omega) = [1/(2\pi \Delta \omega)]^{1/2} \exp(-\Delta \omega^2/2\Delta \omega^2)$, we obtain the correlation functions as

$$C^z_{11}(t, \omega_c) = \int_{-\infty}^{\infty} \Delta \omega \omega_i(\omega_c + \Delta \omega) D(\omega_c + \Delta \omega) \, d(\Delta \omega) = \sigma^2 \omega''_i(\omega_c) + O(\Delta \omega^4)$$ \hspace{1cm} (16)

$$C^z_{21}(t, \omega_c) = \int_{-\infty}^{\infty} (\Delta \omega)^2 \omega_i(\omega_c + \Delta \omega) D(\omega_c + \Delta \omega) \, d(\Delta \omega) = (3/2)\sigma^4 \omega''''_i(\omega_c) + O(\Delta \omega^6)$$ \hspace{1cm} (17)

III. METHODS

A Hamiltonian trajectory was constructed by numerical propagation of eq 2 with snapshots stored every 10 fs for a total time interval of 400 ns. The values for all parameters used to construct the trajectory are listed in Table 1. Note that the central
frequency is our arbitrarily choice, and the model can be readily rescaled to any other frequencies, for instance, visible or UV. Linear absorption and 2D CS spectra were calculated from this trajectory by solving the time-dependent Schrödinger equation using the numerical integration of Schrödinger equation scheme (NISE). In this scheme, the total time is divided into a number of short time intervals (10 fs) and we treat the Hamiltonian as constant for the short time intervals and during each time interval the time independent Schrödinger equation is solved. The successive propagation in these short time intervals is used to get the time evolution for the total time. The linear and nonlinear response functions are then calculated to get the linear absorption and 2D CS spectra.

For the purpose of analyzing the lineshapes of the 2D CS spectra, we calculate the antidiagonal width and max-line slope, phase slope, and nodal slope. To do this we obtain the diagonal peak in two ways. First, we consider only the positive part of the spectrum which gives the diagonal peak influenced by the interference with the negative peak. We call this the actual spectrum. Second, a positive signal is added to the spectrum for each \( \omega_1 \) in the decreasing direction of \( \omega_2 \) when \( \omega_2 > \omega_2^{\text{initial}} + \Delta \), assuming the positive diagonal peak and the negative overtone peak are equal. In other words, we trust the signal until \( \omega_2^{\text{initial}} + \Delta \) and then correct the rest part by adding a positive signal which essentially eats up the negative part. Thus, we obtain a corrected spectrum on the diagonal without the influence from the interference. We call this the corrected spectrum. Such a treatment is only valid when the dynamics determining the two peaks are the same and the anharmonicity is frequency independent. The diagonal peaks obtained in both ways are subjected to the calculation of antidiagonal width, max-line slope and phase slope.

IV. RESULTS AND DISCUSSION

All of the calculations were performed for two cases. First is the Gaussian case where a constant friction (0.25 \( \times \) 10^{-3} fs^{-1}) is considered. Using eq 6 and the parameters listed in Table 1, the correlation time of the bath dynamics for this case turns out to be 500 fs. Second is the non-Gaussian case where the friction is changing smoothly between 0.1 \( \times \) 10^{-3} and 0.4 \( \times \) 10^{-3} fs^{-1} as a function of the harmonic bath coordinate, i.e., the time scale of the bath dynamics is between 200 and 800 fs.

For both cases we present a comparison between the distribution of frequencies calculated from the frequency trajectory and the calculated linear absorption spectrum in Figure 2. Both the distributions and the linear absorption spectra are centered at the average frequency, \( \langle \omega \rangle = 1050 \text{ cm}^{-1} \). The almost perfect overlapping of the linear absorption spectrum with the frequency distribution reveals that motional narrowing is practically negligible; that is, we fulfill the assumption of the spectral diffusion limit discussed previously. It should be realized that the linear spectra both in the Gaussian case and the non-Gaussian case have a practically perfect Gaussian line shape determined by the underlying Gaussian frequency distribution, \( D(\omega) \), which is dictated by the Boltzmann distribution of the harmonic bath coordinate.

\[
D(\omega) = \exp \left[ -\frac{1}{2} \frac{k(\omega/c)^2}{k_B T} \right] \tag{18}
\]

Figure 2. The linear absorption spectra (red) and frequency distributions (black) for the Gaussian case (a) and non-Gaussian case (b). (c) The relation between the friction and frequency for the Gaussian (A) and non-Gaussian case (B). The whole frequency domain is divided into three subdomains: red, central, and blue.

For analysis purposes we will define three frequency domains: red domain \( (\omega \leq 1020 \text{ cm}^{-1}) \), central domain \( (1020 \text{ cm}^{-1} < \omega < 1080 \text{ cm}^{-1}) \), and blue domain \( (\omega \geq 1080 \text{ cm}^{-1}) \). A direct correspondence between the frequency and the friction (eq 1 and eq 5) is depicted in Figure 2. We chose these domains such that for the non-Gaussian case, the red and blue domains correspond to the domains of small and large friction, respectively, whereas the friction is independent of frequency for the Gaussian case.

A. 2D CS and Correlation Functions. The 2D CS spectra were calculated for both the Gaussian and non-Gaussian case with waiting times spaced by 100 fs, from \( t_2 = 0 \) to 2000 fs. The representative 2D spectra at several waiting times are shown in Figure 3. For both the cases, for \( t_2 = 0 \) fs, the peaks in the 2D spectrum are diagonally elongated and as the waiting time increases the spectrum starts to spread in the antidiagonal direction. The peaks at longer waiting times aquire a round shape. This is due to the fact that the correlation between the pump and probe frequencies is lost for the longer waiting time. One way to quantify how fast this correlation decays is to extract the correlation function \( (C_2(t_2)) \) from the spectra as defined in eq 12. For this

### Table 1. Values for All Parameters Used in the Simulation

<table>
<thead>
<tr>
<th>parameters</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>10 (kJ/mol/nm²)</td>
</tr>
<tr>
<td>( m )</td>
<td>20 (u)</td>
</tr>
<tr>
<td>( \gamma_0 )</td>
<td>0.1 ( \times ) 10^{-3} (fs^{-1})</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>2 (nm^{-1})</td>
</tr>
<tr>
<td>( \gamma_o )</td>
<td>0.3 ( \times ) 10^{-3} (fs^{-1})</td>
</tr>
<tr>
<td>( T )</td>
<td>300 (K)</td>
</tr>
<tr>
<td>( c )</td>
<td>100 (cm^{-1}/nm)</td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>1050 (cm^{-1})</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>150 (cm^{-1})</td>
</tr>
</tbody>
</table>
The purpose we obtain the actual spectrum and the corrected spectrum as described in Section III. An example of the corrected spectrum is depicted in Figure 4.

We calculate $C_{11}(t_2)$ for each spectral domain (eq 13) and also for the whole spectrum (red + central + blue) and compare with $C_{11}(t)$ (eq 7) calculated directly from the frequency trajectory in Figure 5 and 6. To calculate $C_{11}(t_2)$ we employed the frequency averages obtained from spectra calculated at $t_2 = 1800$ fs. This ensures that the extracted correlation functions decay to zero at long times. Summation of the correlation functions from the red, blue and central domains gives the total correlation function of the whole domain. The central domain contributes very little to the total correlation function. This is because the initial value of the frequency is bound to be close to the average in this domain value always resulting in a small value of the product in the correlation function. For the non-Gaussian case (Figure 6), the correlation function decays faster in the red domain than in the blue domain, because the frequency fluctuation is faster in the red domain. For each of the domains, the initial value of the correlation function calculated from the frequency trajectory ($C_{11}(0)$) is greater than that extracted from the spectrum ($C_{11}^S(0)$). This reflects the motional narrowing caused by the dynamics during $t_1$ and $t_3$. The long time behavior of $C_{11}(t_2)$ is found to be the same as of $C_{11}(t)$. For the Gaussian case motional narrowing is also observed (Figure 5), and the correlation functions in the red and blue domain display similar dynamics. $C_{11}(t)$ in the red and blue domain for both the Gaussian and the non-Gaussian case are presented in Figure 7. In the Gaussian case the correlation functions on the red and the blue side are identical up to 1500 fs where differences are observed due to the limited sampling. For the non-Gaussian case, the correlation function at the red side initially decays faster than that on the blue side. However, at times longer than 500 fs the red domain correlation function decay with the same rate as the blue domain.
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Figure 7. Correlation functions calculated from the frequency trajectory in the linear (a) and (b) logarithmic scale in the red (red line) and blue (blue line) domain for the Gaussian (full line) and non-Gaussian case (dashed line). For the Gaussian case the blue line overlaps with the red line.

correlation function. At this time the correlation functions are determined by the slowest motion found at the blue side. For the non-Gaussian case, the time scale of the dynamics in the blue and middle domain were found by fitting the correlation functions to a monoexponential function \( C(t) = A \exp(-t/\tau) \), while in the red domain we used a biexponential function \( C(t) = A \exp(-t/\tau_1) + B \exp(-t/\tau_2) \) where the value for \( \tau_{\text{blue}} \) extracted from the fitting in the blue domain is used. For the Gaussian case, all the correlation functions were fitted to the monoexponential function. The correlation times, \( \tau \), for all the correlation functions are given in Table 2. For the non-Gaussian case, the correlation times calculated directly from the frequency trajectory are very close to those extracted from the corrected spectra. It is observed in both red and blue domain that the dynamics predicted for \( C_{11}(t) \) from the actual spectra is slower than the dynamics predicted for \( C_{\text{S}}(t) \) from the corrected spectra. Obviously, it turns out that the red domain (\( \tau_{\text{red}} \) is 250–300 fs) is involved in faster dynamics than the blue domain (\( \tau_{\text{blue}} \) is 550–700 fs). In the Gaussian case, the correlation times are more or less same (\( \tau \sim 470 \) fs) with an exception for that calculated in the blue domain of the actual spectra.

B. Line Shape Analysis. The max-line, nodal, and phase slopes and antidiagonal width are line shape parameters which can be useful to investigate quantitatively how the shape of the 2D CS spectrum changes as the waiting time increases and learn about the underlying dynamics. For both the non-Gaussian and Gaussian case the max-line and phase curve lines for the actual spectra and the nodal curve lines at all waiting times are presented in Figure 3. As the waiting time increases, for the non-Gaussian case these curve lines are rotating faster toward a horizontal orientation on the red side than the blue side of the 2D CS spectrum, whereas for the Gaussian case these are rotating simultaneously in the two domains. For each spectrum we calculated the average max-line and nodal slope in the range for which \( \omega_2 \) is between 1000 and 1020 cm\(^{-1}\) in red domain and between 1080 and 1100 cm\(^{-1}\) in the blue domain. To calculate the phase slope, first we chose a point, \( \omega_1 = \omega_3 = 1050 \) cm\(^{-1}\), in the center of spectrum at \( t_0 = 0 \) fs, and a constant phase line with the phase calculated at this point is obtained. The average slope of this constant phase line was calculated using the same range for \( \omega_2 \) in the red and blue domain as done for the other slopes. The decay of the average max-line, nodal, and phase slopes as a function of waiting time for the non-Gaussian and Gaussian case are depicted in Figure 8. The average max-line slopes for both corrected and actual spectra overlap with each other. We observe the same for the phase slopes as well. For the non-Gaussian case faster decay of the different slopes in the red domain than in the blue domain clearly separates the dynamics with different time scales, i.e., dissimilar dynamics in the red and blue domain. For the Gaussian case, in the decay of the different slopes similar

Table 2. Correlation Times in the Dynamics for the Non-Gaussian and Gaussian Case\(^a\)

<table>
<thead>
<tr>
<th>non-Gaussian case</th>
<th>( \tau_{\text{red}} ) (fs)</th>
<th>( \tau_{\text{central}} ) (fs)</th>
<th>( \tau_{\text{blue}} ) (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{11}(t) )</td>
<td>470</td>
<td>470</td>
<td>470</td>
</tr>
<tr>
<td>( C_{\text{S}}^{\text{corrected}}(t_2) )</td>
<td>460</td>
<td>480</td>
<td>480</td>
</tr>
<tr>
<td>( C_{\text{S}}^{\text{actual}}(t_2) )</td>
<td>465</td>
<td>575</td>
<td>575</td>
</tr>
<tr>
<td>max-line slope(_{\text{corrected}} )</td>
<td>540</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>max-line slope(_{\text{corrected}} )</td>
<td>550</td>
<td>505</td>
<td>505</td>
</tr>
<tr>
<td>max-line slope(_{\text{actual}} )</td>
<td>415</td>
<td>435</td>
<td>465</td>
</tr>
<tr>
<td>phase slope(_{\text{corrected}} )</td>
<td>505</td>
<td>495</td>
<td>500</td>
</tr>
<tr>
<td>phase slope(_{\text{actual}} )</td>
<td>500</td>
<td>490</td>
<td>500</td>
</tr>
</tbody>
</table>

\(^a\) The subscripts, corrected and actual, stand for the corrected and actual spectra, respectively.

Figure 8. Variation of max-line, nodal, and phase slopes as a function of waiting time: red and blue lines stand for the red and blue domains. Circles correspond to the actual spectra, whereas, the full lines correspond to the corrected spectra. The vertical lines are the error bars.
Table 3. Fitted Correlation Times Corresponding to Different Frequencies ($\omega_1$) Extracted from the Antidiagonal Width for the Non-Gaussian and Gaussian Case$^a$

<table>
<thead>
<tr>
<th>$\omega_1$ (cm$^{-1}$)</th>
<th>$\tau_{\text{corrected}}$ (fs)</th>
<th>$\tau_{\text{actual}}$ (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-Gaussian Case</td>
<td></td>
</tr>
<tr>
<td>1010</td>
<td>245</td>
<td>150</td>
</tr>
<tr>
<td>1050</td>
<td>440</td>
<td>470</td>
</tr>
<tr>
<td>1090</td>
<td>665</td>
<td>690</td>
</tr>
<tr>
<td></td>
<td>Gaussian Case</td>
<td></td>
</tr>
<tr>
<td>1010</td>
<td>435</td>
<td>415</td>
</tr>
<tr>
<td>1050</td>
<td>430</td>
<td>455</td>
</tr>
<tr>
<td>1090</td>
<td>465</td>
<td>475</td>
</tr>
</tbody>
</table>

$^a$ $\tau_{\text{corrected}}$ and $\tau_{\text{actual}}$ indicate the correlation times for the corrected and actual spectra, respectively.

![Figure 9](image9.png)

Figure 9. Time evolution of the antidiagonal widths calculated from the corrected spectra for the Gaussian and non-Gaussian case. Red, green, and blue stand for different values of $\omega_1$, i.e., 1020, 1050, and 1090 cm$^{-1}$, respectively.

The antidiagonal widths (see Method section) of the corrected and the actual spectra for all waiting times corresponding to different frequencies (Table 3) were calculated. In Figure 9 the time dependent exponential behavior of the antidiagonal widths of the corrected spectra is depicted. The following function is used to extract the corresponding correlation times.

$$\Gamma = \Gamma_0 - \Gamma_1 \exp(-t/\tau)$$  \hspace{1cm} (19)

These fitted times scales for the antidiagonal widths are listed in Table 3. From this table and Figure 9 it is clear that the dynamics are observed in both domains. To quantify how fast these slopes decay we follow here the same fitting procedure as we did for the correlation functions. The fitted correlation times are given in Table 2. For the non-Gaussian case, the fitted correlation times corresponding to these slopes are in the range 190–220 fs in the red domain and in the range 550–750 fs in the blue domain. For the Gaussian case, these are clustered around 500 fs.

The antidiagonal widths (see Method section) of the corrected and the actual spectra for all waiting times corresponding to different frequencies (Table 3) were calculated. In Figure 9 the time dependent exponential behavior of the antidiagonal widths of the corrected spectra is depicted. The following function is used to extract the corresponding correlation times.

$$\Gamma = \Gamma_0 - \Gamma_1 \exp(-t/\tau)$$  \hspace{1cm} (19)

These fitted times scales for the antidiagonal widths are listed in Table 3. From this table and Figure 9 it is clear that the dynamics are observed in both domains. To quantify how fast these slopes decay we follow here the same fitting procedure as we did for the correlation functions. The fitted correlation times are given in Table 2. For the non-Gaussian case, the fitted correlation times corresponding to these slopes are in the range 190–220 fs in the red domain and in the range 550–750 fs in the blue domain. For the Gaussian case, these are clustered around 500 fs.

The antidiagonal widths (see Method section) of the corrected and the actual spectra for all waiting times corresponding to different frequencies (Table 3) were calculated. In Figure 9 the time dependent exponential behavior of the antidiagonal widths of the corrected spectra is depicted. The following function is used to extract the corresponding correlation times.

$$\Gamma = \Gamma_0 - \Gamma_1 \exp(-t/\tau)$$  \hspace{1cm} (19)

These fitted times scales for the antidiagonal widths are listed in Table 3. From this table and Figure 9 it is clear that the dynamics are observed in both domains. To quantify how fast these slopes decay we follow here the same fitting procedure as we did for the correlation functions. The fitted correlation times are given in Table 2. For the non-Gaussian case, the fitted correlation times corresponding to these slopes are in the range 190–220 fs in the red domain and in the range 550–750 fs in the blue domain. For the Gaussian case, these are clustered around 500 fs.

The antidiagonal widths (see Method section) of the corrected and the actual spectra for all waiting times corresponding to different frequencies (Table 3) were calculated. In Figure 9 the time dependent exponential behavior of the antidiagonal widths of the corrected spectra is depicted. The following function is used to extract the corresponding correlation times.

$$\Gamma = \Gamma_0 - \Gamma_1 \exp(-t/\tau)$$  \hspace{1cm} (19)

These fitted times scales for the antidiagonal widths are listed in Table 3. From this table and Figure 9 it is clear that the dynamics are observed in both domains. To quantify how fast these slopes decay we follow here the same fitting procedure as we did for the correlation functions. The fitted correlation times are given in Table 2. For the non-Gaussian case, the fitted correlation times corresponding to these slopes are in the range 190–220 fs in the red domain and in the range 550–750 fs in the blue domain. For the Gaussian case, these are clustered around 500 fs.

Figure 10. Correlation times for the Gaussian (a and b) and non-Gaussian (c and d) dynamics. The black lines are $\tau_{\text{bath}}$. The other correlation times are calculated from the antidiagonal width (red triangle and circle for the actual and corrected spectra, respectively), correlation functions (blue cross, box, and plus indicate values obtained from frequency trajectory, corrected spectra, and actual spectra, respectively), max-line slopes (green circle and triangle pointing left, respectively), nodal slope (green triangle pointing up), and phase slope (green diamonds and star for the corrected and actual spectra, respectively).
The correlation function and skewness calculated directly from the actual spectra with the normalized second-order correlation function can approximately be estimated from the slope extracted from the max-line, nodal line or phase line. We have also shown that the normalized third-order correlation function, i.e., the time-dependent skewness \( C_{21}(t)/\sigma^3 \) is proportional to the curvature (eq 17). The agreement between the skewness calculated from the frequency trajectory and curvature for the Gaussian and non-Gaussian case is also reasonably good (Figure 12b). At short times there is no memory loss on either side and the initial distribution was symmetric so the skewness is zero. At longer times the skewness is essentially the (normalized) difference between the blue side and the red side correlation functions (Figure 7). When the red side loses memory faster, the skewness starts growing to reach its maximum value of 0.21 at the waiting time of 370 fs. At even longer times the skewness decays because the memory is lost on both sides of the spectrum.

Note that the skewness estimated for the non-Gaussian case from the curvature are systematically overestimated. This deviation can be due to the fact that the skewness from the trajectory covers the whole frequency domain, whereas the skewness from the average curvature was calculated in the central domain only. In other words, the higher-order derivatives neglected in eq 17 contribute for our choice of the friction dependence. Nonetheless, the qualitative behavior of the skewness is reconstructed reasonably well.

In recent studies of 3D IR spectroscopy it was found that the full two time third-order correlation function\(^{39}\)

\[
C_3(t_1,t_2) = \langle \omega(t_2)\omega(t_1)\omega(0) \rangle
\]

at least for the OH stretch in liquid water primarily depends on the total population time. Therefore the full third-order correlation function can be approximated by the simpler single time correlation function that we find from the 2D CS phase-line curvatures

\[
C_3(t_1,t_2) \approx \langle \omega^2(t_2)\omega(0) \rangle = C_{21}(t_2)
\]

Of course the 3D IR experiment\(^{30}\) depends on the full three-time third-order correlation function and thus potentially provides more information. Despite recent efforts\(^{30,39-41}\) unraveling this dynamic information from 3D IR experiments still remain largely an open challenge.

V. CONCLUSION

We have investigated a quantum system coupled with a harmonic bath with frequency dependent friction, which is again coupled with a heat bath, and we have treated the same system, but with a constant friction for the purpose of comparison. We showed that in the spectral diffusion limit a Gaussian linear absorption spectrum was obtained in both cases. This illustrates what appears to be a common misconception that a Gaussian frequency distribution warrants the underlying dynamics to be Gaussian. The strict definition of Gaussian dynamics is that all time-dependent cumulants of higher than second-order are zero. In turn, Gaussian dynamics does ensure a Gaussian frequency distribution.

For both the Gaussian and the non-Gaussian case, we have tested several methods to extract the correlation times from 2D CS spectra. The two point correlation functions calculated from the frequency trajectory and extracted from the 2D CS spectra (corrected and actual spectra) turn out to be extremely useful for...
obtaining information about the correlation times in the red and blue domains. For the Gaussian case the predicted correlation times from these correlation functions agree very well with the underlying dynamics of the bath. For the non-Gaussian case the correlation functions do show the difference between the dynamics in the red domain (faster dynamic) and the dynamics in the blue domain (slower dynamics), and corresponding correlation times show a good agreement with the bath relaxation time. The second-order correlation functions extracted from the corrected spectra give the same correlation times as those calculated directly from the frequency trajectory, but differ in the amplitude of the frequency fluctuation due to the motional narrowing. Hence, practically, the second-order correlation function can be extracted from the corrected spectra with correct correlation times, but with underestimation in the initial value. We have also constructed the third-order correlation function from the corrected spectra that appeared to be in good agreement with that calculated from the frequency trajectory. We have shown that within the spectral diffusion limit second and third-order correlation functions can be extracted from the slope and curvature, respectively, at the center of the 2D spectra from the max-line, nodal line or phase line.

The spectral line shape parameters, i.e., the max-line slope, nodal slope, phase slope, and antidiagonal width reveal the correlation times in the red, blue, and central domain, which clearly distinguish the non-Gaussian dynamics from the Gaussian dynamics in good agreement with the known local dynamics. We found that the analysis of the antidiagonal width is an excellent tool to extract the correlation times of the dynamics for a particular frequency. Hence, given 2D CS spectra at different delay times, one will be able to extract the correlation times of the involved dynamics as a function of the frequency by measuring the antidiagonal width. One can track whether the dynamics is similar or dissimilar in the different frequency domains and extract the corresponding correlation times by analyzing the phase, nodal or max-line slopes in these domains.

In real experiments a number of other effects that we have presently not accounted for might complicate the analysis. One of those is finite pulse duration that is always present in experiments. This might lead to the wrong mapping of the real absorption spectrum onto the $\omega_1/\omega_3$ axis thereby distorting the analysis. Another potential complication is non-Condor effects that are known to be quite important for the OH stretch of water. It is still an open question how these effects will affect the analysis of the spectral lineshapes. In cases where these effects are large numerical simulations will be needed for interpreting the spectra.
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