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The line shapes detected in coherent femtosecond vibrational spectroscopies contain direct signatures of peptide conformational fluctuations through their effect on vibrational frequencies and intermode couplings. These effects are simulated in trialanine using a Green’s function solution of a stochastic Liouville equation constructed for four collective bath coordinates (two Ramachandran angles affecting the mode couplings and two diagonal energies). We find that fluctuations of the Ramachandran angles which hardly affect the linear absorption can be effectively probed by two-dimensional spectra. The signal generated at \( k_1 + k_2 - k_3 \) is particularly sensitive to such fluctuations. © 2004 American Institute of Physics. [DOI: 10.1063/1.1807824]

I. INTRODUCTION

The biological activity of proteins is determined by their three-dimensional structure and dynamics.\(^1\) Experimental techniques including nuclear magnetic resonance (NMR),\(^2\)\(^-\)\(^4\) linear optical and Raman fluorescence,\(^5\)\(^-\)\(^6\) small angle x-ray scattering,\(^7\)\(^-\)\(^8\) and Laue diffraction\(^9\)\(^-\)\(^10\) are widely used to investigate proteins structures with nanosecond time resolution. While various structural motifs may be distinguished by changes in linear infrared absorption,\(^11\)\(^-\)\(^15\) femtosecond multidimensional coherent vibrational spectroscopies facilitate the extraction of more detailed information.\(^16\)\(^-\)\(^17\) These techniques are analogous to two-dimensional (2D) NMR\(^18\)\(^,\)\(^19\) in that the spectral resolution is enhanced by spreading the signal into multiple dimensions.

Proteins consist of amino acid units connected by amide bonds (Fig. 1). The carbonyl stretch gives rise to the strong amide I infrared absorption (\( \sim 1650 \text{ cm}^{-1} \)). The 2D IR spectra of the amide I region of many small (\(< 6 \) units) peptides\(^20\)\(^-\)\(^30\) were studied in addition to a handful of investigations for larger systems.\(^31\)\(^-\)\(^34\) Extensive experimental\(^25\)\(^,\)\(^26\)\(^,\)\(^32\) and theoretical\(^28\) work was carried out on the small peptide trialanine (Fig. 1), which contains two amide groups and a terminal carboxylic acid group. The 1725 \text{ cm}^{-1} \) CO stretch of the terminal acid group is spectrally isolated from the 1650 \text{ cm}^{-1} \) and 1670 \text{ cm}^{-1} \) amide CO stretches. The relative orientation of the two coupled amide I modes is thus determined by a single set of Ramachandran angles, making this system ideal for studying the effect of conformational fluctuations on the infrared spectra of peptides.

The interpretation of spectra involves connecting the observable peak positions and line shapes to molecular structure and dynamics. The energies are in general fluctuating with the molecule’s instantaneous environment. The peak positions depend on the average environment whereas the spectral line shapes are sensitive both to the static distributions of local environments and their dynamics.

The infrared spectra of the amide I band may be described by the fluctuating exciton Hamiltonian,\(^35\)\(^,\)\(^36\)

\[
H(t) = H_0(t) + H_{\text{int}}(t),
\]

where

\[
H_0(t) = \sum_i \omega_i(t) B_i^\dagger B_i - \frac{1}{2} \sum_i K_i(t) B_i^\dagger B_j^\dagger B_j B_i
+ \sum_{j \neq i} J_{ij}(t) B_i^\dagger B_j
\]

is the molecular Hamiltonian and

\[
H_{\text{int}}(t) = \sum_i \mu_i(B_i^\dagger + B_i) E(t)
\]

is the interaction with an external electric field \( E(t) \). \( B_i^\dagger \) and \( B_i \) are creation and annihilation operators for the local Harmonic basis of amide I vibrations with frequency \( \omega_i \) and quartic anharmonicity \( K_i \) satisfying the Boson commutator relation \( [B_i^\dagger , B_j] = \delta_{ij} \). \( J_{ij} \) are intermode couplings and \( \mu_i \) is the transition dipole.

The fluctuations of all parameters (\( \omega_i \), \( K_i \), and \( J_{ij} \)) result from large amplitude motions of various conformations as well as coupling to solvent and intramolecular low frequency modes. If the fluctuations are very slow, the dynamics does not affect the line shapes and the simulation simply involves a static averaging over configurations using the instantaneous eigenstates. The line shapes in this limit are denoted inhomogeneous. As long as the fluctuations are not too fast, so that these eigenstates are well separated compared to the nonadiabatic coupling parameter (defined in Sec. II), it is possible to represent the necessary dipole correlation functions as sums over the various excited states, involving one state at a time [see Eqs. (8) and (9)]. If further the energy fluctuations are Gaussian, one can derive closed expressions using the second-order cumulant. This cumulant expansion of Gaussian fluctuations (CGF) (Ref. 37) was reviewed recently.\(^35\)

For faster fluctuations the nonadiabatic parameter is no longer negligible, the direct simulation involves multiple level crossings (see Appendix D) and becomes much more
II. ADIABATIC SIMULATIONS OF LINE SHAPES

The time dependent wave function $\phi(t)$ of a quantum system described by the Hamiltonian $H(t)$ satisfies the Schrödinger equation,

$$\frac{d|\phi(t)\rangle}{dt} = -\frac{i}{\hbar} H(t)|\phi(t)\rangle.$$  \hspace{1cm} (4)

The instantaneous eigenfunctions $\tilde{\psi}_i(t)$ of $H(t)$ with eigenvalues $\epsilon_i(t)$ constitute a natural orthonormal set known as the adiabatic basis:

$$H(t)|\tilde{\psi}_i(t)\rangle = \epsilon_i(t)|\tilde{\psi}_i(t)\rangle.$$  \hspace{1cm} (5)

It should be emphasized that the time arguments $\tilde{\psi}_i(t)$ merely denote a parametric dependence of the eigenfunctions on time. These functions are not solutions to the time dependent Schrödinger equation. Expanding the time dependent wave function $\phi(t)$ in this basis,

$$\phi(t) = \sum_i c_i(t)|\tilde{\psi}_i(t)\rangle,$$  \hspace{1cm} (6)

the time evolution of the expansion coefficients $c_j(t)$ is given by (see Appendix D)

$$\dot{c}_j(t) = -\frac{i}{\hbar}\epsilon_j(t)c_j(t) - \sum_k S_{jk}(t)c_k(t).$$  \hspace{1cm} (7)

Here a dot denotes the time derivative and $S_{jk}(t) = \langle\tilde{\psi}_j(t)|\tilde{\psi}_k(t)\rangle$ are the nonadiabatic couplings.

The linear optical response is related to the two time correlation function of the dipole operator $\mu(t)$. In the adiabatic approximation where the nonadiabatic couplings $S_{jk}$ in Eq. (7) are neglected, this correlation function is given by

$$\langle\mu(t_2)\mu(t_1)\rangle = \sum_{ab} P(a) \mu_{ab}(t_2)\mu_{ba}(t_1) \times \exp\left[-\frac{i}{\hbar} \int_{t_1}^{t_2} \omega_{ba}(\tau) d\tau\right].$$  \hspace{1cm} (8)

Here $\mu_{ab}(t) = \langle\tilde{\psi}_b(t)|\tilde{\mu}|\tilde{\psi}_a(t)\rangle$ is the transition dipole moment between the adiabatic states $a$ and $b$ and $\omega_{ba}(\tau) = \epsilon_b(\tau) - \epsilon_a(\tau)$ is the corresponding frequency. $\langle \cdot \cdot \rangle$ denotes the ensemble average.

The third-order response function is similarly given by a sum of four Liouville space pathways $R_3$ related to the four time correlation function, which in the adiabatic limit is given by (see Appendix D)\(^{52}\)
Hamiltonian molecular dynamics calculated for a short trialanine trajectory. Details of the energy difference between the two eigenstates were calculated within this approximation, the nonadiabatic coupling elements and the separation between the levels. To test the applicability of the CHARMM27 force field with respect to the CO stretch derivatives of the solvent-solute interaction potential from a solvent interaction term obtained from the two lowest order molecules,63 have been carried out using the adiabatic approximation.

Extensive experimental and theoretical work on the interpretation of line shapes of the spectrally isolated OH stretch of HOD (Refs. 53–56) in D$_2$O and amide I modes of N-methyl acetamide (NMA),57–59 trialanine,60–62 and other molecules,63 have been carried out using the adiabatic approximation.

The adiabatic approximation assumes that the adiabatic states obtained by diagonalizing the Hamiltonian at various points along the trajectory retain their identity and no curve crossing occurs. Equations (8) and (9) hold as long as the transitions under consideration are spectrally well separated compared to the nonadiabatic coupling between them so that the adiabaticity parameter $\frac{|\hbar S_{jk}|}{\Delta E_{jk}} \ll 1$, where $\Delta E_{jk}$ is the separation between the levels. To test the applicability of this approximation, the nonadiabatic coupling elements and the energy difference between the two eigenstates were calculated for a short trialanine trajectory. Details of the molecular dynamics (MD) simulation are given in Sec. IV. The Hamiltonian [Eq. (1)] was constructed for each point along the trajectory. $J_{ij}(t)$ were obtained from the Tasumi map.64 The frequencies were obtained by adding a constant gas phase value calculated from density-functional theory65 with a solvent interaction term obtained from the two lowest order derivatives of the solvent-solute interaction potential from the CHARMM27 force field with respect to the CO stretch coordinate.66 Only the lowest two excited states were considered and $K_i(t)$ was neglected. The eigenvalues and eigenfunctions were obtained by diagonalizing this Hamiltonian at 10 fs intervals and nonadiabatic coupling elements were computed by numerical differentiation. The exciton splitting is compared with the nonadiabatic coupling element in Fig. 2. It is evident that the nonadiabatic coupling is comparable to the energy splitting and is often much larger. Therefore the adiabatic approximation does not generally hold and nonadiabatic effects can be expected to be observable in the spectrum. The full expressions for the linear and third-order response with the nonadiabatic coupling are given in Appendix D. The SLE provides an alternative route which circumvents the nonadiabatic simulations by expanding the phase space to include bath coordinates, as will be described below.

III. THE LIOUVILLE EQUATION FOR TRIALANINE

Two local modes contribute to the amide I band of trialanine. The Hamiltonian is given in Eq. (1) with frequencies $\omega_a$ and $\omega_b$, anharmonicities $K_a$ and $K_b$, and the coupling constant $J$. A total of six levels will be considered. These are the ground state ($g$), two single excited levels ($e_1$ and $e_2$), and three doubly excited levels ($f_1$, $f_2$, and $f_3$).67–69 as shown in Fig. 3. We denote a state, where the first mode ($a$) is excited $n$ times and the second mode ($b$) is excited $m$ times $(n,m)$. $m = 0.1.2$. The time evolution of the exciton system is determined by the Liouville equation

$$\frac{\partial}{\partial t} \rho(t) = - \frac{i}{\hbar} L(t) \rho(t) = \frac{i}{\hbar} L_{int}(t) \rho(t),$$

where $\rho$ is the density matrix describing the state of the two mode system. $L(t) \rho(t) = \frac{i}{\hbar} [H(t), \rho(t)]$ is the Liouvil- lian for the isolated system, while $L_{int}(t) \rho(t) = \frac{i}{\hbar} [H_{int}(t), \rho(t)]$ represents the coupling with the radiation field.

$L(t)$ does not couple states in different excitation manifolds ($g$, $e$, and $f$). Density matrix elements that do not have the same number of excitations in both the ket and the bra can then be treated separately. The density matrix can be
divided into independent blocks denoted $\rho^{kj}$, where $k$ is the number of excitations in the ket and $j$ the number of excitations in the bra, $k, j = 0, 1, 2$. The Liouville operator corresponding to the density matrix block $\rho^{kj}$ will be denoted $L^{kj,kj}$:

$$\frac{\partial \rho^{kj}}{\partial t} = -\frac{i}{\hbar} L^{kj,kj} \rho^{kj}. \quad (11)$$

For our model a total of eight blocks are needed to describe the third-order response, $\rho^{gg}, \rho^{fg}, \rho^{fe}, \rho^{gg'}, \rho^{fg'}, \rho^{fe'},$ and $\rho^{ef},$. Of those only five are independent, since $\rho^{ef'}$ and $\rho^{fe'}$ are Hermitian conjugates. The ground state density matrix $\rho^{gg}(t) = \rho_{gg}^{gg}(t)$ evolves with the Liouville matrix

$$L^{gg,gg} = [0]. \quad (12)$$

The density matrix elements with one excitation in the ket and the bra in the ground state,

$$\rho^{eg}(t) = \begin{pmatrix} \rho_{eg}^{eg}(t) \\ \rho_{eg}^{gg}(t) \end{pmatrix}, \quad (13)$$

evolves according to the Liouville matrix

$$L^{eg,ee} = \begin{bmatrix} \omega_a & J \\ J & \omega_b \end{bmatrix}. \quad (14)$$

The evolution of the density matrix elements where both the ket and the bra are singly excited,

$$\rho^{ee}(t) = \begin{pmatrix} \rho_{ee}^{ee}(t) \\ \rho_{ee}^{fg}(t) \\ \rho_{ee}^{fe}(t) \\ \rho_{ee}^{fg}(t) \end{pmatrix}, \quad (15)$$

is determined by the Liouville matrix

$$L^{ee,ee} = \begin{bmatrix} 0 & -J & 0 & \sqrt{2}J \\ -J & \omega_a - \omega_b & 0 & 0 \\ 0 & 0 & \omega_b - \omega_a - J & 0 \\ 0 & J & -J & 0 \end{bmatrix}. \quad (16)$$

The evolution of the density matrix elements with a doubly excited ket and a ground state bra,

$$\rho^{fg}(t) = \begin{pmatrix} \rho_{fg}^{fg}(t) \\ \rho_{fg}^{gg}(t) \end{pmatrix}, \quad (17)$$

is determined by the Liouville matrix

$$L^{fg,fg} = \begin{bmatrix} 2\omega_a - K_a & 0 & \sqrt{2}J \\ 0 & 2\omega_b - K_b & \sqrt{2}J \\ \sqrt{2}J & \sqrt{2}J & \omega_a + \omega_b \end{bmatrix}. \quad (18)$$

When the ket is doubly excited and the bra is singly excited the density matrix elements

$$\rho^{ee}(t) = \begin{pmatrix} \rho_{ee}^{ee}(t) \\ \rho_{ee}^{fg}(t) \\ \rho_{ee}^{fe}(t) \\ \rho_{ee}^{gfg}(t) \end{pmatrix}, \quad (19)$$

the time evolution is determined by the Liouville matrix

$$L^{ee,fe} = \begin{bmatrix} \omega_a - K_a & 0 & -J & \sqrt{2}J & 0 \\ 0 & 2\omega_b - K_b - \omega_a & 0 & -J & \sqrt{2}J \\ -J & 0 & 2\omega_a - K_a - \omega_b & 0 & 0 & \sqrt{2}J \\ 0 & -J & 0 & \omega_b - K_b & 0 & \sqrt{2}J \\ \sqrt{2}J & \sqrt{2}J & 0 & 0 & \omega_a & 0 \\ 0 & 0 & \sqrt{2}J & \sqrt{2}J & 0 & \omega_a \end{bmatrix}. \quad (20)$$

The Liouville space dipole operator matrix elements are

$$M^{ab,cd} = \mu_{ac} \delta_{bd} - \mu_{bd} \delta_{ac}. \quad (21)$$

The time evolution of the density matrix elements with one excitation in the bra or the ket $\rho^{eg}$ and $\rho^{eg}$ determine the first time interval in the third-order nonlinear response (see Figs. 4–6). The second time interval is determined by $\rho^{gg}, \rho^{eg}, \rho^{fe}$, and the third time interval depends on the density matrix elements $\rho^{fg}$ and $\rho^{ef}$.

IV. THE STOCHASTIC LIOUVILLE EQUATION

Many infrared experiments have been performed on the amide I band of tri alanine. The absorption spectrum in D$_2$O has been measured at different $pD$ values. Woutersen and Hamm have reported the 2D IR pump probe spectrum of tri alanine in D$_2$O at $pD$ 1, where the molecule is fully protonated. $^{25,32} 1^3C$ isotope labeling was used to further simplify the 2D IR spectrum. $^{26,28,32}$ These experiments suggested that tri alanine primarily exists in the polyglycine II $(P_{II})$ structure in solution, a conformation characterized by Ramachandran angles of $(\psi, \phi) = (-60^\circ, +140^\circ)$. $^{25,26}$ However, significant $\alpha$-helix like $(\alpha_R)$ composition was sug-
gested based on the spectral inhomogeneity of the amide I band. In addition, the β strand conformation was suggested by polarized Raman and Fourier transform infrared (FTIR) experiments. Response functions expressed in terms of frequency fluctuation correlation functions of various functional forms were fitted to reproduce the experimental spectra. The dephasing rate, central frequencies, and coupling constant were used as fitting parameters. The model assumes that the fluctuation of the coupling is so fast that motional narrowing ensures that the value can be approximated by the average value. Molecular dynamics simulations with various force fields support the observation of a dominant \( \beta \) II structure. However, different force fields predict the presence of both \( \beta \) strand and \( \alpha_R \) structure as well and the relative stabilities of the different structures were found to be very sensitive to the force field parameters.

Our molecular dynamics simulation of trialanine in \( \text{D}_2\text{O} \) includes all the atoms of the trialanine and water. The amionterminus group was protonated (see Fig. 1) to account for the experimental \( p\text{D} \) value of 1. A chlorine counter ion...
was added to the simulation box to keep the system neutral. The initial trialanine structure was obtained from the MAESTRO package. The velocity Verlet algorithm was used to describe the motion of the system. The CHARMM27 force field was employed for all interactions with a cutoff of 10 Å for the nonbonded interactions. The Ewald Sum was used to calculate the long range electrostatic interactions. The simulation was carried using the CHARMM package. The structure was first refined in vacuum using a 3000 step energy minimization procedure, PRCG from the MAESTRO package. The molecule was then embedded in a cubic unit cell of TIP3 water with the length of box 32 Å. The cutoff distance for the Lennard-Jones forces was set to 12 Å. All the water molecules overlapping with the trialanine were removed. The system includes one trialanine and 971 water molecules. To release the internal tension, a 10 000 steps Adopted Basis Newton-Raphson energy minimization was performed. The system was then equilibrated under NPT ensemble with 1/fs time step for 1 ns to get the right density and box size, the extended system method was used to keep the temperature and pressure constant, the final box length is 30.4 Å. This was followed by an equilibration of the system in the NVE ensemble with 1 fs time step for 1 ns. After the equilibration phase, a 10 ns analysis trajectory was obtained by applying the NVE ensemble with 1 fs time steps. The structure was saved for every 10 fs giving a total of 106 sample points.

The joint distribution of the Ramachandran angles is shown in Fig. 7. The two peaks correspond to a P II and an aR configuration. Configurations with $\psi > 0°$ and $\phi = -120°$ are indicated by black lines used to distinguish between the $P_{II}$ and $\alpha_R$ configurations. $P_{II}$ is centered around $\psi = 170°$ while $\alpha_R$ is centered around $\phi = -60°$. The system was then refined in vacuum using a 3000 step energy minimization procedure, PRCG from the MAESTRO package. The joint distribution of the Ramachandran angles is shown in Fig. 7. The nine colored equidistant contour lines are plotted. The horizontal black lines at $\phi = 0°$ and $\phi = -120°$ indicate the boundary used to distinguish between the $P_{II}$ and $\alpha_R$ configurations. $P_{II}$ is centered around $\psi = 170°$ while $\alpha_R$ is centered around $\phi = -60°$. To the right is the close up of the $P_{II}$ (top) and $\alpha_R$ (bottom) areas of the Ramachandran angle joint distribution plot. Angles between 180° and 240° in the plot for $P_{II}$ correspond to angles between $-180°$ and $-120°$ equivalent to a full 360° rotation.

FIG. 8. The distribution of the Ramachandran angles. Solid lines are simulated data and dotted lines are Gaussian fits. Upper panel—the $\psi$ distribution, $P_{II}$ is the left peak around 180°. $\alpha_R$ is the small right peak at $-60°$. Lower panel—the $\phi$ distribution, both configurations now peak around 80°. The larger peak ($P_{II}$ configuration) the small peak ($\alpha_R$ configuration).

FIG. 7. (Color) The joint distribution of the Ramachandran angles. The nine colored equidistant contour lines are plotted. The horizontal black lines at $\phi = 0°$ and $\phi = -120°$ indicate the boundary used to distinguish between the $P_{II}$ and $\alpha_R$ configurations. $P_{II}$ is centered around $\psi = 170°$ while $\alpha_R$ is centered around $\phi = -60°$. To the right is the close up of the $P_{II}$ (top) and $\alpha_R$ (bottom) areas of the Ramachandran angle joint distribution plot. Angles between 180° and 240° in the plot for $P_{II}$ correspond to angles between $-180°$ and $-120°$ equivalent to a full 360° rotation.

TABLE I. Distribution parameters for the two configurations of trialanine.

<table>
<thead>
<tr>
<th>Configurations</th>
<th>$\langle \phi \rangle$ (deg)</th>
<th>$\Delta \phi$ (deg)</th>
<th>$\langle \psi \rangle$ (deg)</th>
<th>$\Delta \psi$ (deg)</th>
<th>$\Theta$ (deg)</th>
<th>Pop.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{II}$</td>
<td>-86.0</td>
<td>14.3</td>
<td>167.4</td>
<td>20.1</td>
<td>113.9</td>
<td>70%</td>
</tr>
<tr>
<td>$\alpha_R$</td>
<td>-82.9</td>
<td>14.1</td>
<td>-62.7</td>
<td>18.3</td>
<td>85.4</td>
<td>30%</td>
</tr>
</tbody>
</table>
as well. The distribution of Ramachandran angles are superimposed on the Tasumi *ab initio* map 64 for the coupling $J_{ab}$ in Fig. 9. In Fig. 10 the distributions of the coupling in the two configurations are shown along with the distribution of the frequencies.

The two configurations are found to be quite stable and only 38 transitions occur during the 10 ns simulation. This indicates that the lifetimes of the two species are a few hundred picoseconds. The slow exchange between the two configurations should not affect line shapes. We thus neglected this dynamics and calculated the response as the inhomogeneous average of the response of the individual species. The correlation functions of the Ramachandran angles were calculated for 350 ps pieces of the trajectory, where the system was in the same configuration all the time. The correlation functions were well fitted by biexponentials with a fast 100 fs decay and a slower 4 ps decay as shown in Fig. 11 (see Table II).

The probability distribution $P(\Omega, t)$ is assumed to satisfy the Markovian master equation (see Appendix A)

$$\frac{\partial P(\Omega, t)}{\partial t} = -\Gamma(\Omega) P(\Omega, t)$$

with $\Omega_1 = \delta\omega_a$, $\Omega_2 = \delta\omega_b$, $\Omega_3 = \delta\phi$, and $\Omega_4 = \delta\psi$. $\Gamma(\Omega)$ is the relaxation operator for the stochastic variables $\Omega$. The Smoluchowski equation for our Brownian oscillator model is

$$\frac{\partial P(\Omega, t)}{\partial t} = -\sum_{j=1}^{4} \gamma_j \frac{\partial}{\partial \Omega_j} \left[ \Omega_j + \Delta_j^2 \frac{\partial}{\partial \Omega_j} \right] P(\Omega, t).$$

Four independent collective coordinates were chosen to represent the relevant bath motion. Each coordinate is modeled as a Brownian oscillator and has two parameters $\delta$ (distribution) and $\gamma$ (relaxation constant). The frequency shifts from the average value of the fundamental frequency for each mode ($\delta\omega_a$ and $\delta\omega_b$) are treated as independent stochastic

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$P_{II}$</th>
<th>$\alpha_R$</th>
<th>$\alpha_R$ fit A</th>
<th>$\alpha_R$ fit B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_a$ (cm$^{-1}$)</td>
<td>1652</td>
<td>1652</td>
<td>1647.41</td>
<td>1649.48</td>
</tr>
<tr>
<td>$\omega_b$ (cm$^{-1}$)</td>
<td>1668</td>
<td>1668</td>
<td>1672.18</td>
<td>1672.54</td>
</tr>
<tr>
<td>$\gamma_\omega$ (ps$^{-1}$)</td>
<td>4.545</td>
<td>4.545</td>
<td>4.545</td>
<td>4.344</td>
</tr>
<tr>
<td>$\Delta_\omega$ (cm$^{-1}$)</td>
<td>16.1</td>
<td>16.1</td>
<td>16.1</td>
<td>19.614</td>
</tr>
<tr>
<td>$\gamma_\phi$ (ps$^{-1}$)</td>
<td>4.545</td>
<td>4.545</td>
<td>4.545</td>
<td>4.545</td>
</tr>
<tr>
<td>$\Delta_\phi$ (deg$^2$)</td>
<td>16.1</td>
<td>16.1</td>
<td>16.1</td>
<td>19.614</td>
</tr>
<tr>
<td>$\langle \phi \rangle$ (deg)</td>
<td>-86.0</td>
<td>-82.9</td>
<td>-80.5</td>
<td>-83.6</td>
</tr>
<tr>
<td>$\gamma_\phi$ (ps$^{-1}$)</td>
<td>13.53</td>
<td>14.57</td>
<td>11.474</td>
<td>11.474</td>
</tr>
<tr>
<td>$\Delta_\phi$ (deg$^2$)</td>
<td>14.3</td>
<td>14.1</td>
<td>9.886</td>
<td>9.886</td>
</tr>
<tr>
<td>$\langle \phi \rangle$ (deg)</td>
<td>167.4</td>
<td>-62.7</td>
<td>165.9</td>
<td>163.8</td>
</tr>
<tr>
<td>$\gamma_\phi$ (ps$^{-1}$)</td>
<td>9.55</td>
<td>10.08</td>
<td>4.315</td>
<td>4.315</td>
</tr>
<tr>
<td>$\Delta_\phi$ (deg$^2$)</td>
<td>20.1</td>
<td>18.3</td>
<td>19.014</td>
<td>19.014</td>
</tr>
</tbody>
</table>
variables. These fluctuations are dominated by the interaction with the solvent water molecules in the vicinity of each individual amide unit. The Brownian oscillator parameters for the frequencies are $\gamma_a = 220$ fs and $\Delta_a = 16.1$ cm\(^{-1}\), which were found to reproduce the experimental line shape for the isolated amide I mode in NMA. The fundamental frequencies are given by $\omega_i = \langle \omega_a \rangle + \delta \omega_i$ and $\langle \omega_b \rangle$. The average frequencies (\langle \omega_a \rangle and \langle \omega_b \rangle) for the two bands were taken to be 1652 and 1668 cm\(^{-1}\), respectively. The difference is due to the charge on the terminal amino group and the amide unit closest to the acid group has the lowest frequency (see Fig. 1).

The intermode coupling $J$ between the two modes is determined mainly by the Ramachandran angles. The fluctuations of these angles ($\delta \phi$ and $\delta \phi$) are a natural choice of stochastic variables for the coupling. The coupling $J$ was expanded in the Ramachandran angle fluctuations ($\delta \phi$ and $\delta \phi$),

$$J(\delta \phi, \delta \phi) = \sum_0^2 \sum_0^2 C_{ij} \delta \phi^i \delta \phi^j,$$

where $C_{ij}$ are the expansion coefficients. $C_{00}$ is the coupling at the average position of the Ramachandran angles around which the Taylor expansion is made. We found $C_{00} = 4$ cm\(^{-1}\) in the $P_{II}$ configuration and 10.5 cm\(^{-1}\) for $\alpha_R$. $C_{ij}$ were obtained by a fit to the Tasumi map connecting the coupling constant and the Ramachandran angles. The remaining expansion coefficients are reported in Table III. The stochastic variables ($\delta \omega_a$, $\delta \omega_b$, $\delta \phi$, and $\delta \phi$) are all treated as Brownian oscillators using the relaxation operator given in Appendix C. The parameters for the Brownian oscillator models used for the Ramachandran angles were taken from the fits of the Ramachandran angle auto correlation functions as reported in Table II.

The stochastic Liouville equation is constructed by combining the Liouville equation for the exciton system [Eq. (10)] and the Markovian master equation [Eq. (22)] for the four collective Brownian oscillator coordinates:

$$\dot{\rho}(\Omega, t) = -\frac{i}{\hbar} [\mathbf{L}(\Omega) \rho(\Omega, t) - \mathbf{L}^\dagger(\Omega) \rho(\Omega, t)].$$

The frequencies and coupling for the exciton system described in Sec. III undergo fluctuations depending on the collective bath coordinates $\Omega$ defined in Sec. IV whose coupling with the system is given by the $\Omega$ dependence of $\mathbf{L}(\Omega)$. Fluctuations of the anharmonicities $K_a$ and $K_b$ are neglected and we set $K_a = K_b = 16$ cm\(^{-1}\). The transition dipoles for the two modes were placed at the C–O bond 0.8268 Å from the carbon atom forming an angle of 20° with the bond. The transition of the transition dipoles of the local modes were neglected and their magnitude was set to unity.

### V. THE LINEAR ABSORPTION

The solution of the stochastic Liouville equation is outlined in Appendix A. The evolution of the $k\ell$ block of the SLE is expressed in terms of the Green’s function $\mathbf{G}^{k\ell}(\Omega, \Omega', t)$,\( \star \)

$$\rho^{ij}(\Omega, t) = \int \mathbf{G}^{k\ell}(\Omega, \Omega', t) \rho^{ij}(\Omega', 0) d\Omega'. \tag{26}$$

The procedure used to obtain the Green’s function in the frequency domain is given in Appendix E. The response functions are given in terms of the Green’s function in Appendix B.

The absorption line shapes [Eq. (B1)] were simulated at four levels of sophistication. At the highest level (i), fluctuations of all four collective bath coordinates as described in Sec. IV are included. At this level the Liouvillian is constructed in the local basis and the coupling between the two local modes fluctuates depending on the Ramachandran angles. The local mode frequencies fluctuate as well. At the next level (ii) the coupling is held fixed and only the local mode frequencies are fluctuating. The importance of the Ramachandran angle fluctuations is revealed by comparing these two levels. At the third level (iii) the Liouvillian is constructed in the fixed average Hamiltonian eigenbasis and only the eigenvalues are allowed to fluctuate. The fourth level (iv) is identical to (iii) except the fluctuations of the diagonal elements in the exciton basis are taken to be very slow. In practice, as the frequency fluctuations become slow a larger basis is needed to ensure the convergence of continued fraction solution to the SLE. For faster convergence in the static simulations (iv) the time scale for the fluctuations have been set an order of magnitude longer than in (iii).

The linear absorption of $P_{II}$ is given in Fig. 12 for the four models. In model (iv) the spectrum is one broad Gaussian centered at 1660 cm\(^{-1}\). In model (iii) the two peaks are resolved. The stronger peak is around 1650 cm\(^{-1}\) and the weaker at 1670 cm\(^{-1}\). Model (ii) is very similar to (iii). The low frequency peak gain a bit of intensity, while the high frequency peak loose a bit. In model (i) the two peaks get closer and the low frequency peak intensity decreases.

The linear response of $\alpha_R$ is also given in Fig. 12. In model (iv) a broad Gaussian line is observed around 1660 cm\(^{-1}\). In the spectrum for model (iii) two peaks are visible at 1645 cm\(^{-1}\) and 1675 cm\(^{-1}\). Here the highest frequency peak is the strongest. In model (ii) the peaks move slightly apart and they both gain intensity. In model the high frequency peak gain intensity.

In model (iii) there is no coupling between the two modes, the eigenstates are time independent and the nonadia-

### TABLE III. The expansion coefficients for the coupling in terms of the deviations of the Ramachandran angles from the average values in the two configurations. The units are cm\(^{-1}\) deg\(^{-1}\), where $n$ depends on the order of the expansion coefficient.

<table>
<thead>
<tr>
<th>$C_{ij}$</th>
<th>$P_{II}$</th>
<th>$\alpha_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{00}$</td>
<td>4.03994</td>
<td>10.5145</td>
</tr>
<tr>
<td>$C_{10}$</td>
<td>0.143777</td>
<td>0.0898829</td>
</tr>
<tr>
<td>$C_{01}$</td>
<td>0.125032</td>
<td>$-0.115885$</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>2.83173 $\times 10^{-3}$</td>
<td>$-2.94688 \times 10^{-3}$</td>
</tr>
<tr>
<td>$C_{20}$</td>
<td>2.43453 $\times 10^{-3}$</td>
<td>$-1.0161 \times 10^{-3}$</td>
</tr>
<tr>
<td>$C_{02}$</td>
<td>4.443 $\times 10^{-4}$</td>
<td>$-6.86957 \times 10^{-4}$</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>4.28892 $\times 10^{-6}$</td>
<td>$1.75654 \times 10^{-5}$</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>$-1.75613 \times 10^{-5}$</td>
<td>$-7.1161 \times 10^{-6}$</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>$-5.12753 \times 10^{-7}$</td>
<td>$-1.2963 \times 10^{-10}$</td>
</tr>
</tbody>
</table>
batic coupling elements vanish. In model (ii) the coupling between the two modes is finite and the eigenstates will be time dependent and the nonadiabatic coupling elements is finite. The difference between these two models illustrates the effect of the nonadiabatic coupling, when the coupling fluctuations are neglected. In general we expect that a weak peak can borrow intensity from other peaks through the nonadiabatic coupling. This is observed in the linear absorption for both configurations.

The two conformations have different linear absorption spectra with a smaller Davydov splitting in $P_{II}$. Further, the low frequency peak is generally the most intense in the $P_{II}$ conformation, while the reverse is true for $\alpha_R$. The two species interchange on a 100 ps time scale. The linear absorption for a 70/30 mixture ($M$) of $P_{II}$ and $\alpha_R$ are presented and compared with experiment in Fig. 12.

In the experimental spectrum the low frequency peak is the strongest, while in the combined spectrum the two peaks seem equally strong and the simulated low frequency peak has a slightly higher frequency compared to experiment.

The linear response was fitted using simplex minimization of the root mean square deviation between a single configuration SLE simulation and experiment. The fit is not unique and two fits were obtained. All 12 parameters used in the SLE were optimized in fit A. Eight parameters were used in fit B, where the Ramachandran angles were kept fixed. The fits are shown in Fig. 13 and the parameters are given in Table II. The tail of the carboxyl CO stretch peak at 1725 cm$^{-1}$ observed in the high frequency end of the spectrum was not included in the fits. The geometries of the configurations obtained with the fits are similar to the geometry $P_{II}$.

VI. THE THIRD-ORDER RESPONSE

Simulations were carried out for three signals generated in the directions: $k_I = -k_1 + k_2 + k_3$, $k_{II} = k_1 - k_2 + k_3$ and $k_{III} = k_1 + k_2 - k_3$. The wave vectors of the three laser pulses. In Figs. 4–6 the Feynman diagrams and coupling schemes for the three techniques are shown. The pulse sequences for the three techniques are shown in Fig. 14. All techniques use short laser pulses that are resonant with both the $ge$ and $ef$ transitions. The expressions used in the simulations are given in Appendix B [Eqs. (B13), (B17), and (B21)]. The simulations were performed in the frequency domain where all plots are presented for the imaginary parts or the response:
The 2D IR spectra depend on the polarization directions of the laser pulses and were calculated for two configurations. In the first all fields and the signal are parallel (ZZZZ) and in the second pulses 1 and 2 are perpendicular to pulse 3 and the signal (ZZYY). The spectra were calculated in the molecular frame and then averaged over the orientations in the laboratory frame using Eq. (7) of Ref. 23.

The photon echo spectra are shown in Fig. 15. For PII all four models i, ii, iii, and iv have negative peaks above the diagonal and positive peaks below the diagonal. In the static limit (iv) multiple overlapping peaks are observed, while in all other cases one peak is found above the diagonal and one below. These peaks are stretched out along the diagonal. While the spectra for models (iii) and (ii) look very similar, the model (i) spectrum has sharper peaks that are less stretched out along the diagonal. The spectra of aR show multiple peaks above and below the diagonal. Pairs of positive and negative peaks are located at the diagonal positions (ω₁ = 1650 cm⁻¹, ω₃ = 1650 cm⁻¹) and (ω₁ = 1670 cm⁻¹, ω₃ = 1670 cm⁻¹). Cross peaks are located at (ω₁ = −1650 cm⁻¹, ω₃ = 1670 cm⁻¹) and (ω₁ = −1670 cm⁻¹, ω₃ = 1650 cm⁻¹).
For model (iv) these peaks strongly overlap. In the spectrum for model (iii) the diagonal peaks are approximately equally strong, while the low frequency diagonal peak is the strongest in the model (ii) spectrum. For model (i) the negative part of the cross peak above the diagonal is the most intense. The mixture (M) spectra of the two configurations are dominated by $P_{II}$, but a series of weak extra peaks are observed at the ($\omega_1 = -1670 \text{ cm}^{-1}, \omega_3 = 1650 \text{ cm}^{-1}$) diagonal position. In the spectra observed by Woutersen and Hamm shown in Fig. 16 together with the model (i) spectrum of the mixture these diagonal peaks are more pronounced. Note that the experimental spectrum was obtained with a time delay $t_2$ of 1.5 ps, where the delay time in the simulation is 0 ps.

The simulated $S'_{ZZYY}$ spectra are shown in Fig. 17. For $P_{II}$, model (iv) shows a broad positive going peak with some structure below the diagonal and a broad negative peak is observed above the diagonal. Model (iii) gives two sharp...
peaks one above the diagonal and one below. The two strong peaks are predominantly the cross peaks at \((\omega_1 = -1650 \text{ cm}^{-1}, \omega_2 = 1670 \text{ cm}^{-1})\) and \((\omega_1 = -1670 \text{ cm}^{-1}, \omega_3 = 1650 \text{ cm}^{-1})\). Between these a number of weaker features are observed, arising from interference between the negative part of the cross peak below the diagonal and the positive going cross peak above the diagonal. For model (ii) the cross peak below the diagonal and the low frequency diagonal peak dominate the spectrum. Weaker features are observed above the diagonal. Model (i) shows only two peaks, one above and one below the diagonal. Located around \((\omega_1 = -1660 \text{ cm}^{-1}, \omega_2 = 1660 \text{ cm}^{-1})\) they look like the response from one mode rather than two. For \(\alpha_R\) the model (iv) response is again the broadest and dominated by the diagonal peak around 1670 cm\(^{-1}\). In the remaining spectra the peaks are sharper and weak cross peaks are observed. For model (ii) the low frequency diagonal peak is the strongest. For model (i) the two diagonal peaks are equally strong again.

For \(M\), multiple peaks are observed in all spectra. Model (i) gives three positive peaks below the diagonal. The peaks at the lowest and highest frequency predominantly comes from \(\alpha_R\), while the middle peak comes from \(P_{II}\). Above the diagonal two negative peaks are observed. The high frequency peaks is a combination of peaks from \(\alpha_R\) and \(P_{II}\), while the low frequency peak predominantly comes from \(\alpha_R\). In the experimental spectrum shown in Fig. 16 only one peak is observed below the diagonal. Above the diagonal two peaks are observed. These peaks both seem to be split into two peaks, but this splitting is not very pronounced and might be due to the limited time resolution in the experiment. Below the diagonal only one peak is observed in contrast to the three in the simulated model (i) spectrum. Note that the experimental spectrum was obtained with a time delay \(t_2\) of 1.5 ps, where the delay time in the simulation is 0 ps.

The simulated linear response and 2D IR spectra did not perfectly match experiment. A comparison with experiment suggests that the \(\alpha_R\) component is overestimated by the molecular dynamics simulation. An earlier study by Stock and co-workers\(^{25}\) showed that different molecular dynamics force fields predict very different probabilities for the different conformations of trialanine. The Ramachandran angles obtained from the molecular dynamics trajectories may not be sufficiently accurate. However, the present method need not necessarily rely on molecular dynamics simulations. For example parameters obtained from NMR can be used.

The \(S^{ll}_{ZZZZ}\) spectra [Eq. (B18)] with \(t_1 = 0\) for the four models are shown for \(P_{II}, \alpha_R,\) and \(M\) in Fig. 18. In all cases the peaks are stretched along the \(\omega_2 = 0\) axis. Little difference is observed between the four models for \(P_{II}\). For \(\alpha_R\) the main peaks are split into two when going from model (iv) to model (iii). In model (ii) and model (i) spectra the lower of the split peaks is the strongest.

The \(S^{ll}_{ZZYY}\) spectra with \(t_1 = 0\) for configuration \(P_{II}, \alpha_R,\) and \(M\) are given in Fig. 19 for the four models. In all spectra the peaks are stretched along the axis, where \(\omega_2 = 0\). The number of peaks varies for the different models in both the \(P_{II}\) and \(\alpha_R\) configurations.

The \(S^{ll}_{ZZZZ}\) spectra [Eq. (B22)] for \(P_{II}, \alpha_R,\) and \(M\) are given in Fig. 20. In this technique the \(fg\) elements show up along the \(\omega_2\) axis and the \(fe\) and \(eg\) density matrix elements along the \(\omega_3\) axis. The three \(fg\) elements have frequencies around 3287 (3281) cm\(^{-1}\), 3326 (3337) cm\(^{-1}\), and 3315 (3309) cm\(^{-1}\) \(f_3 g\) for \(P_{III}(\alpha_R)\). The \(fe\) elements have frequencies around 1636 (1635) cm\(^{-1}\), 1675 (1690) cm\(^{-1}\) \(f_1 e_1\), 1618 (1608) cm\(^{-1}\) \(f_1 e_2\), 1657 (1664) cm\(^{-1}\) \(f_2 e_2\), 1646 (1636) cm\(^{-1}\) \(f_3 e_1\), and 1664 (1663) cm\(^{-1}\) \(f_3 e_2\) for \(P_{III}(\alpha_R)\). The dominant peaks are those where the system is in the \(f_1 g\) state during \(t_2\) and in \(f_1 e_1\) or \(e_1\) during \(t_3\) and those where the system is in the \(f_3 g\) state during \(t_2\) and in \(f_2 e_2\) or in \(e_2\) during \(t_1\). Negative peaks at the \(f_1 g, e_1 g\) position and \(f_1 g, e_2 g\) in some spectra as well. The \(S^{III}_{ZZYY}\) spectra for \(P_{II}, \alpha_R,\) and \(M\) are depicted in Fig. 21. For \(P_{II}\) and \(\alpha_R\) the number of resolved peaks reduces from model (iii) to model (ii). The difference between (ii) and (i) is less pronounced. In \(P_{II}\) model (i) there are two peaks along the \(\omega_2\) axis. The negative peak in the middle between the two fundamental frequencies results from motional narrowing. The stretch along \(\omega_2\) indicates that all three \(fg\) elements are reached. For \(\alpha_R\) the peaks merge when going from model (iii) to (i) creating four peaks with approximately the same \(\omega_2\) frequency in model (i) again indicating motional narrowing.

VII. DISCUSSION

The simulated linear absorption showed some differences with experiment. For model (i) the intensity of the high frequency peak is overestimated. This suggests that the MD simulation overestimates the abundance of the \(\alpha_R\) configuration, in agreement with the conclusions reached by others.\(^{25, 26, 32, 62}\) By varying the relative weight of the two configurations we found better agreement as the weight of \(\alpha_R\) is lowered. When fitting all parameters to the linear absorption (fits \(A\) and \(B\)) only one \(P_{III}\) configuration was needed.

The total simulated \(S^{ll}_{ZZZZ}\) spectrum has two equally strong peaks, while in the experimental spectrum shown in Fig. 12 the lowest frequency peak is slightly stronger, more resembling \(P_{III}\) than the \(\alpha_R\) configuration. The experimental spectrum shown in Fig. 16 was reproduced reasonably well in the full simulation. The weak peak observed experimentally around \((-\omega_3 = 1670 \text{ cm}^{-1}, \omega_3 = 1670 \text{ cm}^{-1})\) is, however, missing. The simulated \(S^{III}_{ZZYY}\) spectrum shows multiple positive \(\alpha_R\) peaks below the diagonal that are not observed in the experimental spectrum.

Several factors contribute to the differences between the simulated and experimental spectra. First the 30% probability of finding the system in \(\alpha_R\) may be too high. In the light of the recent study by Stock and co-workers\(^{61}\) reporting very strong population dependence of the different conformations on the force fields this is likely. However, the simulated \(P_{III}\) spectrum does not provide a perfect match either. The low frequency peak has a slightly higher frequency in the simulated spectrum. These might be due to some of the simplifications in the model such as the neglect of coupling to other modes as the carbonyl stretch in the acid group. Furthermore,
we have neglected fluctuations of the anharmonicity and transition dipole moments. The stochastic variables are treated as Gaussian with the Brownian oscillator model. The distributions of the Ramachandran angles are not perfectly Gaussian, as can also be seen in Fig. 7, where the contours for the configuration distributions are not perfectly elliptical and in Fig. 8, where the Gaussian fits are shown. However, these are small deviations and the model accounts for the major part of distribution.

We therefore believe that the majority of the difference between experiment and simulations are due to the parameters obtained from the molecular dynamics simulations than deficiencies in the SLE. It is clear that accounting for the dynamics of the Ramachandran angles even within each configuration is very important. Whether this affects the spectra of larger and more rigid peptide systems still remains to be seen.

The $S_{ZZZZ}^{(I)}$ and $S_{ZZYY}^{(I)}$ spectra have not been measured yet. The four models give different spectra also for this technique. This means that also for this technique the fluctuations of the Ramachandran angles and the difference between a model with a fixed exciton basis and a local basis cannot be neglected. Since all peaks have $\omega_2$ close to zero this technique does not resolve well.

The $S_{ZZZZ}^{(III)}$ and $S_{ZZYY}^{(III)}$ spectra show the greatest difference between the different models. Especially for the $S_{ZZYY}^{(III)}$ spectrum going from model (iii) to model (ii) and introducing the fluctuations of the Ramachandran angles gave rise to a clear reduction in the number of peaks due to motional narrowing. $S_{ZZZZ}^{(III)}$ provides the clearest way of distinguishing between the different models and is the most sensitive of the three presented techniques.

The SLE response for one configuration was fitted to the experimental linear absorption spectrum. Good fits were obtained by either including fluctuations of the Ramachandran

FIG. 18. (Color) Same as Fig. 15 but for $S_{ZZZZ}^{(I)}$. 
angles (fit A) or excluding them (fit B). The parameters were restricted to the vicinity of the those obtained by molecular dynamics simulation for $P_{II}$. We did not fit the 2D IR spectrum. The fitting procedure requires the calculation of numerous spectra with different values for the fitting parameters. The fits show that only one configuration is needed to reproduce the linear spectrum and that the same linear spectra can be fitted well regardless on whether the fluctuations of the Ramachandran angles are included; the linear absorption is not sensitive to Ramachandran angle fluctuations.

The linear absorption fits are not unique. The $S^I$ spectra for the two fits are shown in Fig. 22. The $S^{ZZZZ}$ spectra for the two fits are virtually identical. This spectrum is therefore not sensitive to the fluctuations of the Ramachandran angles. The $S^{ZZYY}$ spectra are on the other hand very different. The negative peak is below the diagonal for fit B, while it is clearly above the diagonal for fit A. The positive overtone peaks are less sensitive. The two different fits can clearly be distinguished in this spectrum.

Distinct differences between the A and B fits are also observed in the $S^{ZZZZ}$ and $S^{ZZYY}$ spectra shown in Fig. 23. In the $ZZZZ$ spectrum fit A shows more peaks than B. The B peaks correspond to pathways involving either only the low frequency mode or the high frequency node. The extra peaks correspond to pathways involving the $e_1e_2$ coherence during time $t_2$. Similarly, more peaks are observed in the perpendicular polarized spectra going from fit B to fit A.

The fluctuations of the coupling between the two amide I oscillators were directly connected to the fluctuations of the Ramachandran angles determining the peptide structure, which in turn were obtained from molecular dynamics simulations. The fluctuations of the fundamental frequencies were not directly connected to the motion of a specific structural element. However, if a specific set of collective coordinates...
responsible for these fluctuations can be identified, as for example the coordinates describing the hydrogen bonding, it should be possible to establish such a direct connection.

In summary, a stochastic Liouville equation approach for the linear and nonlinear infrared spectra accounts for the effect of the fluctuations of collective bath coordinates on the line shapes by describing the evolution for the bath and system coordinates simultaneously. At the same time the nonadiabatic coupling is accounted for. Four collective coordinates were used to account for the effect of the bath on the two amide I modes for trialanine. We showed that the fluctuations of the Ramachandran angles are important in a flexible peptide such as trialanine.

The nonadiabatic coupling between the two states arising from the fluctuations of the local mode frequencies only separated by only about 20 cm$^{-1}$ is important both in the linear and nonlinear spectra transferring intensity between the peaks.

In the present formalism the Green’s functions describing the time evolution of the collective and system coordinates are computed directly in the frequency domain. In this way the two-dimensional Fourier transforms needed in the cumulant expansion of Gaussian fluctuations CGF are avoided.$^{35,37}$
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**APPENDIX A: GREEN FUNCTION SOLUTION OF THE STOCHASTIC LIOUVILLE EQUATION**

The right eigenfunction are defined as

$$\Gamma(\Omega)\phi_n(\Omega) = \lambda_n \phi_n(\Omega)$$

(A1)
and the left eigenfunctions as
\[ \phi_n'(\Omega)\Gamma(\Omega) = \lambda_n \phi_n'(\Omega). \]  \hfill (A2)

The right eigenfunction with eigenvalue 0 is the equilibrium distribution according to the equilibrium condition
\[ \frac{\partial P_{eq}}{\partial t} = -\Gamma(\Omega) P_{eq}(\Omega) = 0. \]  \hfill (A3)

The left eigenfunction with eigenvalue 0 is the unit vector. The \( n \)th right eigenfunction has the same eigenvalue as the \( n \)th left eigenfunction. The right and left eigenfunctions are orthonormal \( \langle \phi_n'(\Omega) | \phi_m(\Omega) \rangle = \delta_{nm} \).

To solve Eq. (25) we first expand the density matrix in terms of the (right-hand) eigenfunctions of the relaxation operator:
\[ \rho(\Omega,t) = \sum_n C_n(t) \phi_n(\Omega). \]  \hfill (A4)

FIG. 21. (Color) Same as Fig. 15 but for \( S_{ZZYY}^{ll} \).

FIG. 22. (Color) \( S_{ZZZZ}^{ll} \) spectra (upper row) and \( S_{ZZZZ}^{zz} \) (lower row) for the two fits. Models A (right column) and B (left column).
Insetting the expansion of Eq. (A4) into the SLE [Eq. (25)] gives

$$\sum_n C_n(t) \phi_n(\Omega) = \sum_m \left[ -\frac{i}{\hbar} \mathbf{L}(\Omega) C_m(t) \phi_m(\Omega) \right]$$

$$-\Gamma(\Omega) C_m(t) \phi_m(\Omega).$$

(A5)

Using that $\phi_m(\Omega)$ is a right eigenfunction of $\Gamma(\Omega)$, multiplying with a left eigenfunction $\phi_n(\Omega)$, and integrating over $\Omega$, the equation becomes

$$\sum_n \dot{C}_n(t) \langle \phi'_n(\Omega) | \phi_n(\Omega) \rangle \right.$$

$$= \sum_m \left[ -\frac{i}{\hbar} \langle \phi'_n(\Omega) | \mathbf{L}(\Omega) | \phi_m(\Omega) \rangle C_m(t) - \lambda_m C_m(t) \right]$$

$$\times \langle \phi'_n(\Omega) | \phi_m(\Omega) \rangle - \lambda_n C_n(t).$$

(A6)

Using the orthonormality of the eigenfunctions leads to the final equation

$$\dot{C}_n(t) = \left[ -\frac{i}{\hbar} \sum_m \langle \phi'_n(\Omega) | \mathbf{L}(\Omega) | \phi_m(\Omega) \rangle C_m(t) \right]$$

$$- \lambda_n C_n(t).$$

(A7)

The matrix elements $\langle \phi'_n(\Omega) | \mathbf{L}(\Omega) | \phi_m(\Omega) \rangle$ depend on both the relaxation operator and on how the Liouville operator depend on the stochastical bath variables $\Omega$. The formal Green’s function solution to Eq. (A7) is

$$C_n(t) = \sum_{m=0}^{\infty} G_{n,m}(t) C_m(0).$$

(A8)

The matrices $C_n(t)$ can be found from the coefficients at earlier times by numerical integration of Eq. (A7), when the eigenfunction expansion is truncated at an appropriate level.

The system density matrix is then found by tracing over the bath coordinates

$$\rho(t) = \int \rho(\Omega, t) d\Omega.$$
where \( W(\mathbf{\Omega}) \) is the equilibrium distribution of the bath coordinates. \( P(a) \) is the population of quantum state \( a \). Introducing a shorthand notation, where \( \langle \cdots \rangle \) denotes the integrations over the bath coordinates and the sums over quantum states this can be written as

\[
R_1(\omega_1, \omega_2, \omega_1) = \langle \hat{\mu}_{kk,ij} \hat{G}_{jk,fi}(\omega_1) \hat{\mu}_{ih,fs} \hat{G}_{fs,de}(\omega_2) \rangle \times \hat{G}_{de,bc}(\omega_1) \hat{G}_{ba,aa}. \tag{B4}
\]

The remaining three of the four independent Liouville space pathways are in this notation

\[
R_2(\omega_1, \omega_2, \omega_1) = \langle \hat{\mu}_{kk,ij} \hat{G}_{jk,fi}(\omega_1) \hat{\mu}_{ih,fs} \hat{G}_{fs,ed}(\omega_2) \rangle \times \hat{G}_{de,ab}(\omega_1) \hat{G}_{ba,aa}. \tag{B5}
\]

\[
R_3(\omega_1, \omega_2, \omega_1) = \langle \hat{\mu}_{kk,ij} \hat{G}_{jk,fi}(\omega_1) \hat{\mu}_{ih,fs} \hat{G}_{fs,de}(\omega_2) \rangle \times \hat{G}_{de,ab}(\omega_1) \hat{G}_{ba,aa}. \tag{B6}
\]

\[
R_4(\omega_1, \omega_2, \omega_1) = \langle \hat{\mu}_{kk,ij} \hat{G}_{jk,fi}(\omega_1) \hat{\mu}_{ih,fs} \hat{G}_{fs,ed}(\omega_2) \rangle \times \hat{G}_{de,ab}(\omega_1) \hat{G}_{ba,aa}. \tag{B7}
\]

Using the Green’s function matrices \( \mathcal{G}(\omega) \) and transition dipole matrices \( \mathcal{M} \), with the matrix elements in the basis of the eigenfunctions of \( \Gamma(\mathbf{\Omega}) \) defined as

\[
\mathcal{M}_{ij}^{ab,cd} = \int \phi_i^*(\mathbf{\Omega}) \hat{\mu}_{ab,cd}^*(\mathbf{\Omega}) \phi_j(\mathbf{\Omega}) d\Omega, \tag{B8}
\]

the response functions can be recast as

\[
R_1(\omega_1, \omega_2, \omega_1) = \sum_{abcdfghjk} \left[ \mathcal{M}_{kk,ij}^{fgh} \hat{G}_{jk,fi}(\omega_1) \right] \times \mathcal{M}_{ih,fs}^{g} \hat{G}_{fs,de}(\omega_2) \times \mathcal{M}_{de,ab}^{cd} \hat{G}_{ba,aa} \tag{B9}
\]

\[
R_2(\omega_1, \omega_2, \omega_1) = \sum_{abcdfghjk} \left[ \mathcal{M}_{kk,ij}^{fgh} \hat{G}_{jk,fi}(\omega_1) \right] \times \mathcal{M}_{ih,fs}^{g} \hat{G}_{fs,ed}(\omega_2) \times \mathcal{M}_{de,ab}^{cd} \hat{G}_{ba,aa} \tag{B10}
\]

\[
R_3(\omega_1, \omega_2, \omega_1) = \sum_{abcdfghjk} \left[ \mathcal{M}_{kk,ij}^{fgh} \hat{G}_{jk,fi}(\omega_1) \right] \times \mathcal{M}_{ih,fs}^{g} \hat{G}_{fs,de}(\omega_2) \times \mathcal{M}_{de,ab}^{cd} \hat{G}_{ba,aa} \tag{B11}
\]

\[
R_4(\omega_1, \omega_2, \omega_1) = \sum_{abcdfghjk} \left[ \mathcal{M}_{kk,ij}^{fgh} \hat{G}_{jk,fi}(\omega_1) \right] \times \mathcal{M}_{ih,fs}^{g} \hat{G}_{fs,ed}(\omega_2) \times \mathcal{M}_{de,ab}^{cd} \hat{G}_{ba,aa} \tag{B12}
\]

Here \( \cdots |_{00} \) denote the 00 matrix element of the matrix product in the bath space. The Green’s function matrices \( \mathcal{G} \) are calculated using the continued fraction as described in chapter 9 of Ref. 51. The transition dipole matrix elements are evaluated by expanding the transition dipole operators \( \hat{\mu}_{ab,cd}(\mathbf{\Omega}) \) in the bath coordinates \( \mathbf{\Omega} \) and evaluating the matrix elements using Eq. (B8).

When considering a specific experiment like the photon echo some of the Liouville space pathways are forbidden by the rotating wave approximation and will not contribute to the spectrum. In the photon echo experiment, the Liouville space pathways corresponding to the Feynman diagrams in Fig. 4 are the only ones contributing. When the Hamiltonian is not coupling different excitation manifolds as the Hamiltonian used here [Eq. (1)], the Green’s functions contributing for a specific time interval can be characterized by the density matrix blocks of which they describe the evolution as described in Sec. III. Denoting states by the number of excitations they have \( e \) and an index \( f \) as \( e_f \) one can keep track of the excitation manifolds. Using this notation a Green’s function matrix describing the time evolution of each of the density matrix blocks described in Sec. III can be constructed independently. The Green’s function matrix governing the time evolution of the density matrix block \( \rho^{ee} \) is denoted \( \mathcal{G}^{ee,ee}(\omega) \). In a similar way the time evolution of the first density matrix block \( \rho^{gg} \) is described by the Green’s function matrix \( \mathcal{G}^{gg,gg}(\omega) \). The time evolution of the third density matrix block \( \rho^{ff} \) is described by the Green’s function matrix \( \mathcal{G}^{ff,ff}(\omega) \). The Green’s function matrix \( \mathcal{G}^{ee,ff}(\omega) \) describes the time evolution of the fifth density matrix block \( \rho^{ee} \).

Using this notation to keep track of the numbers of excitations the three Liouville space pathways contributing to the photon echo signal are then written as

\[
S_i(\omega_1, \omega_2, \omega_1) = \left( \frac{i}{\hbar} \right)^3 \left[ R_2(\omega_1, \omega_2, \omega_1) + R_3(\omega_1, \omega_2, \omega_1) - R_1(\omega_1, \omega_2, \omega_1) \right], \tag{B13}
\]

where

\[
R_2(\omega_1, \omega_2, \omega_1) = \left[ \mathcal{M}_{gg,gg}^{ee,ee}(\omega_1) \mathcal{M}_{ee,ee}^{gg,gg}(\omega_2) \times \mathcal{M}_{ee,ee}^{gg,gg}(\omega_1) \right]_{00}, \tag{B14}
\]

\[
R_3(\omega_1, \omega_2, \omega_1) = \left[ \mathcal{M}_{gg,gg}^{ee,ee}(\omega_1) \mathcal{M}_{ee,ee}^{gg,gg}(\omega_2) \times \mathcal{M}_{ee,ee}^{gg,gg}(\omega_1) \right]_{00}, \tag{B15}
\]

\[
R_1(\omega_1, \omega_2, \omega_1) = \left[ \mathcal{M}_{ee,ee}^{ff,ff}(\omega_1) \mathcal{M}_{ff,ff}^{ee,ee}(\omega_2) \times \mathcal{M}_{ff,ff}^{ee,ee}(\omega_1) \right]_{00}. \tag{B16}
\]

This expression allows utilizing the block diagonal structure of the density matrix and thereby the overall Green’s function.
To obtain the 2D IR spectrum the frequency $\omega_2$ need to be transformed to the time domain. Alternatively the Green’s function involving $t_2$ can be evaluated directly in time domain by integration of the SLE. In the special case, where $t_2$ is zero the Green’s function $G(t_2)$ is a unit matrix. The Green’s function matrix $G(\omega_2)$ can in this case simply be ignored.

For the $k_{\text{HI}}$ technique the response is determined by the Liouville space pathways (see Fig. 5)

$$S^{\text{HI}}(\omega_3, \omega_2, \omega_1) = \left( \frac{i}{\hbar} \right)^3 \left[ R_1(\omega_3, \omega_2, \omega_1) + R_4(\omega_3, \omega_2, \omega_1) - R_2^\Phi(\omega_3, \omega_2, \omega_1) \right],$$

(B17)

$$R_1(\omega_3, \omega_2, \omega_1) = [\mathcal{M}^{\text{gg,ef}}G^{\text{ef,ef}}(\omega_3)\mathcal{M}^{\text{gg,ff}}G^{\text{ff,ff}}(\omega_2)]_{00},$$

(B18)

$$R_4(\omega_3, \omega_2, \omega_1) = [\mathcal{M}^{\text{gg,ef}}G^{\text{ef,ef}}(\omega_3)\mathcal{M}^{\text{gg,ff}}G^{\text{ff,ff}}(\omega_2)]_{00},$$

(B19)

$$R_2^\Phi(\omega_3, \omega_2, \omega_1) = [\mathcal{M}^{\text{ef,ef}}G^{\text{ef,ef}}(\omega_3)\mathcal{M}^{\text{ff,ff}}G^{\text{ff,ff}}(\omega_2)]_{00}.$$  

(B20)

For the calculations of the $k_{\text{HI}}$ spectra the time delay $t_1$ was kept fixed and the Green’s function $G(\omega_1)$ was ignored analogous to what was done for the photon echo spectrum.

For the $k_{\text{HI}}$ technique the response is determined by two Liouville space pathways (see Fig. 6)

$$S^{\text{HI}}(\omega_3, \omega_2, \omega_1) = \left( \frac{i}{\hbar} \right)^3 \left[ R_4(\omega_3, \omega_2, \omega_1) - R_2^\Phi(\omega_3, \omega_2, \omega_1) \right],$$

(B21)

$$R_4(\omega_3, \omega_2, \omega_1) = [\mathcal{M}^{\text{gg,ef}}G^{\text{ef,ef}}(\omega_3)\mathcal{M}^{\text{gg,ff}}G^{\text{ff,ff}}(\omega_2)]_{00},$$

(B22)

$$R_2^\Phi(\omega_3, \omega_2, \omega_1) = [\mathcal{M}^{\text{ef,ef}}G^{\text{ef,ef}}(\omega_3)\mathcal{M}^{\text{ff,ff}}G^{\text{ff,ff}}(\omega_2)]_{00}.$$  

(B23)

For the calculations of the $k_{\text{HI}}$ spectra the time delay $t_1$ was kept fixed.

**APPENDIX C: THE BROWNIAN OSCILLATOR**

The relaxation operator for the Brownian oscillator is given by the Smoluchowski equation

$$\Gamma(\Omega) = \gamma \frac{\partial}{\partial \Omega} \left( \Delta^2 \frac{\partial}{\partial \Omega} + \Omega \right).$$

(C1)

The right eigenfunctions are

$$\phi_n(\Omega) = \frac{1}{2^n \sqrt{2 \pi n! \Delta}} \exp \left( - \frac{\Omega^2}{2 \Delta^2} \right) H_n \left( \frac{\Omega}{\Delta \nu} \right),$$

(C2)

and the left eigenfunctions are

$$\phi_n^\prime(\Omega) = H_n \left( \frac{\Omega}{\Delta \nu} \right).$$

(C3)

$H_n(x)$ are Hermite polynomials fulfilling the recurrence relation

$$H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x).$$

(C4)

The eigenvalues are $\gamma \nu$. From the recurrence relation the following integrals needed in order to calculate the matrix elements of $L(\Omega)$ can be evaluated

$$\langle \phi_n^\prime(\Omega) | \phi_m(\Omega) \rangle = \delta_{mn},$$

$$\langle \phi_n^\prime(\Omega) | \delta(\Omega) \phi_m(\Omega) \rangle = \Delta \nu \left[ \delta_{mn} + n \delta_{mn-1} \right],$$

$$\langle \phi_n^\prime(\Omega) | \Omega^2 \phi_m(\Omega) \rangle = 2 \Delta \nu \left[ \delta_{mn} + \frac{n}{2} \delta_{mn-1} + \frac{n(n-1)}{2} \delta_{mn-2} \right].$$

(C5)

**APPENDIX D: THE RESPONSE IN THE ADIABATIC REPRESENTATION**

The expansion in the dynamic basis [Eq. (6)] is substituted into the time dependent Schrödinger equation in order to obtain the time evolution of the expansion coefficients $c_i(t)$:

$$\sum_i \left( \frac{\partial |\psi_i(t)\rangle}{\partial t} \right) = - \frac{i}{\hbar} \sum_i c_i(t) H(t) |\tilde{\psi}_i(t)\rangle.$$  

(D1)

The derivative of the product on the left side is taken and on the right side the fact that $\psi_i(t)$ is the eigenfunction of $H(t)$ with the eigenvalue $\epsilon_i(t)$ is used. A dot denotes a time derivative:

$$\sum_i |\psi_i(t)\rangle \dot{c}_i(t) + \sum_i \dot{\epsilon}_i(t) |\tilde{\psi}_i(t)\rangle = - \frac{i}{\hbar} \sum_i c_i(t) \epsilon_i(t) |\tilde{\psi}_i(t)\rangle.$$

(D2)

The first term on the left-hand side is moved to the right-hand side and the equation is multiplied with one of the eigenfunctions $\psi_j(t)$ from the left:

$$\sum_i \dot{c}_i(t) \langle \tilde{\psi}_j(t) | \tilde{\psi}_i(t) \rangle = - \frac{i}{\hbar} \sum_i c_i(t) \epsilon_i(t) \langle \tilde{\psi}_j(t) | |\psi_i(t)\rangle \psi_j(t) \rangle$$

$$- \sum_i \langle \psi_j(t) | \tilde{\psi}_i(t) \rangle c_i(t).$$

(D3)

This leads to the final expression for the time evolution of the expansion coefficients in the adiabatic basis

$$\dot{c}_j(t) = - \frac{i}{\hbar} c_j(t) \epsilon_j(t) - \sum_i \langle \tilde{\psi}_j(t) | \tilde{\psi}_i(t) \rangle c_i(t).$$

(D4)

Defining the matrix $K,$

$$K_{jk}(t) = \epsilon_j(t) \delta_{jk} - i\hbar \delta_{jk}(t),$$

(D5)

the general solution to Eq. (7) can be written in matrix form assuming that the vector of expansion coefficients $c$ are known at some time $t_0$:

$$c(t) = U(t, t_0) c(t_0) = \exp \left[ - \int_{t_0}^{t} \frac{i}{\hbar} K(t') dt' \right] c(t_0).$$

(D6)
\( U^c \) which describes the time evolution of the expansion coefficients depends on the nonadiabatic coupling matrix \( S \) and the diagonal eigenvalue matrix \( \epsilon. \) exp + is the time ordered exponential.\(^{52}\)

The time evolution of the wave function in the adiabatic representation is

\[
| \phi (\tau_1) \rangle = \sum_{ab} | \tilde{\varphi}_{ab}(\tau_1) \rangle \exp (+) \int_{\tau_0}^{\tau_1} \frac{i}{\hbar} \epsilon_j(\tau') d\tau' \times (\tilde{\varphi}_s(\tau_0) | \phi(\tau_0) \rangle.
\]

(D7)

Generally this is not easier to evaluate than in a fixed basis. It still involves a time ordered exponential of a time dependent matrix with \( N^2 \) elements, where \( N \) is the number of relevant eigenfunctions and expansion coefficients. However, if the nonadiabatic coupling is negligible or only involves a few eigenstates the time evolution can be simplified considerably.

If the time variation of the adiabatic basis function is slow (\( | \tilde{\varphi}_s(\tau) \rangle \approx 0 \)) the nonadiabatic coupling can be neglected. This \textit{adiabatic approximation} will break down, when the instantaneous eigenvalues cross. When the nonadiabatic coupling is neglected the time evolution operator becomes diagonal and each expansion coefficient in Eq. (D6) evolves independently of the others. This allows us to follow the time evolution of each adiabatic state separately.

If the nonadiabatic coupling is negligible only the diagonal \( \epsilon_j(\tau') \) matrix is left over in Eq. (D6) and the evolution of each expansion coefficient is independent of the others. In this adiabatic approximation the time evolution of the expansion coefficients is simply

\[
c_j(\tau_1) = \exp (-) \int_{\tau_0}^{\tau_1} \frac{i}{\hbar} \epsilon_j(\tau') d\tau' \times (\tilde{\varphi}_s(\tau_0) c_j(\tau_0),
\]

which means that each expansion coefficient simply acquire a phase \( | I_j(\tau_0) \rangle \) as time evolves.

The time dependent wave function in the adiabatic approximation is

\[
| \phi (\tau_1) \rangle = \sum_j | \tilde{\varphi}_j(\tau_1) \rangle \times \exp (-) \int_{\tau_0}^{\tau_1} \epsilon_j(\tau') d\tau' \times (\tilde{\varphi}_s(\tau_0) | \phi(\tau_0) \rangle
\]

\( = U(\tau_1) | \phi(\tau_0) \rangle.\)

(D9)

In the adiabatic representation, the linear response is

\[
S^{(1)}(t_1) = \frac{i}{\hbar} \sum_{abcd} \mu_{dc}(t_1) U_{cb}(t_1) \mu_{ba}(0) U_{ab}^\dagger(t_1) P(a) \]

+ c.c.

(E10)

When the adiabatic approximation is evoked the expression simplifies to

\[
S^{(1)}(t_1) = \frac{i}{\hbar} \sum_{ab} \mu_{ab}(t_1) U_{bb}(t_1) \mu_{ba}(0) U_{ab}^\dagger(t_1) P(a) \]

+ c.c.

(E11)

The four point correlation function in Eq. (9) determining the nonlinear response is in the adiabatic basis given by

\[
\langle \mu(\tau_1) \mu(\tau_2) \mu(\tau_3) \mu(\tau_4) \rangle
\]

\[
= \sum_{abcdef} \langle \mu(\tau_1) \mu(\tau_2) \rangle \langle \mu(\tau_3) \mu(\tau_4) \rangle \times U_{ab}(t_1) U_{bc}(t_2) U_{cd}(t_3) U_{dc}(t_4) \]

\( \times \mu_{ba}(0) \mu_{cb}(0) \mu_{dc}(0).\)

(D12)

The probability \( [P(a)] \) of being in state \( a \) at time \( \tau_0 \) is determined by the Boltzmann distribution. The four time correlation function can then be recast as

\[
\langle \mu(\tau_1) \mu(\tau_2) \mu(\tau_3) \mu(\tau_4) \rangle
\]

\[
= \sum_{ab} P(a) \mu_{ab}(0) \mu_{ba}(0) \mu_{cb}(0) \mu_{dc}(0) \times U_{ab}(t_1) U_{bc}(t_2) U_{cd}(t_3) U_{dc}(t_4) \]

\( \times \mu_{ba}(0) \mu_{cb}(0) \mu_{dc}(0).\)

(D13)

This general expression including the nonadiabatic coupling has eight summation indices in contrast to the less computationally demanding adiabatic approximation expression in Eq. (9) with only four summation indices. It should be noted that for the summations both in Eqs. (9) and (D12) the matrix nature of the expressions can be utilized allowing more efficient computation, when the associative law is employed. This expression for the four time correlation function in the adiabatic representation is computationally just as expensive as in a fixed basis and when the adiabatic approximation is not made the adiabatic representation need not be used.

**APPENDIX E: MATRIX CONTINUED FRACTION SOLUTION OF THE SLE**

The stochastic Liouville equation as given in Eq. (A7) can be solved in frequency domain using a matrix continued fraction. Following chapter 9 of Risken\(^{53}\) the general recurrence relation with \( L \) nearest neighbor coupling

\[
\hat{C}_n(t) = \sum_{l=-L}^{L} A_n^l \hat{C}_{n+l}(t)
\]

(E1)

can be cast into a tridiagonal vector recurrence relation

\[
\hat{C}_n(t) = Q_n \hat{C}_{n-1}(t) + \bar{Q}_n + \bar{Q}_n^+ \hat{C}_{n+1}(t).
\]

(E2)

\( C_n(t) \) is a \( L \) component vector of matrices \( C_m(t) \):

\[
C_n(t) = \left( \begin{array}{c} C_{Ln}(t) \\ C_{Ln+1}(t) \\ \vdots \\ C_{Ln+L-1}(t) \end{array} \right).
\]

(E3)

The matrices \( Q_n^- \), \( Q_n \), and \( Q_n^+ \) are defined by their matrix elements

\[
[ Q_n^- ]_{qr} = A_{Ln+q-1}^-,
\]

(E4)
\[
\begin{align*}
\left[ Q_{n} \right]_{qr} &= A_{Lm+q-1}^{r}, \quad \text{(E5)}
\end{align*}
\]
setting \( A_{n}^{l} = 0 \) for \( |l| > L \). This allows solving the general equation using the solution of the tridiagonal vector recurrence relation, i.e., Eq. (E2). In Eq. (A7)
\[ \langle \phi_{q}^{l}(\Omega) | L(\Omega) | \phi_{m}^{l}(\Omega) \rangle = A_{Lm}^{k-1}. \]

The general solution of Eq. (E2) can be expressed in terms of the Green's function matrix \( G_{n,m}(t) \):
\[
C_{n}(t) = \sum_{m=0}^{\infty} G_{n,m}(t)C_{m}(0). \quad \text{(E6)}
\]
The initial value is \( G_{n,m}(0) = I \delta_{nm} \), where \( I \) is the unit matrix. Using this identity and taking the Laplace transform
\[
\tilde{G}_{n,m}(s) = \int_{0}^{\infty} \exp(-st)G_{n,m}(t)dt \quad \text{(E7)}
\]
leads to the equation
\[
s\tilde{G}_{n,m}(s) - sI \delta_{nm} = Q_{n}^{-} \tilde{G}_{n-1,m}(s) + Q_{n}^{+} \tilde{G}_{n+1,m}(s) + Q_{n}^{0} \tilde{G}_{n,m}(s). \quad \text{(E8)}
\]
Defining \( \tilde{Q}_{n} = Q_{n} - sI \) gives
\[
- sI \delta_{nm} = Q_{n}^{-} \tilde{G}_{n-1,m}(s) + Q_{n}^{+} \tilde{G}_{n+1,m}(s) + Q_{n}^{0} \tilde{G}_{n,m}(s). \quad \text{(E9)}
\]
Matrices connecting neighboring Green's functions are introduced:
\[
\tilde{G}_{n \pm 1,m}(s) = \tilde{S}_{n}^{\pm}(s) \tilde{G}_{n,m}(s). \quad \text{(E10)}
\]
When \( n \neq m \) this allows writing Eq. (E9) as
\[
\left[ Q_{n}^{-} \tilde{G}_{n-1,m}(s) + Q_{n}^{+} \tilde{S}_{n}^{\pm}(s) \tilde{G}_{n,m}(s) \right] = O
\]
where \( O \) is the zero matrix. This leads to the relation
\[
\tilde{S}_{n}^{\pm}(s) = \left[ sI - Q_{n+1}^{-} - Q_{n}^{+} \tilde{S}_{n+1}^{\pm}(s) \right]^{-1} \tilde{S}_{n}^{-}(s). \quad \text{(E11)}
\]
that allows expressing \( \tilde{S}_{n}^{\pm}(s) \) in terms of all matrices with higher \( n \) and \( \tilde{S}_{n}^{\pm}(s) \) in terms of all matrices with lower \( n \). For \( m = n \) Eq. (E9) reads
\[
\left[ Q_{n}^{-} \tilde{G}_{n,m}(s) + Q_{n}^{+} \tilde{S}_{n}^{\pm}(s) \right] \tilde{G}_{n,m}(s) = -I. \quad \text{(E12)}
\]
The Green's function matrices can now be written as
\[
\tilde{G}_{m,m}(s) = \left[ Q_{m}^{-} \tilde{S}_{m}^{-} - Q_{m}^{+} \tilde{S}_{m}^{+}(s) \right]^{-1}. \quad \text{(E13)}
\]
For \( m = 0 \) this becomes
\[
\tilde{G}_{0,0}(s) = \left[ Q_{0}^{-} \tilde{S}_{0}^{-} - Q_{0}^{+} \tilde{S}_{0}^{+}(s) \right]^{-1}, \quad \text{(E14)}
\]
which can be expressed as the continued fraction
\[
\tilde{G}_{0,0}(s) = \frac{I}{sI - Q_{0}^{-} - Q_{0}^{+} - \frac{I}{sI - Q_{1}^{-} - Q_{1}^{+} - \frac{I}{sI - Q_{2}^{-} - \cdots}}}. \quad \text{(E15)}
\]
The remaining Green's functions matrices \( \tilde{G}_{0,m}(s) \) can be found in a similar way. The Green's function matrices with \( n \neq m \) can be found by multiplying with \( \tilde{S}_{n-1}^{-}(s) \tilde{S}_{n-2}^{-}(s) \cdots \tilde{S}_{m}^{-}(s) \) or \( \tilde{S}_{n+1}^{+}(s) \tilde{S}_{n+2}^{+}(s) \cdots \tilde{S}_{m}^{+}(s) \).

The full Green's function \( \tilde{G}(s) \) can be calculated using Eq. (E11) to find the connection matrices \( \tilde{S}^{\pm} \). Using that \( \tilde{S}_{0}^{+} \) is zero and truncating the recurrence relation for \( \tilde{S}^{\pm} \) at some level \( n \) by setting \( \tilde{S}_{n}^{\pm} \) equal to zero, any matrix element \( \tilde{G}_{s,m}(s) \) are then be obtained using Eq. (E13). All other matrix elements \( \tilde{G}_{s,m}(s) \) are obtained from Eq. (E10).
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