Dissimilar Dynamics of Coupled Water Vibrations
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Dissimilar dynamics of coupled stretch vibrations of a water molecule are revealed by two-dimensional IR correlation spectroscopy. These are caused by essentially non-Gaussian fluctuations of the electric field exerted by the environment on the individual OH stretch vibrations. Non-Gaussian statistics of the individual site frequency fluctuations results in distinctively different dephasing of the symmetric and asymmetric eigenmodes. This phenomenon can only be described if the assumption of Gaussian dynamics in the traditional theories is abandoned.

Introduction

The importance of solvation and, more generally, dynamical processes in liquids can hardly be exaggerated as they play a crucial role in chemistry, biology, and physics. Therefore, it is not surprising that in the last decades much effort has been devoted—both theoretically and experimentally—to the understanding of solvation processes and dynamics. Ultrafast optical spectroscopy has proven to be one of the most successful tools in revealing solvent dynamics from such observables as spectroscopy. Conventional theories that assume time-averaging. Any optical spectroscopy is sensitive to the differences in dynamics between local and eigenmodes as was recently demonstrated by Tokmakoff and co-workers on a model acetylacetone–dicarbonyl rhodium (RDC) system. However, the fundamental question remains whether these assumptions are valid for more realistic cases.

We will illustrate the above outlined general ideas by a simple yet insightful example (Figure 1a). Let us consider two identical, coupled two-level systems as a model for the symmetric (s) and asymmetric (a) modes, with fluctuating site frequencies $\omega_1(t)$ and $\omega_2(t)$ ($\langle \omega_1(t) \rangle = \langle \omega_2(t) \rangle = \omega_0$, where the brackets denote time-averaging). Any optical spectroscopy is sensitive to the eigenfrequencies, which are

$$
\omega_{as}(t) = \frac{\omega_1(t) + \omega_2(t)}{2} \pm \frac{1}{2} \sqrt{4 J^2(t) + [\omega_1(t) - \omega_2(t)]^2}
$$

(1)

where $J(t)$ stands for the time-dependent coupling. The dynamics of the eigenmodes are governed by the two-point frequency correlation functions $S_s(t) = \langle \omega_s(t) \cdot \omega_s(t+\tau) \rangle$ and $S_a(t) = \langle \omega_a(t) \cdot \omega_a(t+\tau) \rangle$ for the frequencies of symmetric and asymmetric modes, respectively. One possibility for eigenmodes dynamics to be different is that the fluctuating coupling is correlated with the site frequency. This becomes more apparent if one considers the approximation of strong coupling, i.e., $J(t) \gg \delta \omega$, where $\delta \omega$ is the rms amplitude of frequency fluctuations:

$$
S_a(t) \approx \frac{1}{2} \langle \omega_1(0) \cdot \omega_1(t) \rangle + \frac{1}{2} \langle \omega_2(0) \cdot \omega_2(t) \rangle + \langle J(0) \cdot J(t) \rangle \pm \langle \omega_1(0) \cdot J(t) \rangle
$$

(2)

It is the last term in eq 2 that apparently gives rise to the CF differences. For instance, in the case of vibrational modes, the coupling originates from changes in the electron density caused by one vibrational mode to nuclear coordinates at the other site. Therefore, modulation of the local electron density by environmental fluctuations could result—at least, hypothetically—in correlation between the site frequency and coupling. It is also seen from eq 2 that when the coupling fluctuations are weak and the site frequencies are uncorrelated, the amplitude of the CF is by a factor of 2 lower than in the uncoupled case due to the effect of exchange narrowing.

The alternative (or complementary) possibility would be that the coupling is weakly fluctuating while there exists a correlation between the first fraction and square-root terms in eq 1. This could be readily seen assuming $J(t) = \text{const}$ and expanding the square-root term in eq 1 into the Taylor series

$$
S_{as}(t) \approx \langle \omega_1(0) \cdot \omega_1(t) \rangle + \frac{\langle \omega_1(0) \cdot \omega_1(t^2) \rangle}{2} \pm \frac{\langle \omega_1(0) \cdot \omega_1^2(t) \rangle + \langle \omega_1(0) \cdot \omega_2(t) \rangle - 2 \langle \omega_1(0) \cdot \omega_2(t) \rangle}{8 |J|}
$$

(3)

where the higher-order terms were omitted. Getting different dynamics of the two modes in this case requires the odd-order CFs such as $\langle \omega_1(0) \cdot \omega_1(t) \rangle$ to be nonzero or, in other words, the site frequency dynamics to be essentially non-Gaussian (because for the Gaussian dynamics the odd-order CFs are zero). In either case, the ability to obtain differences in the dynamics would tremendously enrich our knowledge of solvation behavior.
However, the conventional steady-state absorption spectroscopy yields a time-averaged projection of fluctuating frequencies rather than a CF.\textsuperscript{3} To get a hold of the latter, one has to bring into play the second frequency dimension as provided by two-dimensional (2D) correlation spectroscopy.\textsuperscript{19–22}

2D IR spectroscopy has been shown to be capable of revealing the finest details of transient molecular dynamics that are otherwise hidden beneath broad featureless absorption bands.\textsuperscript{20–22} A few well-documented examples of additional information contained in the 2D spectra include—but are not limited to—the coupling between different vibrations resulting in cross-peaks,\textsuperscript{23} correlation between fluctuations of the environment near different vibrations affecting the tilt of the cross-peaks,\textsuperscript{16} and the environmental dynamics obtained from changes in the shapes of diagonal peaks.\textsuperscript{24}

Here we show that coupling together with non-Gaussian statistics of frequency fluctuations of the individual OH stretch of a water molecule results in distinctively different dynamics of the symmetric and asymmetric eigenmodes. A comprehensive theoretical analysis based on combined MD—quantum mechanical simulations identifies the underlying physical processes accountable for such dissimilarity. Our results demonstrate that at least for hydrogen bonding systems a paradigm shift is needed: conventional spectroscopic theories\textsuperscript{3} ought to be complemented with computational methods that combine molecular dynamics, electronic structure calculations, and solving the time-dependent Schrödinger equation for the vibrational degrees of freedom. In particular, our findings are highly relevant for a better understanding of the dynamics of complex systems such as proteins, polymers, and light-harvesting complexes.

**Experimental Section**

As a model system, we chose a water molecule diluted in acetonitrile at room temperature. In this system, two OH vibrations are coupled via the oxygen atom while intermolecular water—water interactions are reduced to naught by use of an extremely low water concentration (molar ratio < 0.02).

The 2D spectra were measured following the nowadays standard protocol.\textsuperscript{21} In brief, 70 fs, 3 \( \mu \)m IR pulses from a home-built optical parametric amplifier were split into two pairs. The first pair of pulses separated by \( t_{12} \) imprints a frequency-modulated population grating\textsuperscript{24} that is allowed to propagate for the evolution time \( t_{23} \). During this time, the environmental fluctuations tend to wash out the grating: the finer the grating is, the more catastrophic is the loss of memory for the initial frequency modulation. The third pulse is scattered off the remaining grating and heterodyned by the fourth pulse at an MCT array producing the spectrum along the “probe” \( \omega_3 \) axis. The Fourier transformation of the obtained pattern over the \( t_{12} \) time to the “excitation” frequency domain \( \omega_1 \) results in the 2D correlation spectra.

The excitation pulse energies were kept as low as ~2 \( \mu \)J, while the heterodyned pulse was about 100 times weaker. All beams were focused to the spot of 100 \( \mu \)m diameter at the sample that was contained in a 50 \( \mu \)m thick, free-standing jet. Under such experimental conditions, the fraction of excited water molecules did not exceed 1%, which makes the higher-order nonlinear processes improbable. Experiments performed on neat acetonitrile revealed no substantial nonresonant solvent contribution.

**Results and Discussion**

The FTIR absorption spectrum of water diluted in acetonitrile sample (Figure 1b, upper panel) clearly demonstrates splitting of the coupled OH stretches into the higher-frequency asymmetric (at 3630 \( \text{cm}^{-1} \)) and lower-frequency symmetric (at 3540 \( \text{cm}^{-1} \)) modes. Note that strictly speaking, this designation is not entirely appropriate because the modes average participation ratio of 1.5 lies between the values of 1 and 2 for the fully localized and delocalized modes, respectively.\textsuperscript{25} The mixed mode character arises because the average coupling \((J(i)) = -43.8 \text{ cm}^{-1}\) is comparable to the rms width of the site frequency distribution (\(\sim 62 \text{ cm}^{-1}\)). Nonetheless, for the sake of simplicity we will use the terminology as if the modes were delocalized.

An example of the 2D spectrum at evolution time \( t_{23} = 0 \) is shown in Figure 1b. The energy level diagram for the molecule (Figure 1a) fully explains the peak positions. Two peaks at \( \sim 3540 \) and \( \sim 3630 \text{ cm}^{-1} \) correspond to the symmetric and asymmetric stretching OH vibrations, respectively (Figure 1a). The cross-peak at \( \omega_3 \sim 3540 \) and \( \omega_3 \sim 3630 \text{ cm}^{-1} \) is already visible at an early waiting time which indicates that these two
modes share the same ground state. The second cross-peak at \( \omega_1 \sim 3630 \) and \( \omega_3 \sim 3540 \text{ cm}^{-1} \) is suppressed because of its coincidental overlap with the excited state absorption at \( \omega_3 \sim 3560 \text{ cm}^{-1} \) by the asymmetric stretch (blue contours). At lower values of \( \omega_3 \), additional excited states absorption peaks are observed in accordance with the energy level diagram. While these peaks contain additional information on, for instance, anisotropy, its encoding is rather difficult due to substantial broadening, mixed symmetry, and dynamics of the respective transitions. For this reason, here we will mainly focus on the analysis of diagonal peaks retaining the excited state transitions as a general proof of the adequacy of the theoretical modeling.

The correlation spectra obtained at different evolution times \( t_{23} \) (i.e., delays between the pulse pairs) are shown in Figure 2a. At zero delay, both diagonal peaks are diagonally elongated, which is indicative of inhomogeneous broadening of the symmetric and asymmetric modes. However, the homogeneous contribution to the symmetric mode seems to exceed that for the asymmetric mode. This becomes more apparent at the longest evolution times where the asymmetric mode response still carries some inhomogeneity while the symmetric one has almost round shape, and, therefore, its initial inhomogeneity has vanished.

To quantify these observations and facilitate further comparison with simulations, we extended the line-shape analysis presented in ref 24 to account for multiple transitions in a 2D spectrum as follows. Each cut at frequency \( \omega_1 \) through a 2D spectrum was fitted with a combination of three Gaussians from which the positions of the maxima were found (Figure 2a). The slope of the curve connecting the maxima can be regarded as an indicator for the amount of dephasing at the given frequency. For a fully correlated response (for instance, at short waiting times), this slope is 1, and for uncorrelated zero. In the case of Gaussian dynamics, the slope value is exactly equal to the normalized to unity CF at the evolution time \( t_{23} \). Additional benefits of such analysis originate from the following factors: first, the slope values are not sensitive to the particular spectra normalization, and second, the method produces the dimensionless quantities which are very suitable for direct comparison.

Figure 3 summarizes this slope analysis by showing the respective slopes averaged about the frequencies of symmetric and asymmetric modes. It convincingly confirms that the symmetric mode dephases much quicker than the asymmetric one, at all evolution times. Different dephasing times could not be predicted by a standard theory (like, for instance, the multimode Brownian oscillator model) where both modes sample similar environmental dynamics.

To assist the interpretation of the experimental results, we performed combined MD and quantum mechanical simulations in the following way. First, the GROMACS 3.1.4 program was run using the acetonitrile force field developed by Guardia et al. and the standard SPC/E force field for water. For both molecules, the bond lengths and angles were kept fixed. We used a box containing 1 water molecule and 296 acetonitrile molecules. A 1 ns trajectory was produced using 1 fs time steps, while the snapshots were saved every 10 fs. Second, the OH stretch frequencies, coupling, and transition dipole moments were extracted from the MD trajectory using a recently published electrostatic ab initio map. This map includes the solvent-induced polarization of the transition dipoles (the non-Condon effect), which was demonstrated to be crucial for a correct description of the OH stretch spectrum. The linear absorption IR and Raman spectra of bulk water were excellently reproduced with this map. For direct comparison with experiment, the site frequencies were shifted 35 cm\(^{-1}\) to the red. Finally, a standard fluctuating vibrational Hamiltonian was constructed with these parameters.
\[ H(t) = \omega_1(t)B_1^1 B_1 + \omega_2(t)B_2^2 B_2 + J(t)(B_1^1 B_2 + B_2^2 B_1) - \frac{\Delta}{2}(B_1^2 B_2^2 B_1 + B_2^2 B_1^2 B_2) \]  \hspace{1cm} (4)

where \( B^1 \) and \( B \) stand for Bose creation and annihilation operators, respectively. A constant anharmonicity value of \( \Delta = 210 \text{ cm}^{-1} \) for the isolated OH stretch vibrations\(^{26} \) was added to the Hamiltonian to account for the doubly excited states. The linear absorption and 2D-IR spectra were simulated with the numerical integration of the Schrödinger equation scheme\(^{35} \) using the Hamiltonian (eq 3). This method directly calculates the response function from the MD trajectories and automatically accounts for non-Gaussian effects if present even in the extreme case of chemical exchange.\(^{36} \) Note that the so-called coherent pathways,\(^{37} \) i.e., when the light–matter interaction proceeds via a coherent superposition of symmetric and asymmetric modes during the waiting time, are automatically included in the simulations despite their relatively low contribution.

The simulated linear spectrum (Figure 1c, upper panel) reproduces the experimental one (Figure 1b) quite well given the fact that no free parameters were used. The simulated 2D spectra (Figures 1c and 2b) are also in good agreement with the experimental observations (Figures 1b and 2a). This also holds for the slope values of the calculated 2D patterns (Figure 2b, black curves), which fall excellently on the experimental data (Figure 3). The calculated CF of the asymmetric mode decays indeed much slower than the symmetric one (Figure 4a), which is fully consistent with the slope analysis. The latter has been proven\(^{24} \) to yield the right values of the CF only for Gaussian fluctuations, whereas the non-Gaussian case has never been considered theoretically as yet. Our results suggest that applicability of the method seems to be broader than was originally thought, at least for systems with a moderate contribution of non-Gaussian dynamics. The discrepancy between the slope analysis and CFs observed at very short times is caused by the breakdown of approximations used in the theoretical analysis.\(^{24} \)

Now the question is from where the difference between the CFs of the symmetric and asymmetric modes originates. To answer this question, we analyzed the individual CFs obtained from the simulations (Figure 4b). The OH site frequency CF \( \langle \omega_i(0) \cdot \omega_i(t) \rangle \) (solid blue curve) first decays on the time scale of \( \sim 50 \text{ fs} \) which, after a recurrence at \( \sim 200 \text{ fs} \), is followed by a longer, 1.5 ps decay. To identify the underlying molecular processes, we examined the mutual configurations and motions of water and acetonitrile molecules at different times. The 50 fs initial decay is caused by strongly damped librations of the water molecule about the mean frequency of \( \sim 650 \text{ cm}^{-1} \) reported earlier.\(^{38} \) The recurrence at \( \sim 200 \text{ fs} \) observed also in the experimental slope (Figure 3) is due to underdamped low-frequency intermolecular hydrogen bond stretching modes. This was verified by calculating the correlation function of the shortest H···N distance, which shows the same recurrence at \( \sim 200 \text{ fs} \) (Figure 5). These results are in line with general findings by others for an HDO molecule dissolved in D\(_2\)O.\(^{33,39,40} \)

The standard deviation of the coupling fluctuation about the average coupling value of \( \langle J(t) \rangle = -43.8 \text{ cm}^{-1} \) is only 4.2 cm\(^{-1} \). For this reason, the CF of the coupling \( \langle J(0) \cdot J(t) \rangle \) is so small (Figure 4b, dotted line) that its contribution can be safely disregarded. Quite unexpectedly for us, the cross-correlation between the fluctuating coupling and site frequency \( \langle \omega_i(0) \cdot J(t) \rangle \) has been proven\(^{24} \) to yield the right values of the CF only for Gaussian fluctuations, whereas the non-Gaussian case has never been considered theoretically as yet. Our results suggest that applicability of the method seems to be broader than was originally thought, at least for systems with a moderate contribution of non-Gaussian dynamics. The discrepancy between the slope analysis and CFs observed at very short times is caused by the breakdown of approximations used in the theoretical analysis.\(^{24} \)
CFs like, for instance, fraction and square-root terms in eq 1 and found that odd-order terms in eq 2), thereby revoking the first scenario outlined in the Introduction. Therefore, we focused on correlations between the first fraction and square-root terms in eq 1 and found that odd-order CFs like, for instance, are not vanishing (solid green curve) as they do for a Gaussian random process. The plus/minus sign in eq 3 results in dissimilar dynamics of the asymmetric/symmetric modes and, in particular, is accountable for suppressing/enhancing the recurrence at 200 fs (Figure 4a) that is also apparent in the third-order CF but has a 180° phase shift with respect to CFs. The slope value analysis of the experimental data seems to support this conclusion but at the edge of its accuracy. The third-order site frequency cross-CFs (like (ω_{s(0)}ω_{a(t)})) are about 1 order of magnitude smaller than the ones involving only one site, and as such they have little importance for the understanding of the dynamics.

We note that, as follows from eq 1, had the site frequency fluctuations been fully correlated, the two peaks would have exhibited identical dynamics. In this respect, it is instructive to calculate the cross-CF between the two site frequencies (Figure 4b, dash-dotted curve). It starts at ~17% of the value of the site frequency CFs and is negative at short times (i.e., the OH site frequencies are partly anticorrelated). The cross-CF turns positive after ~50 fs and reaches the site frequency CF by 1 ps, when molecular motions become more collective, and therefore differences between the two hydroxyl groups dynamics vanish. The initial anticorrelation of the site frequencies also explains the absence of quantum beats (with a period of ~370 fs) in the slope values that are characteristic of coherent excitation of frequency-correlated transitions.

As a final test, we computer-generated the frequency trajectories with the same amplitude rms deviations but having strictly Gaussian statistics and uncorrelated site frequencies. Indeed, their substitution instead of those obtained from the genuine MD simulations resulted in identical dynamics for the symmetric and asymmetric modes and the appearance of the quantum beats at ~350 fs.

Having established the non-Gaussian character of the site frequency dynamics, we can trace its origin from the simulations. For that, we analyzed the higher-order CFs of the electric field generated by the solvent along the OH bond, and the hydrogen bond distance (H···N). The vibrational frequency is a quadratic function of the electrical field, and the modulation of the hydrogen bond distance is expected to give a major contribution to the electric field fluctuations. The second- and third-order CFs were calculated for these quantities and normalized by dividing with the standard deviation to the second- and third-order, respectively (Figure 5). The second- and third-order CFs of the electric field closely resemble those for the site frequency fluctuations (Figure 4b). However, the normalized third-order CF of the hydrogen bond coordinate is significantly larger than that of the electric field. This demonstrates that the underlying molecular dynamics are even more non-Gaussian in character than the electric field of/and the frequency fluctuations. This is highlighted in the inset of Figure 5 where a long non-Gaussian tail is evident in the distribution of the hydrogen bond distances. The inverse distance squared dependence of the electric field—which ultimately defines the OH site frequency—compresses this tail but not enough for suppressing non-Gaussian statistics of the frequency fluctuations.

With the success of describing heterogeneous dynamics in the acetonitrile–water mixture, we would like to reiterate that the observed dynamics in this system is not the only way a system of coupled vibrations can behave. As earlier mentioned, if one substitutes the actual OH site frequencies with frequencies derived from a pure Gaussian process (modeled by the overdamped Brownian oscillator), the dynamics of the symmetric/asymmetric modes becomes identical. Furthermore, even when the site frequencies exhibit non-Gaussian dynamics, the two eigenstates can behave identically if the site frequencies are perfectly correlated and/or the magnitude of the site frequency fluctuations is much smaller than the coupling. This can be directly seen from eq 1 from where the eigenfrequencies are derived as \( \omega_{s(0)} = |\omega_{s(0)} + \omega_{a(t)}|/2 \pm J(t) \). If the coupling is weaker than the rms fluctuations of the site frequency (i.e., \( J(t) \ll (|\omega_{s(0)} - \omega_{a(t)}|)^{2/3} \)), the two eigenfrequencies both behave in the same way as the site frequency, and the two eigenstates will exhibit identical dynamics. Finally, if the coupling is significantly correlated with the site frequencies and its fluctuations have a substantial magnitude, dissimilar dynamics of the eigenstates will be observed as well.

**Conclusion**

The dominant finding of this paper is undoubtedly the experimentally observed and theoretically verified difference in dynamics of the coupled vibrations. The way that non-Gaussian statistics together with the coupling affect symmetric and asymmetric mode dynamics could only be unraveled on the basis of combined quantum-mechanical and MD simulations. Furthermore, this is not exclusively restricted to coupled hydrogen-bonded systems but certainly applies to more general cases. Recently proposed 3D-IR spectroscopy holds great promises for such studies.
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