Comparing crowding in human and ideal observers

A visual target is more difficult to recognize when it is surrounded by other, similar objects. This breakdown in object recognition is known as crowding. Despite a long history of experimental work, computational models of crowding are still sparse. Specifically, few studies have examined crowding using an ideal-observer approach. Here, we compare crowding in ideal observers with crowding in humans. We derived an ideal-observer model for target identification under conditions of position and identity uncertainty. Simulations showed that this model reproduces the hallmark of crowding, namely a critical spacing that scales with viewing eccentricity. To examine how well the model fits quantitatively to human data, we performed three experiments. In Experiments 1 and 2, we measured observers' perceptual uncertainty about stimulus positions and identities, respectively, for a target in isolation. In Experiment 3, observers identified a target that was flanked by two distractors. We found that about half of the errors in Experiment 3 could be accounted for by the perceptual uncertainty measured in Experiments 1 and 2. The remainder of the errors could be accounted for by assuming that uncertainty (i.e., the width of internal noise distribution) about stimulus positions and identities depends on flanker proximity. Our results provide a mathematical restatement of the crowding problem and support the hypothesis that crowding behavior is a sign of optimality rather than a perceptual defect.
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Introduction

Numerous studies have demonstrated that a visual target is more difficult to identify when other, similar objects surround it (Figure 1). This effect is called visual crowding and fundamentally limits conscious visual perception. Crowding is typically quantified in terms of contrast threshold elevation, that is, the increase in target contrast required to equalize recognition performance for a flanked target with that of the same target presented in isolation (Levi, 2008). The largest target-flanker spacing at which such threshold elevation occurs is commonly called the critical spacing.
It has been found that critical spacing is proportional to the retinal eccentricity of the target (Bouma, 1970; Pelli, Palomares, & Majaj, 2004) and independent of feature (van den Berg, Roerdink, & Cornelissen, 2007). This proportionality is a hallmark of crowding and distinguishes it from visual masking (Levi, 2008; Pelli et al., 2004).

A long-standing scientific interest in the crowding phenomenon (Bouma, 1970; Korte, 1923; Stuart & Burian, 1962) has produced a wealth of experimental data and theories (Levi, 2008). A prevalent theory argues that crowding is a result of integrating features over inappropriately large areas (Greenwood, Bex, & Dakin, 2010; Levi & Carney, 2009; Pelli et al., 2004; Pelli & Tillman, 2008; van den Berg, Roerdink, & Cornelissen, 2010), but it has also been suggested that crowding is primarily a result of substituting object positions due to spatial uncertainty (Chung & Legge, 2009; Greenwood, Bex, & Dakin, 2009; Huckauf & Heller, 2002; Nandy & Tjan, 2007; Strasburger, 2005) or of attentional limitations (Chakravarthi & Cavanagh, 2007; He, Cavanagh, & Intriligator, 1996; Petrov & Popple, 2007). Despite the abundance of data and theories, quantitative models for crowding are sparse (Whitney & Levi, 2011) and have been put forward only recently (Dakin, Cass, Greenwood, & Bex, 2010; Greenwood et al., 2009; Nandy & Tjan, 2007; Solomon & Dayan, 2011; van den Berg et al., 2010). Whereas several researchers have proposed that crowding may be explained using ideal-observer theory, as yet it is unclear to what extent the behavioral hallmark of crowding, namely critical spacing that scales with target eccentricity, would be compatible with an ideal-observer account of crowding.

To address this question, we derived an ideal-observer model for object identification in the presence of flankers and perceptual noise. Using simulations, we examined the qualitative behavior of this model and found that it produces behavior qualitatively similar to the behavior typically found with human observers. To assess how well the model quantitatively accounts for human data, we performed three experiments. In the first two experiments, we measured identification and localization performance for objects presented in isolation at a range of stimulus eccentricities and with a range of contrasts. In the third experiment, we measured target-identification performance in the presence of flankers. To preview our results, we found that about half of the errors in the third experiment could be explained by the perceptual uncertainty measured in Experiments 1 and 2. The remainder of the errors could not be explained by an increase in either position or identity uncertainty alone, but a model in which both types of uncertainty depend on flanker proximity did accurately account for the data.

### Model

#### Derivation

Our model is based on the notion that humans are noisy observers (Faisal, Selen, & Wolpert, 2008) in the sense that stimulus positions and identities are never perfectly encoded but always involve some noise. The ideal observer is the observer who performs as well as is theoretically possible in the presence of such noise. To qualitatively assess whether ideal observers exhibit crowding, we derived a model for a simple target-identification task with one to-be-ignored flanker. The two stimuli are positioned at adjacent locations, one of which is defined as the target location (Figures 2a and b). The task is to report the identity of the target. Because both the positions and identities of stimuli are encoded in a noisy manner, the ideal observer will occasionally confuse the object positions or misinterpret the identity of the target. We refer to these errors as “position confusions” (PC) and “identity confusions” (IC), respectively.

The probability of a PC can be computed as follows. Let the target be defined as the stimulus closest to fixation. Then the probability of a PC is equal to the probability of perceiving the flanker closer to fixation than the target. If we assume Gaussian noise in the encoded positions, then this probability can be expressed as follows:

\[
p(\text{PC}|\varphi, \sigma) = p(x_D < x_T | \varphi, \sigma) = p(x_D - x_T < 0 | \varphi, \sigma) = \frac{1}{2} + \frac{1}{2} \operatorname{erf}\left(\frac{\varphi_T - \varphi_D}{\sqrt{2}(\sigma_D^2 + \sigma_T^2)}\right),
\]

where \(\varphi = (\varphi_T, \varphi_D)\) represents the (one-dimensional) positions of the target and distractor, respectively, and \(\sigma = (\sigma_T, \sigma_D)\) the spatial uncertainty at these locations, and \(x = (x_T, x_D)\) the internal representations of the stimulus positions. The probability of an IC equals the probability of reporting a “B” when the target (or, in case of a PC, the flanker) is an “A,” or vice versa. This is equal to 1 minus the probability of reporting the correct stimulus. We assume that the probability of reporting the correct stimulus follows a scaled and

![Figure 1. Example of crowding. The two Bs are at equal distance from the “+.” When fixating the “+,” the isolated B on the left is easy to recognize, whereas the B on the right appears to be jumbled with the flanking As. This is called crowding.](Image 66x712 to 267x731)
translated cumulative normal distribution as a function of the logarithm of stimulus contrast:

\[
F(c; \mu_{IC}, \sigma_{IC}^2) = \frac{1}{2} + \frac{1}{2} \int_{-\infty}^{\ln c} \frac{1}{\sqrt{2\pi}\sigma_{IC}^2} e^{-\frac{(x-\mu_{IC})^2}{2\sigma_{IC}^2}} \, dx,
\]

where \( \mu_{IC} \) and \( \sigma_{IC}^2 \) are the mean and width of the cumulative normal function and \( c \) the contrast of the encoded stimulus (which, as will be shown later, is a good description of human performance; Figure 5). Hence, the probability of an IC can be written as

\[
p(\text{IC}|c; \mu_{IC}, \sigma_{IC}^2) = 1 - F(c; \mu_{IC}, \sigma_{IC}^2) = \frac{1}{2} - \frac{1}{2} \int_{\ln c}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_{IC}^2} e^{-\frac{(x-\mu_{IC})^2}{2\sigma_{IC}^2}} \, dx.
\]

When stimulus contrast is close to 0, the probability of reporting the wrong stimulus is equal to chance (0.5; i.e., the observer must guess); when stimulus contrast is high, the probability of an IC approaches 0.

The probability of reporting the wrong stimulus on a trial in which no PC occurs is equal to the probability of incorrectly decoding the target signal (i.e., to the probability that an IC occurs):

\[
p(\text{error|no PC}, c_T; \mu_{IC}, \sigma_{IC}^2) = p(\text{IC}|c_T; \mu_{IC}, \sigma_{IC}^2),
\]

where \( c_T \) is the contrast of the target. Responses on trials in which a PC has occurred are based on the signal from the flanker. Because there are only two possible stimulus identities and the target and distractor are always different from each other in the experiment that we are modeling, this leads to an error only if the flanker signal is decoded correctly, that is, if no IC occurs. Hence, we get

\[
p(\text{error|PC}, c_F; \mu_{IC}, \sigma_{IC}^2) = 1 - p(\text{IC}|c_F; \mu_{IC}, \sigma_{IC}^2),
\]

where \( c_F \) denotes the contrast of the flanker. The total
probability of an error being made is thus:

\[
p(\text{error}|\varphi, c, \mu_{IC}, \sigma_{IC}^2) = p(\text{no PC}|\varphi, \sigma) p(\text{IC}|c_T, \mu_{IC}, \sigma_{IC}^2) + p(\text{PC}|\varphi, \sigma) \\
\quad \times \left(1 - p(\text{IC}|c_T, \mu_{IC}, \sigma_{IC}^2)\right).
\]  

(1)

Simulations

In the simulations conducted to study the qualitative behavior of this model, flanker contrast, \(c_F\), was set to 20%. (All contrasts throughout the paper are specified as the Weber contrast.) The width of the positional noise distribution was set at 1° for both the target and the flanker, i.e., \(\sigma_T = \sigma_F = 1°\). The two parameters that determine the probability of an identity confusion, \(\mu_{IC}\) and \(\sigma_{IC}\), were set to 10% and 1%, respectively. Using Equation 1, we computed performance as a function of target contrast, \(c_T\), for a range of target-flanker spacings. From the resulting curves, we estimated the target-contrast thresholds that yield 75% correct performance. Plotting these thresholds as a function of stimulus spacing (Figure 2c) revealed a curve qualitatively similar to those typically found when human subjects perform target identification under conditions of crowding; the identification threshold declines as spacing is increased, up until a “critical” spacing beyond which the identification threshold is more or less stable. A trilinear function was fit to these thresholds (Figure 2c) to estimate the critical spacing, as has been done in previous studies (Pelli et al., 2004; van den Berg et al., 2007).

The previous results indicate that critical spacing is an inherent property of ideal observers, even when assuming that the standard deviation of the positional noise distribution does not depend on the retinal eccentricity of the stimulus. A recent paper, however, reported that positional uncertainty is described well by a Gaussian noise distribution with a standard deviation that depends linearly on eccentricity (Michel & Geisler, 2011). Using this assumption of linearity, we repeated our simulations for several target eccentricities, \(\varphi_T\), yielding an estimate of critical spacing as a function of target eccentricity (Figure 2d). We found that the model produces a critical spacing that scales with eccentricity. Hence, the behavioral hallmark of crowding (Levi, 2008; Pelli et al., 2004) seems to be a qualitative property of any ideal observer who performs target identification in the face of visual uncertainty.

These results show that, in theory, one merely needs to assume that perception is noisy and that humans behave as ideal observers to explain critical spacing in crowding. Whether this is a good model for describing human-observer data depends on whether the levels of uncertainty in the model match the levels of uncertainty found in human subjects—something rarely measured in crowding studies. Therefore, prior to measuring subjects’ behavior in a crowded condition (Experiment 3), we first measured their levels of perceptual uncertainty for targets presented in isolation (Experiments 1 and 2).

Experiment 1

In Experiment 1, we measured spatial uncertainty for isolated targets as a function of both viewing eccentricity and stimulus contrast.

Observers

Six human observers (4 male, 2 female; age range, 21 to 28 years) participated. One of the observers was an author (AM); the other five were paid students who were naive regarding the purpose of the experiment. All observers had normal or corrected-to-normal vision.

Apparatus

Stimuli were generated and data collected using Mathworks™ Matlab in combination with the Psychophysics Toolbox extension (Brainard, 1997; Pelli, 1997). Stimuli were displayed on a 22-inch LaCie RGB monitor with a frame rate of 60 Hz. Prior to the experiments, we used a Konica Minolta CS-100A colorimeter to measure the relationship between the monitor’s RGB input triplets (grayscale, \(R = G = B\)) and its luminance output (in cd/m\(^2\)). The viewing distance was 60 cm. Luminance of the (gray) background screen was 35 cd/m\(^2\). A chin rest was used to minimize head movements.

Stimuli and procedure

The stimuli in Experiment 1 consisted of the letters A through F presented in the Sloan font (Pelli & Robson, 1988). On each trial, a letter was selected randomly and presented to both the left and right of a central fixation mark at different eccentricities (Figure 3a). Stimuli were presented for 83 ms. The task of the observer was to indicate which of the two letters was closest to the fixation point. On each trial, the eccentricities at which the letters were presented were picked as follows: A base eccentricity, \(\varphi\), was chosen from the set \(\{3.0, 4.25, 5.50, 6.75, 8.0\}\), and a difference value, \(\Delta_{\varphi}\), from a set of 10 positive and 10 negative values (with \(|\Delta_{\varphi}|\) logarithmically spaced). Subsequently, the eccentricities
of the left and right stimulus were set to $\phi_L = \bar{\phi} - \frac{1}{2} \Delta \varphi$ and $\phi_R = \bar{\phi} + \frac{1}{2} \Delta \varphi$, respectively. (Hence, the left stimulus was closer to fixation on trials with $\Delta \varphi > 0$ and the right stimulus on trials with $\Delta \varphi < 0$.) To reduce the number of values of $\Delta \varphi$ at which subjects perform at floor or ceiling performance, the boundaries of the range of $|\Delta \varphi|$ were automatically updated after each 300 trials. If an observer’s mean performance over the last 300 trials was below 70%, then the maximum value was increased by 10%. If the mean performance was above 80%, the minimum value was decreased by 10%. Following this change, a new set of 20 values for $\Delta \varphi$ was computed.

Stimuli were presented at one of five possible contrast values (logarithmically spaced), randomly chosen on each trial. Both stimuli were presented at the same contrast. Maximum stimulus contrast was set to 50% for all observers. To minimize detection errors, the minimum contrast was set to 1.1 times an observer’s 99%-correct detection contrast threshold. An observer’s contrast threshold was determined prior to the main experiment using a detection task in which a random letter was presented at 6° eccentricity randomly to the left or right of fixation, at random contrast. The observer reported whether the stimulus appeared at the left or right side. A cumulative Gaussian was fit to performance as a function of (log) contrast. The thus found 99%-correct detection contrasts thresholds were 8.7%, 18.5%, 16.6%, 16.6%, 12.8%, and 13.3% for subjects AM, EK, GK, KN, SF, and XL, respectively.

After each trial, observers were given feedback through a change in the color of the otherwise gray fixation mark to green (correct) or red (error) during the intertrial interval. Each observer completed 15 blocks of 150 trials each.

Results

Estimates of observers’ positional uncertainty were computed by fitting an ideal observer model to the data. Under the assumption that observed stimulus locations are normally distributed around the real stimulus location, the probability that the perceived location of the stimulus on the left is closer to fixation than the perceived location of the stimulus on the right equals

$$p(x_L < x_R | \phi_L, \phi_R, \sigma_L, \sigma_R) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\phi_R - \phi_L}{\sqrt{2(\sigma_L^2 + \sigma_R^2)}} \right),$$

where $\phi_L$ and $\phi_R$ denote the eccentricities of the stimuli on the left and the right, respectively; $x_L$ and $x_R$ denote their internal representations; and $\sigma_L$ and $\sigma_R$ denote the trial-to-trial variability over these internal representations.

Previous studies have found that the noise distribution for perceived positions is well-described by a Gaussian distribution with a standard deviation linearly related to stimulus eccentricity (Michel & Geisler, 2011) and weakly depends on stimulus contrast (Hess & Holliday, 1992). To verify whether this holds for the data of Experiment 1, we compared four different functions relating spatial uncertainty ($\sigma$) to retinal eccentricity ($\varphi$) and contrast ($c$) (Table 1). Bayesian model comparison (see Appendix for details) revealed that the model that assumes a linear relationship between $\sigma$ and stimulus eccentricity, and a power-law relationship between $\sigma$ and stimulus contrast, provides the most likely description of the data.
Specifically, this function (Function 2 in Table 1) outperforms the first, third, and fourth functions shown in Table 1, with $116 \pm 28$, $118 \pm 28$, and $4.3 \pm 0.3$ log-likelihood points, respectively. Note that a difference of 4.3 means that one model is $\exp(4.3) \approx 74$ times more likely than the other, given the dataset.

For each subject, we computed maximum-likelihood values for parameters $a$ and $t$ under Function 2 in Table 1 (see Appendix for details). Data and model fits are shown in Figure 4. The maximum likelihood values of the parameters were $a = 0.30 \pm 0.07$ and $t = -0.33 \pm 0.06$ (mean $\pm 1$ SEM).

### Table 1. Overview of the functions that were examined to relate spatial uncertainty to stimulus eccentricity and contrast.

<table>
<thead>
<tr>
<th>Function number</th>
<th>Relationship between $\sigma$ and $\phi$</th>
<th>Relationship between $\sigma$ and $c$</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Linear</td>
<td>Linear</td>
<td>$\sigma(\phi, c) = a \phi c$</td>
</tr>
<tr>
<td>2</td>
<td>Linear</td>
<td>Power law</td>
<td>$\sigma(\phi, c) = a \phi c^t$</td>
</tr>
<tr>
<td>3</td>
<td>Power law</td>
<td>Linear</td>
<td>$\sigma(\phi, c) = a \phi^t c$</td>
</tr>
<tr>
<td>4</td>
<td>Power law</td>
<td>Power law</td>
<td>$\sigma(\phi, c) = a \phi^t c^t$</td>
</tr>
</tbody>
</table>

In Experiment 2, we measured observers’ uncertainty about stimulus identity as a function of stimulus contrast. The observers, apparatus, and general procedure in Experiment 2 were identical to those in Experiment 1, except for the following differences: Only one stimulus was presented on each trial, and the task was to report the identity of this stimulus (Figure 3b). To discourage observers from making anticipatory eye movements, the stimulus was presented to the left or right side of fixation with equal probability. The stimulus was presented at 6° eccentricity at one of 12 contrasts in the range 1.5% to 24% (logarithmically spaced). Each observer completed 12 blocks of 150 trials.

### Results

The probability of an error decreased with increasing contrast. We fitted these data with a cumulative Gaussian with a baseline of 1/6 (chance performance):
Correct identification; IC; \( r^2_{\text{IC}} \) \( \approx \frac{1}{6} + \frac{5}{6} \int_{-\infty}^{\ln c} \frac{1}{\sqrt{2\pi \sigma^2_{\text{IC}}}} e^{-\frac{(x-\mu^2_{\text{IC}})^2}{2\sigma^2_{\text{IC}}}} \, dx. \) (2)

This function provided a good fit to the data of each subject. Pooled results are shown in Figure 5.

**Experiment 3**

**Methods**

In Experiment 3, we measured target identification performance in the presence of flankers. The experiment was identical to Experiment 2, except for the following differences: The target was flanked on either side by a letter randomly chosen from the range A through F. The flankers were always different from the target and from each other. The center-to-center spacing between the target and flankers was randomly chosen on each trial from a set of 12 values in the range 0.9 to 4.5°. The contrast of both flankers was set to 1.5 times the minimum contrast used in Experiment 1. The contrast of the target was randomly chosen on each trial from a set of 12 linearly spaced contrast values with minimum and maximum values as in Experiment 1. Each observer completed 15 blocks of 150 trials each.

**Results**

For each observer and target-flanker spacing in Experiment 3, we computed the proportion of trials on which the observer reported a nontarget letter and the proportion of trials on which the observer reported a flanker letter. We call the former “errors” and the latter “flanker correspondences” (Strasburger, 2005). Note that the flanker correspondences are a subset of the errors. Analyzing flanker correspondences may help to disentangle the relative contributions of position and identity uncertainty from crowding, because these two types of uncertainty have different effects on the flanker correspondences. For example, if identity and position confusion occur independently of each other, then every position confusion will cause a flanker correspondence, whereas (in the present task) only two out of every five identity confusions will result in a flanker correspondence.

Figure 6a shows the proportions of error and flanker-correspondence trials as a function of target-flanker spacing. Both are inversely related to spacing. Figure 6b shows the flanker correspondences as a proportion of the errors. In line with a previous study (Strasburger, 2005), the actual number of flanker correspondences was substantially higher than chance level, especially at small spacings. Figure 6c shows target-contrast thresholds as a function of spacing. We fitted a trilinear function to these data and found a critical spacing of approximately 3.5°, which is 0.58 times the target eccentricity.

**Model derivation for Experiment 3**

In this section, we derive a model for the task in Experiment 3. We first explain how we modeled the probabilities of position and identity confusions. Thereafter, we derive expressions for the error and flanker-correspondence probabilities in Experiment 3.

**Modeling the probabilities of position and identity confusions**

Because the target in Experiment 3 was defined as “the central stimulus,” a PC occurred when one of the flankers was perceived at the central location. To express this mathematically, let \( \varphi = (\varphi_{\text{IN}}, \varphi_T, \varphi_{\text{OUT}}) \) denote the locations of the foveal (inward) flanker, target, and peripheral (outward) flanker, respectively; \( x_{\text{IN}}, x_T, \) and \( x_{\text{OUT}} \), their normally distributed internal representations; and \( c = (c_{\text{IN}}, c_T, c_{\text{OUT}}) \) their contrasts.
IC can be specified using Equation 2:
\[
p(\text{IC}|\phi, c) = 1 - p(x_{\text{IN}} < x_T < x_{\text{OUT}}|\phi, \sigma) - p(x_{\text{OUT}} < x_T < x_{\text{IN}}|\phi, \sigma),
\]
where \( \sigma = (\sigma_{\text{IN}}, \sigma_T, \sigma_{\text{OUT}}) \) is the trial-to-trial variability in the internal representations of the stimuli as estimated from Experiment 1. Evaluating Equation 3 involves taking the integral of the error function, for which no closed-form solution exists. Therefore, we evaluated this equation numerically using Monte Carlo simulation.

Because we do not know what form the noise distribution over letter identities takes, we cannot derive the probability of an IC analytically. Therefore, we approximated the probability of an IC as the probability of misperceiving the identity of a target as that of correctly decoding the flanker signal plus the probability of reporting a flanker equals the probability of incorrectly decoding it to the letter that happened to be the same as one of the flankers. Averaged over all possible target and flanker letter combinations, this probability equals
\[
p(\text{PC}|\phi, c, \theta) = p(\text{no PC}|\phi, c, \theta)p(\text{IC}|c_T, \theta) + p(\text{PC}|\phi, c, \theta)(1 - \frac{1}{5}p(\text{IC}|c_F, \theta)).
\]

Modeling flanker correspondence rates in Experiment 3

The expected proportion of flanker correspondences (FCs) was modeled as follows. For trials on which no position confusion occurs, the probability of reporting a flanker letter equals the probability of erroneously decoding the target signal to a letter that happened to be the same as one of the flankers. Averaged over all possible target and flanker letter combinations, this probability equals
\[
p(\text{FC}|\phi, c, \theta) = \frac{2}{5}p(\text{IC}|c_T, \theta).
\]
For trials on which a position confusion occurred, the probability of reporting a flanker equals the probability of correctly decoding the flanker signal plus the probability of incorrectly decoding it to the letter that happens to be the same as the other flanker. Averaged over all possible targets and flankers, this probability equals
\[
p(\text{FC}|\phi, c, \theta) = p(\text{no IC}|c_F, \theta) + \frac{1}{5}p(\text{IC}|c_F, \theta).
\]
Combining both cases, the overall probability of a flanker correspondence equals
\[ p(FC|\varphi, c, \theta) = \frac{2}{5} p(\text{no PC}|\varphi, c, \theta)p(\text{IC}|c_T, \theta) + p(\text{PC}|\varphi, c, \theta) \left[ p(\text{no IC}|c_F, \theta) + \frac{1}{5} p(\text{IC}|c_F, \theta) \right]. \]

**Model fits to Experiment 3**

**Predicted versus empirical error and flanker correspondences rates**

With the model parameters, \( \theta = (a, t, \mu_{IC}, \sigma_{IC}) \), fixed to the values estimated from Experiments 1 and 2, we computed the expected proportions of errors and flanker correspondences in Experiment 3. We found that both the proportion of errors and the proportion of flanker correspondences are strongly underestimated (Figure 7a). Specifically, we found that this model explains 44% ± 5.2% of the errors in Experiment 3 (Figure 7b). Hence, whereas the sensory uncertainty measured in Experiments 1 and 2 can explain a major part of the crowding effect, it also leaves a large part unexplained.

If we assume that subjects behave as ideal observers in this task, then our finding that only half of the errors are accounted for by the perceptual uncertainty measured in Experiments 1 and 2 suggests that the addition of the flankers caused an increase in uncertainty about stimulus positions and/or identities. To examine whether this could be the case and to disentangle the effects of spatial and identity uncertainty, we adapted the model to test the following three hypotheses: (1) Flanker proximity affects positional uncertainty; (2) Flanker proximity affects identity uncertainty; and (3) Flanker proximity affects both positional and identity uncertainty.

**Hypothesis 1: flankers proximity affects positional uncertainty**

To test whether a model in which flanker proximity affects positional uncertainty can account for the data from Experiment 3, we let parameter \( a \) in the equation that relates stimulus contrast and eccentricity to position uncertainty, \( \sigma(\varphi, c) = a \varphi c^t \), depend on stimulus spacing. We did this using a power law function, because it satisfies the following conditions: (1) For very large spacing, position uncertainty converges to the case without flankers, as measured in Experiment 1; (2) The relation between position uncertainty and stimulus spacing is monotonic, but not otherwise strongly constrained; and (3) The number of additional model parameters is small. Specifically, we let \( a \) be the following function of two parameters, \( x \) and \( \beta \), and target-flanker spacing, \( \varphi_{OUT} - \varphi_T \):

\[ a = a_I \left[ 1 + x(\varphi_{OUT} - \varphi_T)^\beta \right], \]

where \( a_I \) is the value of \( a \) for isolated stimuli as estimated from Experiment 1. For negative \( \beta \leq 0 \), positional uncertainty converges to \( a_I \) when spacing is large.

Model parameters were fitted using maximum-likelihood fitting (see Appendix). We fitted the parameters to explain performance accuracy (correct/incorrect) rather than the actual responses (the letters A through F). As a result, flanker correspondence rates, the computation of which depends on the actual responses, were not available during model fitting. Hence, the flanker correspondence rates can be considered independent model predictions.

As shown in Figure 8 (top row, left), the mean error rates in Experiment 3 can be accounted for by assuming

---

**Figure 7. Predicted versus actual error rates in Experiment 3.** (a) The ideal-observer model underestimates both the error and flanker correspondence rates (solid curve: predicted error rate; dashed curve: predicted flanker correspondence rate). (b) The ratio between the predicted and actual error rates (black curve). The model explains approximately half of the errors (green area; the mean area size across subjects was 44% ± 5.2%). The gray-shaded areas in both plots represent 1 SEM of model predictions.
that flanker proximity affects uncertainty about stimulus position. Indeed, a two-way ANOVA with the factors observer type (model vs. human) and spacing (10 values in the range $0.9$ to $4.5$) showed no main effect of observer type ($F[1, 120] = 0.81, p = 0.37$). However, this model predicts flanker-correspondence rates that are significantly different from those of the human observers ($F[1, 120] = 48.8, p < 0.001$). The identification thresholds following from this model (Figure 8, top row, right) are also significantly different from the human observer thresholds ($F[1, 104] = 19.0, p < 0.001$). These results argue against the hypothesis that the crowding behavior in Experiment 3 was caused solely by an increase in position uncertainty.

**Hypothesis 2: flanker proximity affects identity uncertainty**

To test the hypothesis that flanker proximity affects identity uncertainty, we manipulated the probability of an IC through parameter $\mu_I$ in Equation 4:

$$\mu_I = \mu_1 \left[ 1 + \gamma (\theta_{OUT} - \theta_T)^3 \right],$$

where $\mu_1$ is the value of $\mu_I$ for isolated stimuli, as estimated from Experiment 2. We let the width of the cumulative Gaussian in Equation 4 scale with its mean by fixing the ratio between $\mu_I$ and $\sigma_I$ to $\mu_1/\sigma_1$.

There is no significant difference between the error rates in the subject data and those fitted by the model ($F[1, 120] = 0.47, p = 0.49$), which suggests that it can accurately account for those rates (Figure 8, center row, left). However, this model predicts flanker-correspondence rates that are significantly different from those in the human data ($F[1, 120] = 52.4, p < 0.001$). In addition, the identification thresholds following from this model (Figure 8, center row, right) are significantly different from the human observer thresholds ($F[1, 104] = 15.7, p < 0.001$). These results show that it is unlikely that the crowding behavior observed in Experiment 3 resulted solely from an increase in uncertainty about the identities of the stimuli.

**Hypothesis 3: flanker proximity affects both position and identity uncertainty**

Finally, we tested a model in which flanker proximity affects both position and identity uncertainty. This model produces behavior indistinguishable from the human data (Figure 8, bottom row). An ANOVA such as the ones previously described revealed no main effects of observer type on error rate ($F[1, 120] = 0.008, p = 0.93$), contrast thresholds ($F[1, 104] = 0.22, p = 0.64$), or predicted flanker-correspondence rates ($F[1, 120] = 1.420, p = 0.24$). These results suggest that—if observers were optimal in Experiment 3—then one way to explain crowding effects is by assuming that uncertainty about both stimulus positions and identities depends on flanker proximity.

**Model comparison**

To compare the likelihoods of the three hypotheses in a more rigorous way, we computed the likelihood of the subject data under each of the models. Because not all the models have the same number of parameters, we used Bayesian model comparison (MacKay, 2003) to compute and compare these likelihoods (see Appendix for details). The results confirmed that the model in which the proximity of flankers affects both position and identity uncertainty describes the data better than the models in which only one type of uncertainty depends on flanker proximity. Averaged over subjects, the log-likelihood difference with the model in which flanker proximity does not affect the level of positional or identity uncertainty is $603 \pm 117$; the difference with the model in which flanker proximity affects positional uncertainty is $28.8 \pm 16.6$; and the difference with the model in which it affects identity uncertainty is $27.0 \pm 9.3$.

**Discussion**

The main aim of this paper was to examine to what extent ideal observers suffer from crowding effects and to compare this with human observers. By means of simulations, we found that an ideal observer who performs target identification in the presence of flankers and sensory noise will show a critical spacing qualitatively reminiscent of critical spacing in humans. We performed three experiments to quantitatively compare crowding in ideal and human observers. The results showed that about half of the errors in a typical crowding task could be accounted for by the perceptual uncertainty that also exists for isolated targets. The remainder of the errors could be accounted for by a model in which uncertainty about both the position and identity of objects (i.e., the widths of their internal noise distributions) is affected by flanker proximity. Models in which only one of these types of uncertainty depended on flanker proximity were insufficient to explain crowding—a finding that is in line with earlier studies (Petrov & Popple, 2007; Sun, Chung, & Tjan, 2010). Our finding that the hallmark of crowding—namely, a critical spacing that scales with viewing eccentricity—is an ideal-observer property corroborates previous proposals that have suggested using ideal-observer theory to explain crowding (Solomon & Dayan, 2011; Sun et al., 2010).
Furthermore, because the level of crowding in an ideal-observer model is determined by the variability in perceived stimulus locations and identities, ideal-observer theory may also serve as a basis for explaining the recent finding that crowding is tuned for perceived rather than physical stimulus locations (Dakin, Greenwood, Carlson, & Bex, 2011).

Our study improves on previous crowding studies in a number of ways. First, we have shown how a relatively straightforward model based on ideal-observer theory is able to explain the occurrence of a critical spacing—the hallmark of crowding. Second, we have measured the spatial uncertainty of items in isolation and used this to predict its effect in a common crowding paradigm. Whereas quantifying spatial uncertainty about unflanked stimuli seems to be a necessity for any quantitative theory of crowding, as yet, doing so seems to be the exception rather than the rule. Third, we have explored whether and how additional spacing-dependent uncertainty in both spatial and identity certainty can explain the magnitude and properties of human crowding.

Our results suggest that perceptual uncertainty depends on flanker proximity. An important direction for future work is to examine what the neural origin of such a dependence could be. Theoretical studies may help to provide an answer to this question. Recently, it was noted that the fact that receptive fields are spatially extended causes crowding-like effects in ideal observers (Solomon & Dayan, 2011). The intuition behind this is that, due to being spatially extended, receptive fields of single cells will “see” multiple stimuli when stimulus spacing is reduced sufficiently, which in turn causes correlations in population activity. Such correlations are likely to decrease the amount of information in a population of cells, as quantified through, for example, the concept of Fisher information (Ma, 2010). It would be interesting to examine whether this decrease in information depends on stimulus spacing in a way that is compatible with the relationship between perceptual uncertainty and stimulus spacing in our model.

From a computational standpoint, there is no fundamental difference between uncertainty in the spatial domain and uncertainty in the feature domain to the ideal observer. We would therefore predict that a critical “spacing” also exists in the feature domain with properties similar to the critical spacing in the spatial domain. This prediction could be tested using psychophysical methods similar to those used to measure critical spacing in the spatial domain. One could, for example, think of an experiment in which the target is defined by a feature (rather than location; e.g., “the vertical stimulus”), and the task is to report the location of the stimulus, rather than its identity. Our model predicts that performance thresholds (e.g., 75% correct target contrast) would depend on feature spacing (i.e., similarity) in a way very similar to how these thresholds depend on physical spacing. Whereas effects of feature similarity on crowding have been noted before (e.g., Andriessen & Bouma, 1976; Kooi, Toet, Tripathy, & Levi, 1994; Levi, Harihara, & Klein, 2002), we do not know of any proposals that explain these in a way that is completely analogous to explanations of spatial effects on crowding.

The present study has several limitations. First, we used complex stimuli (letters) for which it is difficult to define a proper noise distribution. As a result, we were unable to derive the posterior distribution over letter identity, choosing to use an approximation instead. This problem could be addressed by repeating the study.

Furthermore, because the level of crowding in an ideal-observer model is determined by the variability in perceived stimulus locations and identities, ideal-observer theory may also serve as a basis for explaining the recent finding that crowding is tuned for perceived rather than physical stimulus locations (Dakin, Greenwood, Carlson, & Bex, 2011).
with simpler, one-dimensional stimuli, such as oriented gratings, for which the noise distribution can be modeled as a circular Gaussian (von Mises) distribution. Second, to fit the data in the crowding experiment, we assumed that uncertainty regarding stimulus positions and identities was related to stimulus spacing by a power law function. Whereas a power law function was able to fit the data without introducing a large number of additional parameters, other choices may have been possible. Third, in our model, we assumed that position and identity confusions are independent events. However, it is conceivable that some interaction takes place, especially when stimulus spacing is very small. Incorporating such interactions is nontrivial but could improve the model. Finally, the present study modeled the crowding phenomenon purely in terms of computations at the behavioral level. Ultimately, in addition to providing an explanation at the computational or behavioral level, a theory of crowding should provide a description of the neural substrate of these computations. We speculate that spacing effects on perceptual uncertainty at the behavioral level may be explained as a result of signal correlations in neural populations, but this hypothesis needs computational and ideally even experimental testing.
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Appendix

Maximum likelihood estimation in Experiment 1

The probability that the stimulus on the left is perceived as being closer to fixation than the stimulus on the right equals

\[
p(x_L < x_R | \phi_L, \phi_R, \sigma_L, \sigma_R) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{\phi_R - \phi_L}{2(\sigma_L^2 + \sigma_R^2)} \right),
\]

where \(\phi_L\) and \(\phi_R\) denote the eccentricities of the stimuli on the left and the right, respectively; \(x_L\) and \(x_R\) denote the internal representations of the left and right stimuli; and \(\sigma_L\) and \(\sigma_R\) denote the trial-to-trial variability over these internal representations; \(\text{erf}(.)\) is the error function; and \(\sigma(p, c) = \alpha p \sqrt{c}\). Under this model, and assuming independence between trials, the likelihood of the data obtained in Experiment 1 equals

\[
p(\text{data}|a, t) = \prod_i p(\text{data on trial } i|a, t)
\]

where \(i\) indexes trials and \(a, t\) indexes stimulus and response. The likelihood of the data obtained in Experiment 1 equals

\[
p(\text{data}|a, t) = \prod_i p(\phi_{L,i}, \phi_{R,i}, c_{L,i}, c_{R,i}, r_i|a, t)
\]
and the subsequent trials were those on which the subject responded "left".

The intuition behind it is that, while the maximum likelihood mass to the entire volume, because adding a parameter will lead to averaging over a larger volume.

Because the mathematics are very similar in both cases, here we explain it only for Experiment 3. For each model $M$, we calculated the probability of the data $D$ given that model. Denoting model parameters by $\theta$, this probability can be written as

$$p(D|M) = \int p(D|M, \theta)p(\theta)d\theta. \quad (6)$$

The conditional probability $p(D|M, \theta)$ is calculated by assuming that the data are conditionally independent across trials:

$$p(D|M, \theta) = \prod_{i=1}^{N} p(D_i|M, \theta) = \prod_{i=1}^{M} p(\text{error}|\phi_i, c_i, \theta)$$

with $p(\text{error}|\phi, c, \theta)$ as in Equation 5, and trials sorted such that trials 1 . . . $M$ are the trials on which the observer made an error and $M+1$ . . . $N$ the trials on which the observer reported correctly. (In the analysis of Experiment 1, we used $p(\text{data}|a, s)$ as defined in the previous section instead of $p(\text{error}|\phi_i, c_i, \theta)$.) It is convenient to take the logarithm of Equation 7:

$$L_M(\theta) = \log p(D|M, \theta)$$

$$= \sum_{i=1}^{M} \log p(\text{error}|\phi_i, c_i, \theta)$$

$$+ \sum_{i=M+1}^{N} \log \left(1 - p(\text{error}|\phi_i, c_i, \theta)\right).$$

We assume a uniform prior distribution over the parameters in Equation 6:

$$p(\theta) = \frac{1}{\text{Vol}}$$

where $\text{Vol}_\theta$ is the volume of parameter space. Combining and taking the log, we find the following expression for the log likelihood of model $M$ under data set $D$:

$$\log p(D|M) = \log \frac{1}{\text{Vol}} \int e^{L_M(\theta)}d\theta.$$

We approximated this integral numerically, by evaluating $L_M(\theta)$ for a large range of (linearly spaced) parameter values:

$$\log p(D|M) = \log \frac{1}{\text{Vol}} + \log \int e^{L_M(\theta)}d\theta$$

$$= -k \log m + \log \sum e^{L_M(\theta)},$$

where $k$ is the number of free parameters of the model and $m$ the number of values at which each parameter is evaluated.
Model fitting in Experiment 3

The model fits shown in Figure 8 were obtained by maximum likelihood estimation, i.e., by maximizing the summed log likelihood function over all trials. Specifically, we computed

$$\arg \max_{\tilde{\theta}} \sum_{i=1}^{M} \log p(\text{error}|\tilde{\phi}_i, \tilde{c}_i, \tilde{\theta})$$

$$+ \sum_{j=M+1}^{N} \log \left(1 - p(\text{error}|\tilde{\phi}_i, \tilde{c}_i, \tilde{\theta})\right),$$

where trials 1 . . . $M$ are the trials on which the observer made an error and trials $M + 1$ . . . $N$ the trials on which the observer made a correct response, $\theta$ a vector with the model's free parameters.