Co-occurrence features for writer identification
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Abstract—In this paper, we propose two novel textural-based features for writer identification: CoHinge and QuadHinge which are based on the spatial and attribute co-occurrence of the Hinge kernel. The CoHinge feature is the joint distribution of the Hinge kernel on two different pixels of writing contours and the QuadHinge feature is the joint distribution of angles and curvature information of contour fragments. We evaluate the proposed features on five benchmark data sets and their combined large set and the experimental results demonstrate the discriminative and powerful of the proposed features.
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I. INTRODUCTION

Writer identification is an important problem for handwritten document understanding and forensic application. In historical document analysis, recognizing the writers of historical materials is helpful to understand their historical context [30]. In addition, it is of interest in discovering the writing styles of the authors of historical documents for historical document dating [14], [15]. As a personal behavioral biometric, handwriting reflects the author’s unique writer style, which can be used to determine the authorship of a handwritten document by forensic experts [31]. Therefore, it attracts extensive researches [28], [11], [7], [16], [36] on different scripts, such as Arabic [9], [37], [1], English and Dutch [8], [34], Chinese [38], [39], [18], [40], Persian [19], Farsi [27] and Indic scripts [2]. Many features [36], [7], [28], [1], [18] have been developed in the last decade and achieved state-of-the-art performance.

The similarity between handwritten documents is measured by features extracted from document images. Automatic writer identification takes the basic assumption that the handwritten documents from the same author should have a high similarity value in a given feature space. From this point of view, hand-crafted features play a significant role in handwritten document analysis, especially on a small scale database. The scale of existing data sets for writer identification is quite small. For example, the largest database for writer identification is the QUWI dataset [3], which contains both Arabic and English handwriting from 1300 different writers. Therefore, manually designing effective features is still the main task for writer identification.

It has been shown that the spatial co-occurrence features are more powerful. For example, the Gray-Level Co-occurrence Matrices (GLCM) [12] provides promising performance for writer identification and the co-occurrence Local Binary Pattern [32], [29] provides promising results for texture classification. In addition, the joint distribution of the relation between different properties (attribute co-occurrence) has specific meanings and is also discriminative. Several features have been proposed following this principle, such as the Hinge feature [8] which is the joint distribution of two orientations of two legs attached on a common end, the Quill feature [7] which is the joint distribution of the ink direction and the ink width and the oriented Basic Image Feature Columns (oBIF Columns) [28] which is the joint distribution of six Derivative-of-Gaussian filters at two scales.

Inspired by the above observation, we propose two novel features: CoHinge which is the joint distribution of the Hinge kernel [8] on two different points on the ink contours based on the spatial co-occurrence local features and QuadHinge which is the joint distribution of hinge angles and curvature information of contour fragments based on the attribute co-occurrence of the Hinge kernel [8].

II. CO-OCCURRENCE FEATURES

Handwriting documents can be considered as special textural images and textural features have been successfully applied for writer identification. Two important textural properties of writing styles of handwriting are the slant [23] and curvature [36]. The Hinge feature has been designed to capture the ink slant as well as the ink curvature based on ink edges [34] or ink contours [8]. The main idea is to consider two edges or contour fragments on a center point and compute the joint orientational probability of the two fragments [10], like a hinge lying on the edge of the ink trace.

In this section, we propose two novel features inspired by the co-occurrence features [32]: the spatial co-occurrence CoHinge feature and the attribute co-occurrence QuadHinge feature.

A. Spatial co-occurrence feature

In this section, we propose the spatial co-occurrence feature. Let \( x_i \) and \( x_j \) be two pixels on ink contours with the Manhattan distance \( l \) of the given handwritten image (see an example in Fig. 1), and \( f(x_i) \) and \( f(x_j) \) be the local features.
extracted on the pixel $x_i$ and $x_j$, respectively. Inspired by [32], the spatial co-occurrence feature is defined as:

$$Cof(x_i, x_j) = \left[ f(x_i), f(x_j) \right]_{co}$$ (1)

Although any local features can be used to derive different co-occurrence features, in this paper, we take the Hinge feature [8] as an example and derive the CoHinge feature:

$$CoHinge(x_i, x_j) = \left[ Hinge(x_i), Hinge f(x_j) \right]_{co}$$ (2)

The Hinge kernel on each pixel $x_i$ of handwriting contours is defined as $(\alpha_{x_i}, \beta_{x_i})$, where $\alpha_{x_i}$ and $\beta_{x_i}$ are the two angles of a hinge lied on the ink contours [8] (see Fig. 2). Therefore, the CoHinge kernel can be defined as:

$$CoHinge(x_i, x_j) = \left[ \alpha_{x_i}, \beta_{x_i}, \alpha_{x_j}, \beta_{x_j} \right]$$ (3)

All CoHinge kernels on writing contours of the input document can be quantized into a 4-D histogram to form the feature vector. In this paper, we set the Manhattan distance $l$ to 7 and the number of bins of each orientation to 10. Finally, the dimension of the CoHinge feature is $10^2 \times 10^2 = 10^4$.

Note that the CoHinge feature is different from our previous $\Delta^n$Hinge feature [16]. The kernel of the $\Delta^n$Hinge is defined as:

$$\Delta^nHinge = \left[ \frac{d^n(\alpha_{x_i}, \alpha_{x_j})}{dl^n}, \frac{d^n(\beta_{x_i}, \beta_{x_j})}{dl^n} \right]$$ (4)

where $\frac{d^n(\alpha_{x_i}, \alpha_{x_j})}{dl^n}$ and $\frac{d^n(\beta_{x_i}, \beta_{x_j})}{dl^n}$ are the differential operations with order $n$ between two angles of the hinge kernel between two pixels $x_i$ and $x_j$. The $\Delta^n$Hinge feature captures curvature information of writing contours. Therefore, it is rotation-invariant but with a lower performance. The CoHinge feature is also different from the horizontal co-occurrence of edge angles proposed in [8], which is the joint probability distribution of the Hinge kernel at both ends of a run-length on white pixels. The definition of the CoHinge feature is more general and can be easily implemented.

**B. Attribute co-occurrence feature**

In this section, we propose the attribute co-occurrence feature. Let $x_i$ be the pixel on ink contours and $f_1(x_i)$ and $f_2(x_i)$ are two different local features which represent different attributes on the pixel $x_i$. The attribute co-occurrence feature is defined as:

$$Cof(x_i) = \left[ f_1(x_i), f_2(x_i) \right]_{co}$$ (5)

In fact, more than two attributes can be involved in the co-occurrence feature $Cof(x_i)$. In this paper, we take the Hinge feature as an example to build the attribute co-occurrence feature. The Hinge feature achieves reasonable results for writer identification [34], [8]. However, due to the fact that the length of edges or contour fragments are usually set to a small value (for example, it has been set to 5 in [8]), the Hinge captures more slant than curvature information of the ink trace (see an example in Fig. 2). In addition, only orientations of the small fragments are considered, leading to the limitations of the performance.

In order to compute the curvature information of the contour fragments in the Hinge kernel, we give the following definition for a fragment curvature measurement (FCM) $C(\mathcal{F}_c)$ for contour fragments, inspired by [5], [20]:

**Definition.** Let $\mathcal{F}_c$ be a contour fragment on the ink trace, $p_1 = (x_1, y_1)$ and $p_2 = (x_2, y_2)$ are the Cartesian coordinates of the two end points. Then the fragment curvature measurement $C(\mathcal{F}_c)$ is defined as the proportion of the Euclidean distance $d_2(p_1, p_2)$ between two end points to the length of the contour fragment $s$.

$$C(\mathcal{F}_c) = \frac{d_2(p_1, p_2)}{s}$$ (6)

where $d_2(p_1, p_2) = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$.

All pixels of contour fragments are represented in the Cartesian coordinate space and the Chebyshev distance between two neighbor pixels is equal to 1. Therefore, the fragment curvature measurement $C(\mathcal{F}_c)$ has the following property: $C(\mathcal{F}_c) \in (0, \sqrt{2}]$ for all contour fragments $\mathcal{F}_c$ (see examples in Fig. 3). The $C(\mathcal{F}_c)$ achieves the maximal...
value $\sqrt{2}$ when pixels form a line in the diagonal direction (see the left figure in Fig. 3).

Unlike the traditional methods which measure the curvature on a point of the curves using the first and second-regularized derivatives [26] or the integral invariants [24], the $C(F_2)$ measures the curvature of a contour fragment instead of the curvature on a point. The $C(F_2)$ is also known as the straightness index [5], which is the simplest one of the linearity measures of an open curve segment [33]. This method has also been used for shape classification in [20].

The original Hinge kernel only considers the orientations $\alpha$ and $\beta$ (see Fig. 2) formed by the two contour fragments with the same Manhattan distance $s$ on the ink contour. In this paper, we propose a novel Quadruple Hinge kernel, which integrates the $C(F_2)$ into the original Hinge kernel, defined as: $\mathcal{H}(p, s) = \{\alpha, \beta, C(F_1), C(F_2)\}$, where $p$ is the center point, $s$ is the fragment length, $C(F_1)$ and $C(F_2)$ are the fragment curvature measurements of the two contour fragments, respectively (see the examples in Fig. 2). Adding the curvature information of the two contour fragments can improve the discriminative of the Hinge kernel. For example, the Hinge kernels $\{\alpha, \beta\}$ of the left and right fragments in Fig. 2 are the same. However, the curvature of the fragments are different, yielding different Quadruple Hinge kernels. Finally, the Quadruple Hinge kernels on all contour pixels are collected and quantized into a 4-D histogram. There are two parameters involved in this processing: the number of angle bins $N_\alpha$ for $\alpha$ and $\beta$, and the number of curvature bins $N_\sigma$ for $C(F_1)$ and $C(F_2)$. The resulting histogram is normalized into a joint probability $p_n(\alpha, \beta, C(F_1), C(F_2))$ which is the Quadruple Hinge feature representation.

The fragment length $s$ affects the Quadruple Hinge kernel. When $s$ is small, the values of the $C(F_1)$ and $C(F_2)$ are approximately equal to a constant value because the fragments are more like a line, which is the case of the original Hinge kernel. However, when $s$ is large, the Quadruple Hinge kernel reflects more curvature than the orientation information of contours because the values of $\alpha$ and $\beta$ close to small ones. In order to balance these two aspects, it is necessary to agglomerate the Quadruple Hinge kernels with multiple scales. In this paper, the set of scales are computed as:

$$s = s_0 \ast (t + 1) \quad (7)$$

where $s_0$ is the basic fragment length, $t = \{0, 1, \cdots, T\}$ and $T$ is the maximum of the scale. We set the basic fragment length to $s_0 = 5$, the number of angle bins to $N_\alpha = 12$, the number of $C(F)$ bins to $N_\sigma = 6$ and $T = 10$. Finally, the dimension of the QuadHinge feature is $6^2 \times 12^2 = 5,184$.

### III. Experimental Results

Writer identification is performed with a one-to-many search in the database. Given the query handwritten document without the writer information, all the handwriting in the database are sorted according to the distance computed based on the given feature to form a hit list. The query document is recognized as the writer of the document on the top $x$ of the hit list, corresponding to the Top-$x$ performance. The $\chi^2$ distance is applied for all features in this paper:

$$\chi^2(f, g) = \sum_{i=1}^{\text{dims}} \frac{(f_i - g_i)^2}{f_i + g_i} \quad (8)$$

where $f$ and $g$ are two histograms and $\text{dims}$ is the size of the histogram.

We also present a performance comparison of our proposed two features with six recent features:

**Run-length histogram (RLH)** [4]: The run-lengths of ink and white pixels are computed on both horizontal and vertical directions with the maximum length 100. Therefore, the dimension of RLH is $2 \times 2 \times 100 = 400$.

**Run-lengths of Local Binary Pattern (LBPruns)** [17]: LBPruns is the run-lengths of local binary pattern computed on $n$ parallel scanning lines with inter-line distance $d$ on the binarized images. In this paper, we set $n$ and $d$ to 5 and compute the run-lengths on the horizontal and vertical directions based on binarized images with maximum length 100 and the dimension of LBPruns is: $2 \times 2^2 \times 100 = 6,400$.

**Hinge** [8]: Hinge feature is the joint probability of two orientations of legs of a hinge kernel on the ink contours. Following the original work [8], we set the number of bins to 23 and the leg length to 7 and the feature dimension is 253.

**$\Delta$Hinge** [16]: The $\Delta$Hinge kernel is defined in Eqn.(4). In this paper, we only consider the $\Delta^1$Hinge feature, and the feature dimension is 780.

**Quill** [7]: Quill is the joint probability distribution of the ink direction and ink width which can capture the property of the writing instrument. The parameters of Quill are set following the original paper [7] and the dimension is 1,600.

**Junction feature (Junclets)** [18]: The Junclets feature is the stroke length distribution on 120 directions spanning all four quadrants $(2\pi)$ on the junction points in the binarized images. In this paper, we train a codebook with 900 code-words and finally the dimension of the Junclets feature is 900.
In this paper, we evaluate the performance of the proposed CoHinge and QuadHinge features on five databases for writer identification, such as the Firemaker [35], IAM [25], CERUG [18], ICFHR2012 Arabic data set [13] and ICDAR2013 [22]. The Firemaker set contains four pages of handwriting written by 250 Dutch subjects: page 1 and page 4 contain the lower-case letters, page 2 was written by only uppercase letters, and Page 3 contains the “forged” text. We use the page 1 vs 4 in our experiments, similar as works in [8], [7], [18]. The IAM set contains 650 writers written in English, modified following the work [8] from the original IAM database [25]. The CERUG set is a cross-script data set, written by 105 Chinese subjects on four pages: page 1 and page 2 were written in Chinese, page 3 contains the English text and page 4 contains both Chinese and English characters. The data set used for the ICFHR2012 competition on writer identification with Arabic scripts [13] contains 204 writers and we only use the first two paragraphs to perform writer identification. The data set used for the ICDAR2013 competition on writer identification [22] contains 250 writers with four pages (2 English and 2 Greek).

Table I shows the performance of different features on the five data sets. It can be seen that the QuadHinge feature achieves the best results on the Firemaker, IAM, CERUG-Chinese data sets and the CoHinge feature provides the comparable results with QuadHinge. On the CERUG-English data set, the best results are achieved by Junclets and $\Delta^1$Hinge. The main reason is that the handwritten documents on the CERUG-English contain more long lines (as shown in [18]) and less curvature information. Therefore, the Junclets and $\Delta^1$Hinge, as well as the LBPruns, provide much better results than other textural-based features. The CoHinge feature gives the best result on Arabic handwriting from the ICFHR2012 data set, while QuadHinge provides the best result on ICDAR2013 data set, both on English and Greek handwriting. On all the five data sets with different scripts, the CoHinge and QuadHinge features achieve better results than the Hinge feature, which demonstrates that the co-occurrence features are much more discriminative and powerful than their original ones.

Table II shows the performance of different features on this large set. The CoHinge feature achieves the best result and Top-1 accuracy is 93.8%. The QuadHinge feature also provides a comparable result with 92.2%, which is better than the Hinge and Quill features. This indicates that the handwriting styles captured by CoHinge and QuadHinge take more important information than the property of writing instruments captured by the Quill feature on this large data set where handwritten documents are written with different pens.
The performance of writer retrieval, which is defined as:

$$mAP = \frac{1}{N} \sum_{q=1}^{N} AveP(q)$$  \hspace{1cm} (9)$$

where $N$ is the number query samples and $AveP(q)$ is the average precision of the query $q$.

Table IV and V show the results on the CERUG Chinese and CVL English data sets, respectively. From the tables we can see that all of features give the reasonable results on the handwritten documents with at least three lines about 100 characters, which is the minimum amount of needed text for writer identification [6]. The QuadHinge feature provides the best performance on the CERUG-Chinese data set and CoHinge provides the best performance on the CVL data set when the number of lines is greater than 2.

IV. Conclusion

This paper has proposed two novel features based on the co-occurrence features for writer identification, i.e., CoHinge and QuadHinge. Our proposed spatial and attribute co-occurrence hinge features achieve much better results than the original Hinge feature on the five data sets. In conclusion, the proposed methods are very promising for capturing the handwriting style of handwritten documents, which have many potential applications, such as historical document dating based on handwriting style analysis [14].
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