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1. Introduction

Offering differentiated products is essential for many production companies. Job shop production is the ultimate form of high variety manufacturing, with orders following different routings along multi-purpose machines. Most products are unique; they are typically produced in a make-to-order fashion. However, operating entirely in a make-to-order fashion implies that demand fluctuations lead to utilisation fluctuations and delivery delays, particularly in periods with high demand (Land et al., 2015). We observe that many job shops in practice produce some standard products to stock in periods with low demand and deliver them from inventory. Combining make-to-order (MTO) and make-to-stock (MTS) is known as hybrid production.

However, including MTS items in a generally MTO oriented job shop leaves production planning and control with a challenge. As MTO is subject to stringent due dates, existing planning and control methods generally focus on achieving a high delivery performance. For MTS, this is not directly applicable because delivering on time boils down to sustaining a sufficient amount of inventory. If dispatching decisions are commonly based on due dates of MTO items, it is not obvious what dispatching decisions between MTO and MTS items should be based on. A common approach in practice, which is also seen in the literature (Federgruen and Katalan, 1999; Hadj Youssef et al., 2004; Chang and Lu, 2010; Fernandes et al., 2015), is to always give priority to MTO items, which is obviously suboptimal. From a practical point of view, it would be ideal to integrate MTS items into the job shop control mechanism that is applied to MTO. A straightforward approach to do so is to define appropriate operation due dates for both MTO and MTS items and select the most urgent order at the time of dispatching. In this paper we aim to develop such a control mechanism and compare several design options in a simulation study.

Apart from several studies assuming simple unified production systems, few studies have considered a control mechanism for hybrid job shop systems. Most of them relate to very specific cases of job shop production. Chang et al. (2003) and Wu et al. (2008) develop comprehensive, purpose-built planning methodologies for the case of semiconductor foundries. Fernandes et al. (2015) study a hybrid make-to-order/assemble-to-order system where, besides MTO items, the semi-finished products of a number of items are made to stock, which are then completed on an MTO basis. The authors focus on order release, and in the final prioritisation at workstations they always give priority to the MTO items. Schönsleben (2011) develops a comprehensive methodology that provides for the full planning and control of a hybrid production job shop. However, the logic of this approach was never tested and will be included in our study.

No one has yet dealt with basic issues of integrating MTS items into an existing control method of a make-to-order job shop. Nevertheless, many hybrid job shop production companies are confronted with this problem as existing job shop control methods are inappropriate to MTS items. Therefore, we address the following research question:
• How can MTS items be integrated into the control of a make-to-order job shop oriented on due dates?

This paper is structured as follows. In Section 2, we discuss the existing theories on planning and control in hybrid productions systems. Section 3 deals with the experimental design and proposes four methods for integrating MTS items into the control of the job shop specified. Section 4 evaluates the methods using a discrete event simulation approach. Section 5 summarises our conclusions.

2. Literature review

Literature on planning and control of make-to-order job shops is much more extensive than for hybrid production systems. Early contributions consider either a mathematical optimisation approach (see e.g. Graves, 1981), or dispatching rules for shop floor control. Panwalkar and Iskander (1977), Blackstone et al. (1982) and Ramasesh (1990) all provide thorough revisions of various types of dispatching methods. Kanet and Hayya (1982) focus on dispatching methods based on operation due dates and compare several methods of obtaining these operation due dates. Land et al. (2014) compare operation due date based dispatching methods in conjunction with order release mechanisms.

Relatively few contributions address the control of hybrid production systems and most have a scope different from job shop production. An early contribution is that by Williams (1984), who considers a hybrid production system where the stock process and production process behave independently. The system is not modeled as a job shop, but it has a fixed number of identical machines. When the inventory of one of the MTS items reaches a certain threshold value, a production order is generated. The production process then runs via First Come, First Served (FCFS). Federgruen and Kall (1999) consider a production system where an MTO item is added to an existing MTS production system. They compare several planning policies: two where priority is given to MTO demands, in which MTS is either preempted or not; and one where the MTO item is added to the existing MTS production sequence. Tsubone et al. (2002) consider a hybrid production system on an aggregate planning level, mainly focusing on capacity allocation. Hadj Youssef et al. (2004) derive optimal stock levels for two control policies of a hybrid production system, namely FCFS and priority for the MTO items. They identify circumstances under which either of the two should be selected. Chang and Lu (2010) analyze a hybrid production system that produces standard MTS products and customised MTO products by performing an additional customisation operation to finished MTS items. They assume that customisation operations always precede production of standard items.

Soman et al. (2004) provide a literature study on hybrid make-to-order/make-to-stock production planning in the food processing industry. After reviewing contributions that address various research questions regarding hybrid production systems, the authors provide a hierarchical planning framework. In a follow-up study, Soman et al. (2006) evaluate the performance of several existing MTS scheduling policies in a hybrid production system to find out whether the proven policies for MTS systems are also suitable for hybrid systems. They integrate MTO items by using the value of the due date allowance instead of the value for the run-out time, which is done for MTS items, in determining the priority of items to be produced. Continuing this line of research, Soman et al. (2007) apply their hierarchical planning framework to a case study for a food processing company.

A number of contributions take a closer look at detailed production decisions in hybrid production systems. Carr and Duenas (2000), Iravani et al. (2012) and Beemsterboer et al. (2016) consider stylised models with one MTO and one MTS product, and one unit of production capacity. All use Markov Decision Processes to find optimal policies and study their structure. Carr and Duenas (2000) and Irvani et al. (2012) consider this from the perspective of contract manufacturers, who produce on an MTS basis for contracted and hence more important customers, and on an MTO basis for others. Beemsterboer et al. (2016) explore the benefits of a planning method that does not take the perspective of either product type, by taking relevant aspects of both product types into account and determining production planning decisions based on both the MTS inventory level and the state of the MTO order book. They conclude that substantial benefits can be obtained when the state of both MTO and MTS is taken into account in the planning policy of a hybrid production system.

All contributions on hybrid production control so far consider the production system as a unified system, i.e. not distinguishing between individual workstations. Hence, none of them addresses the problem of selecting between MTO and MTS items at individual workstations in hybrid production systems. However, this is done by, for instance, Chang et al. (2003) and Wu et al. (2008). Both develop sophisticated planning procedures for the control of a hybrid semiconductor foundry. The dispatching method that Chang et al. propose distinguishes four priority levels for both MTO and MTS, and classifies items based on their routing and the work in progress in front of the machine. Wu et al. adapt a control method called Starvation Avoidance (Glassy and Resende, 1988). They require MTO to be released according to the just-in-time principle, i.e. it should be released on time but preferably not too early. This provides the opportunity to release MTS items to fill remaining capacity. Dispatching at the workstations takes place on the basis of the Critical Ratio (CR) for MTO items. The choice between MTO and MTS is made separately, on the basis of the idea that an MTS item can be produced in case none of the MTO items in the queue becomes operation-delayed (see Wu et al., 2008 for details); otherwise the MTO item with the highest Critical Ratio is produced.

Fernandes et al. (2015) consider the control of a hybrid make-to-order/assemble-to-order system, where some of the products are made to order and some semi-finished products are stocked and finished on order in a second stage. They apply workload control and address two research questions regarding order release: which order release method should be applied, and where in the production system should release be controlled? Regarding the latter, they compare three possibilities: release control only before stage I, release control only before stage II, and release control before both stages. Regarding shop floor control, the authors assume that MTO items have priority above replenishment orders in the first production stage.

Schönleben (2011, p. 731–739) presents an advanced planning principle for hybrid job shops called Capacity-Oriented Materials Management (Corma). It covers multiple areas in production control, namely order release, shop floor control, and inventory control. The main element of the principle is that, besides a regular release method, MTS replenishment orders are released to the shop floor when generally well utilised work centers are about to starve and these MTS replenishment orders can keep them busy. All MTS replenishment orders receive a due date based on the demand rate, a planned lead time, and a safety stock. This due date is in turn used in the shop floor control, leading to planned starting times for each operation. These planned starting times are recalculated periodically, for instance to make room for newly accepted MTO orders. The planned starting times are also updated in case the demand is higher or lower than expected to speed up or slow down the MTO replenishment order accordingly.

The control of hybrid production systems has thus been studied from various perspectives. Few studies have addressed the question of selecting between MTO and MTS orders at the individual workstation level in job shop production, and these considered very specific environments or planning frameworks. We observe that the current literature does not provide the basic knowledge how to integrate MTS items in the control of a job shop and make the basic decision which order to give priority when a workstation becomes available. Previous studies generally assume a method of integration in order to focus on
other research questions regarding hybrid production planning. We bridge this gap by defining four basic methods to integrate MTS and prioritise orders in a make-to-order job shop. The methods include basic principles that have been assumed in earlier studies. Their performance is compared and assessed using a discrete event simulation approach.

3. Experimental design and specification of integration methods

3.1. Production system

We consider the following production system for our simulation study. We have a production facility that contains six workstations and applies two ways of production. Customised products, with varying routings through the facility and varying processing times at the workstations, are produced on an MTO basis. The facility further produces one type of standardised products on an MTS basis, with a fixed routing and constant processing times.

The configuration closely resembles the job shop of Melnyk and Ragatz (1989), which has served as a standard job shop research (see also Land et al., 2015). Demands for both types of products follow Poisson processes. Each demand concerns one unit of either MTO or MTS. For MTO items, the number of workstations in the routing of the job is a random number from 1 to 6, each with probability 1/6. Also the workstations included in the routing are drawn randomly, where each workstation has an equal probability of being selected. The routings are then subject to a ‘dominant flow direction’ (see Oosterman et al., 2000). More specifically, the workstations are numbered as 1–6 and are always visited in the order of increasing workstation number. The processing times of each of the operations is taken from a 2-Erlang distribution with a mean of 1 time unit and is assumed to be known from the moment of ordering. Since each MTO job visits on average 3.5 out of 6 workstations, this leads to a mean load contribution of 7/12 time units for each workstation. MTS items require processing at each of the six workstations, again in the order from 1 to 6, each with a fixed processing time of 1. Hence, the mean load contribution of an MTS job is 1 time unit for all six workstations. The demand rates are obtained from the target utilisation, which we set at 90%, and a target load division of 80% MTO and 20% MTS. Using the load contributions of 7/12 for MTO and 1 for MTS, we obtain arrival rates of approximately \( \lambda_s = 1.234 \) for MTO and of \( \lambda_t = 0.18 \) for MTS.

MTO jobs must be delivered before a due date, which is obtained as the time of ordering plus a random allowance. This allowance, in turn, is obtained randomly from a uniform distribution with minimum 30 and maximum 40 time units. MTS demands are fulfilled from inventory when available and are otherwise lost. Since lost sales are not processed, this decreases the actual utilisation compared to the target utilisation. MTS stock is controlled by using the well known base stock policy, that keeps a constant base stock level or inventory position.

Hence, each MTS demand triggers a replenishment order of size one. We leave \( \text{Due date allowance distribution} \) and \( \text{Replenishment policy} \) for each operation due date of a job at workstation \( k \), which we denote as \( D_k \), is obtained from its final due date \( D \) as follows.

\[
D_k = D - 5 \times (W - j_k),
\]

where \( W \) is the number of workstations in the routing of the job and \( j_k \) is the position of workstation \( k \). For example, if the final due date of a job is \( D=24 \) and its routing \( 1 \rightarrow 3 \rightarrow 6 \), we have \( W=3 \), \( j_1 = 1 \), \( j_2 = 2 \) and \( j_3 = 3 \) and we obtain operation due dates with (1) as

\[
D_1 = 24 - 5 \times (3 - 1) = 14, \quad D_2 = 24 - 5 \times (3 - 2) = 19 \quad \text{and} \quad D_3 = 24 - 5 \times (3 - 3) = 24.
\]

We leave \( D_1, D_2, D_3, j_2, j_3 \) and \( j_4 \) undefined as they are not relevant for this example.

Two of the four integration methods that we will introduce in Section 3.4 integrate MTS by determining a fictitious final due date \( D \) and then treating MTS items in the same way as MTO items. As all MTS items have job routing \( 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \), application of (1) to these MTS items for the concerning integration methods simplifies to

\[
D_k = D - 5 \times (6 - k).
\]

Note that more complex dispatching methods exist, such as Modified Operation Due Dates (Land et al., 2015). The strength of that method is that in periods of high workload, prioritizing jobs on their operation due date will not lead to satisfying as many due dates as possible, but rather to a large number of violations by a small amount of time. Therefore, in high load periods, this method prioritises jobs based on the Shortest Processing Time. In our setting the postponement of MTS replenishment orders can fulfill the same task of preventing that many MTO orders exceed their due dates in temporary periods of high workload.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production system properties.</td>
</tr>
<tr>
<td>Main</td>
</tr>
<tr>
<td>Number of workstations</td>
</tr>
<tr>
<td>MTO</td>
</tr>
<tr>
<td># workstations to be visited</td>
</tr>
<tr>
<td>Routing</td>
</tr>
<tr>
<td>Processing times</td>
</tr>
<tr>
<td>Due date allowance distribution</td>
</tr>
<tr>
<td>MTS</td>
</tr>
<tr>
<td># workstations to be visited</td>
</tr>
<tr>
<td>Routing</td>
</tr>
<tr>
<td>Processing times</td>
</tr>
<tr>
<td>Replenishment policy</td>
</tr>
<tr>
<td>Base stock levels</td>
</tr>
</tbody>
</table>
3.3. Performance measures

As indicated in Section 1, the planning goals of MTO and MTS production are different, and so are the performance measures associated with them. For MTO, the general goal is a timely delivery as many jobs as possible. Related performance measures consist of the percentage of tardy jobs, the mean tardiness, the mean lateness, and the standard deviation of the lateness. In our presentation of the results, we focus on the percentage of tardy jobs, although other measures have been recorded to check whether a low percentage tardy was not realised at the cost of a larger mean tardiness. A timely job completion is also one of the goals for MTS production. Here it concerns avoidance of stock outs, so as to avoid lost sales. We will use the percentage of lost sales as a relevant MTS performance measure.

As we are specifically interested in a situation where MTO and MTS are produced in the same facility, the performances of both types should be taken into account. There is a natural trade-off between the MTO and the MTS performance. Giving more priority to MTO in order to obtain a better due date performance implies less priority for MTS, leading to an increased probability of stock outs, and vice versa. Hence, one policy might outperform another in terms of MTO performance, whereas the second outperforms the first one on MTS performance. To have a meaningful comparison, we will consider the two performances simultaneously. We will therefore use parameterised policies, with a parameter that controls the focus between MTO and MTS. The trade-offs will then be shown using performance frontiers, depicting the MTO and MTS performance in two-dimensional graphs.

3.4. Integration methods

We propose four methods for integrating MTS into the control of our job shop setting. We compare the performance of these methods in Section 4.

The methods either determine a final due date \( D \) for the MTS items and subsequently obtain operation due dates through (2), or obtain operation due dates for MTS items right away. Note however that the integration method will only affect decisions between MTO and MTS. As the operation due dates of MTO items are unaffected, dispatching decisions between different units of MTO are made in exactly the same way for any integration method. Moreover, dispatching between different units of MTS is not meaningful as they are identical by definition. In our simulation, we handle them using First Come, First Served.

In describing the integration method, we distinguish two kinds of adaptations: (1) actions that take place when MTS is reordered, and (2) additional actions at dispatching moments on the shop floor, on top of the dispatching via ODD.

Arguably the most straightforward way of integrating MTS is by defining a fictitious due date for each MTS replenishment order and treating them in the same way as MTO items, yielding the following integration method.

**Fixed MTS Due Dates**

*Actions at the time of reordering MTS*

All MTS replenishment orders receive a fictitious due date. If we denote the time of ordering as \( t \) and if we define a fictitious due date allowance as \( \delta \), the fixed due date of a replenishment order \( D \) is given as

\[
D = t + \delta.
\]  

(3)

After obtaining \( D \), operation due dates \( D_k \) are obtained through (2). The due date allowance \( \delta \) is the same for all MTS replenishments and is used as the tuning parameter of the integration method.

*Actions when dispatching takes place*

There are no additional actions when dispatching takes place. MTO and MTS items are considered simultaneously for shop floor dispatching decisions via ODD.

Note that satisfying the MTS due date is not an objective on its own. MTS replenishment orders that are completed after the due date should not be considered as ‘tardy jobs’, as the due date is fictitious and the stock level may have been sufficient, even with the replenishment arriving later than planned (or the other way around, stockouts may occur even though the replenishment arrives before its due date). The performance of MTS is determined by the number of lost sales only and the method parameter \( \alpha \) controls the fraction of demand that is lost. A tighter due date allowance \( \delta \) increases the focus on MTS, leading to a lower probability of lost sales, but at the same time it decreases the focus on MTO and it thereby inevitably leads to a higher probability of tardiness.

As noted by Beemsterboer et al. (2016), control decisions in hybrid production systems between MTO and MTS should be based on the state of both types of items. Regardless of the integration method we choose, the MTO status is fully taken care of as we integrate MTS in an existing MTO job shop control method. In our case, the ODD method is closely related to the MTO objective of avoiding tardiness. However, the integration method Fixed MTS Due Dates does not satisfy the need to determine decisions that are also based on the MTS status. For this, we need to take, for instance, the actual inventory level into account in the shop floor control, which more closely relates to the MTS performance than a fixed fictitious due date. Furthermore, using a due date that is fictitious allows us to redefine it whenever we desire. We therefore propose the following two dispatching methods that, besides the MTO status, also take an actualised MTS status into account in dispatching decisions.

**Dynamic MTS Due Dates**

*Actions at the time of reordering MTS*

None; MTS replenishment orders are sent to the shop floor without calculating additional properties.

*Actions when dispatching takes place*

We calculate a due date as the expected unit consumption time (based on the MTS units in stock and those downstream) plus a (possibly negative) additional amount of time. More specifically, if we denote the MTS inventory level as \( I \) and the number of MTS units in production and downstream of the considered unit as \( P \), and if we define \( \alpha \) as a parameter representing an additional amount of time, then the fictitious due date of the MTS replenishment order \( D \) is given by

\[
D = t + \frac{I + P}{\lambda_\alpha} + \alpha.
\]  

(4)

After this, MTS operation due dates are obtained via (2) and ODD dispatching takes place in which the MTO and MTS items are considered simultaneously.

As for the previous method, higher values of \( \alpha \) correspond with a smaller focus on MTS and vice versa. For \( \alpha = 0 \), the method is based on the pure expected unit consumption time. We can equally well use negative values of \( \alpha \), in case MTS has a higher priority than MTO.

The control part of the Corma method by Schönleben (2011) resembles the above integration method. However, we deviate in several aspects. For instance, Corma assumes using a safety stock for the MTS items. By contrast, we work with an in essence ‘neutral’ parameter \( \alpha \) that may be negative (in which case it is a ‘safety time’, equivalent to a safety stock) as well as positive (in which case the method gives in general more priority to MTO than to MTS). Furthermore, we do not adopt a periodic recalculation of the due dates, but recalculate at all dispatching instances.

A modified version of the above integration method that takes the
slack per remaining operation for the MTS items into account is the following.

**Dynamic MTS Slack Per Remaining Operation**

*Actions at the time of reordering MTS*

None.

*Actions when dispatching takes place*

For MTS items, we calculate the operation due date allowance as the slack per remaining operation plus a (possibly negative) additional amount of time. More specifically, if we denote the remaining processing time of the job as \( T \), the remaining number of operations as \( N \), a parameter representing the additional time as \( \beta \), and \( D \), \( I \) and \( P \) as above, the fictitious operation due date of the MTS replenishment order is obtained as

\[
D_k = t + \frac{I + P}{\lambda c} - T + \beta.
\]

Then ODD dispatching takes place in which MTO and MTS are considered simultaneously.

Again, higher values of the method parameter (here \( \beta \)) imply that the method focuses more on MTS, and vice versa.

We could simplify (5) if we apply it to our setting, as we have six workstations that are all contained in the MTS routings with a processing time of one time unit, holding that \( S = N = 7 - k \). However, we prefer to present the integration method in a more general formulation here.

The previous integration methods are mainly built on the rationale that MTS items should be completed on time so as to avoid lost sales. On the shop floor, the methods do not distinguish between MTO and MTS apart from looking at their operation due dates. As in job shops the MTO items are generally more important, we could integrate MTS by regarding it as a secondary item and only allowing it to be dispatched when the MTO items in the queue offer a sufficient slack with respect to their operation due dates. We can postpone MTS items as long as there are MTO items in the queue with an operation due date that is not further than some allowance \( \gamma \) away from now, as the following integration method describes.

**Rolling MTS Operation Due Dates**

*Actions at the time of reordering MTS*

None.

*Actions when dispatching takes place*

We define \( D_k \) as the operation due date at workstation \( k \) and \( \gamma \) as parameter representing a fixed MTS operation due date allowance. Then, the MTS items receive an operation due date given as

\[
D_k = t + \gamma, \quad \text{for any } k.
\]

After this, ODD dispatching takes place in which MTO and MTS are considered simultaneously.

The parameter \( \gamma \) controls the focus of the method on MTO and MTS in the same way as the parameters of the other methods. However, in this case negative values or a zero value of \( \gamma \) are not very meaningful as these would hold that MTS items would have priority above MTO items even when these are already too late for the concerning operation.

We finally remark that the assumption of organizing dispatching via the ODD method, which assigns an equal amount of time to each of the operations, is not required for any of the four integration methods. The first two methods, Fixed and Dynamic MTS Due Dates, obtain final due dates \( D \) for MTS items, which could be used in any dispatching method that is based on these rather than on the operation due dates. For instance, dispatching by giving priority to the job with the least slack per remaining operation would yield a meaningful alternative. There are also deviations of the general ODD method, such as Modified Operation Due Dates (Land et al., 2015) or an ODD variant that assigns operation due dates by equally dividing the slack over all operations in the routing of the job.

3.5. Reference methods

We introduce the following two reference integration methods. The first always prioritises MTO and is commonly used in the literature, for instance by Chang and Lu (2010) and Fernandes et al. (2015) who use this concept to integrate MTS into their planning framework. Hadj Youssef et al. (2004) and Federgruen and Katalan (1999) use the method for a comparison with different methods.

**MTO Priority**

*Actions at the time of reordering MTS*

None.

*Actions when dispatching takes place*

MTO items have priority over MTS items. Selection between MTO items is based on ODD.

The second method gives priority to MTS and has not been proposed or used by anyone, to the best of our knowledge, but we include this final integration method for completeness.

**MTS Priority**

*Actions at the time of reordering MTS*

None.

*Actions when dispatching takes place*

MTS items have priority over MTO items. Selection between MTO items is based on ODD.

3.6. Experimental setup

The experimental factors in the main analysis are the integration method (Fixed MTS Due Dates, Dynamic MTS Due Dates, Dynamic MTS Slack Per Remaining Operation, Rolling MTS Operation Due Dates, MTO Priority, and MTS Priority), the base stock level (13, 20, 30), and the tuning parameter of the integration method, except for the reference methods. The parameter ranges for \( \delta, \alpha, \beta, \) and \( \gamma \) are chosen such that it shows as much as possible of the range of the performance that the method can achieve, ranging from near 0% MTO orders tardy to 0% MTS lost sales when the method would allow for it. The ranges are obtained through initial simulation runs and specified in Table 2.

In the next section, we carry out a sensitivity analysis to determine the robustness of the methods with respect to various parameter settings. These parameters are the target utilisation, the MTO due date allowance, the operation due date parameter, the processing time variance for MTO jobs, the ratio of MTO and MTS within the demand, and the relative size of MTS products in terms of processing time. The simulations are executed in the discrete event simulation package SimPy, in Python. Each experiment consists of 100 replications of 10,000 time units, with an additional warm-up period before each replication. The warm-up period is 3,000 time units, which was shown to be more than sufficient by a graphical inspection of the results.

Claims that we make in this section regarding differences in the performance of the methods are based on significance of a paired \( t \)-test. This approach complies with the use of common random numbers (Kelton and Law, 2000) as used in this study.

---
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4. Simulation results

4.1. Influence of the base stock level and tuning parameters

We first take a closer look at the impact of the base stock level and the tuning parameter for the first method, Fixed MTS Due Dates. Fig. 1 presents the results in the form of performance frontiers. Each curve shows combinations of the percentage of tardy MTO jobs and the percentage of MTS lost sales that result from the same base stock level by varying the tuning parameter. It is clear that also the base stock level can be used as a control parameter to influence MTO tardiness and MTS lost sales. Lower percentages for both performance measures at the same time can be realised by increasing the base stock level. Obviously, the holding costs will increase for higher base stock levels and a balance must be found between the holding costs and the probability of lost sales. Since we leave the base stock value fixed for each graph, the holding costs remain equal and effects on MTS performance are fully reflected in the lost sales measure.

For instance, in order to bring the percentage of MTO orders tardy below 2%, we have to incur around 15% MTS lost sales with a base stock level of 13, around 7% with a base stock level of 20, and around 2% with a base stock level of 30. When changing the parameter $\delta$ (moving along the curve), we are able to achieve a near-perfect performance on either the MTO tardiness or the amount of MTS lost sales, although a near perfect score for one product type implies a weak performance regarding the other.

Table 2

<table>
<thead>
<tr>
<th>Method (tuning parameter)</th>
<th>Base stock level</th>
<th>Tuning parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>13</td>
<td>0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140</td>
</tr>
<tr>
<td>MTS Due Dates</td>
<td>20</td>
<td>30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 180, 200</td>
</tr>
<tr>
<td>Dates ($\delta$)</td>
<td>30</td>
<td>70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 170, 180, 200, 220, 240</td>
</tr>
<tr>
<td>Dynamic</td>
<td>13</td>
<td>$-60, -55, -50, -45, -30, -25, -20, -15, -10, -5, -2, -1, 0, 2, 5, 10, 20$</td>
</tr>
<tr>
<td>MTS Due Dates</td>
<td>20</td>
<td>$-60, -55, -50, -45, -30, -25, -20, -15, -10, -5, -2, -1, 0, 2, 5, 10, 20$</td>
</tr>
<tr>
<td>Dates ($\alpha$)</td>
<td>30</td>
<td>$-40, -30, -25, -20, -15, -10, -5, -2, -1, 0, 2, 5, 10, 20$</td>
</tr>
<tr>
<td>Dynamic</td>
<td>13</td>
<td>$-50, -45, -40, -35, -30, -25, -20, -15, -10, -5, -2, -1, 0, 2, 5, 10, 15, 20$</td>
</tr>
<tr>
<td>MTS S/RO Dates ($\beta$)</td>
<td>20</td>
<td>$-40, -35, -30, -25, -20, -15, -10, -5, -2, -1, 0, 2, 5, 10, 15, 20$</td>
</tr>
<tr>
<td>Rolling</td>
<td>13</td>
<td>$0, 1, 2, 4, 6, 8, 10, 12, 15, 20, 25$</td>
</tr>
<tr>
<td>MTS ODDs ($\gamma$)</td>
<td>20</td>
<td>$0, 2, 4, 6, 8, 10, 12, 15, 20, 30, 40$</td>
</tr>
</tbody>
</table>

![Fig. 1. Performance frontiers of Fixed MTS Due Dates for base stock levels 13, 20 and 30.](image)

![Fig. 2. Relative performance of methods for each of the considered base stock levels.](image)
4.2. Influence of the integration method

Fig. 2 shows the performance frontiers (one for each considered base stock level) obtained from comparing all integration methods. First of all, we observe that also Dynamic MTS Due Dates and Dynamic MTS Slack Per Remaining Operation are able to achieve a near-perfect performance on one of the two measures, but only at the expense of a poor performance on the other. Moreover, both perform better than Fixed MTS Due Dates across almost the entire frontier. For any fixed value of the MTO tardiness, these methods achieve fewer MTS lost sales. Equivalently, for any amount of MTS lost sales they reach a lower tardiness.

As could be expected, a higher base stock level can be used in better MTO/MTS performance combinations for all methods. But since the three graphs show that in general the base stock level does not affect the relative performance of the methods, we will focus on the results for a base stock level 20 in our discussion below.

The amounts by which the Dynamic MTS Due Dates and the Dynamic MTS Slack Per Remaining Operation outperform Fixed MTS Due Dates vary across the frontier. For instance, if we would be willing to accept about 2% MTO tardiness under a base stock level of 20, we can reach between 6% and 7% MTS lost sales with Fixed MTS Due Dates, but we only have to accept about 3% with Dynamic MTS Due Dates and even only 2.5% with Dynamic MTS Slack Per Remaining Operation. If we reverse the perspective, reaching 2% MTS lost sales requires accepting an MTO tardiness of again between 6% and 7% for Fixed MTS Due Dates, and only about 4% for Dynamic MTS Due Dates and about 3% for Dynamic MTS Slack Per Remaining Operation.

Comparing the two dynamic methods, we observe that Dynamic MTS Slack Per Remaining Operation outperforms Dynamic MTS Due Dates at the right hand side of the curves, i.e. when giving priority to MTO performance. For low values of MTS lost sales, Dynamic MTS Slack Per Remaining Operation results in higher MTO tardiness than Dynamic MTS Due Dates.

As could be expected, the two reference integration methods, MTO and MTS Priority, both achieve a near-perfect performance on the product type they give priority to, but in all cases at the cost of a very bad performance of the other. For example the popular method of giving priority to MTO regardless of the state of the system incurs a substantial amount of 15% MTS lost sales at a base stock level of 20. At this base stock level, three of the four proposed integration methods, the two dynamic methods and Rolling MTS Operation Due Dates, all achieve a similar MTO tardiness performance when incurring about 6% MTS lost sales. The strong performance of Rolling MTS Operation Due Dates at the right hand side of the curves provides interesting opportunities for practice. For companies focusing on MTO performance this method is rather straightforward, as it simply prioritises MTO items as long as their operation due date is within a certain threshold value. However, the method results in extreme MTO tardiness when the MTS lost sales should be decreased below a certain point. Concluding, the results strongly advocate using a more advanced integration method for hybrid job shops that focus on MTS performance.

4.3. Examining the performance differences

In order to better understand the performance differences, we examined and compared two experiments in more detail. Given a base stock level of 20, we found similar amounts of MTS lost sales for the instance of Fixed MTS Due Dates with δ = 90 and Dynamic MTS Slack Per Remaining Operation with β = -2.
However, Dynamic MTS Slack Per Remaining Operation significantly outperforms Fixed MTS Due Dates on MTO tardiness with 2.7% against 5.8%. We examine the frequency distributions of the finished goods inventory level observed throughout the simulation in Fig. 3 in order to explain the difference.

Both instances achieve a rather similar occurrence probability of inventory level 0, which is a direct result of our choice to examine two instances with similar MTS lost sale percentages. However, the differences for higher inventory levels are striking. Despite similar lost sale levels, the finished goods inventory levels are centered around eight items for Fixed MTS Due Dates and around four items for Dynamic MTS Slack Per Remaining Operation. This indicates that Dynamic MTS Slack Per Remaining Operation is much better able to react to relatively low inventory levels, and resupply stock just in time.

This flexibility allows the method to focus on MTO when this is needed. By contrast, Fixed MTS Due Dates treats the MTS due dates as if these were strict, even when the inventory is at a very high or low level. As a result, the method is less flexible in prioritizing MTO orders when these are close to their due dates, which explains the performance difference for the same percentage lost sales.

To further improve our understanding, we follow Land et al. (2015) and focus on temporary high load periods. In these periods all of the MTO tardiness and most of the MTS lost sales are realised. Hence, the performance difference between integration methods is determined by

<table>
<thead>
<tr>
<th>Target utilisation</th>
<th>DD allowance</th>
<th>ODD parameter</th>
<th>MTO process time</th>
<th>MTS share</th>
<th>MTS product size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main value</td>
<td>90%</td>
<td>30–40</td>
<td>5</td>
<td>Erlang-2</td>
<td>20%</td>
</tr>
<tr>
<td>Tested</td>
<td>88%</td>
<td>20–30</td>
<td>3</td>
<td>Erlang-3</td>
<td>10%</td>
</tr>
<tr>
<td>sensitivity values</td>
<td>92%</td>
<td>40–50</td>
<td>7</td>
<td>Erlang-1</td>
<td>30%</td>
</tr>
</tbody>
</table>
how they handle these high load periods.

Fig. 4 shows the MTS finished goods inventory level and realizations of the MTO lateness during the first 2000 time units of the first simulation run after the warm-up period, again for Fixed MTS Due Dates and Dynamic MTS Slack Per Remaining Operation. The x-axis reflects the simulation time and the y-axis specifies both the inventory level for MTS in numbers of items (the black curve) and the MTO lateness in time units (the gray curve). For the MTO orders the lateness of each completed order is set against its time of completion and the resulting points are connected. The depicted first part of the run contains a long high load period from about \( t=3600 \) to \( t=4600 \) where many MTO orders get tardy. Here the performance difference between the two integration methods is the most apparent. We observe that especially during the high load period the inventory level held by Dynamic MTS Slack Per Remaining Operation is much lower than that held by Fixed MTS Due Dates. For example in the circled period, around time 3800, Fixed MTS Due Dates builds up an inventory of 14 items successively resulting in several tardy orders. In the same period, Dynamic MTS Slack Per Remaining Operation does not exceed an inventory level of 6, while avoiding tardy orders. More generally, MTS stock builds during periods of MTO lateness are avoided by Dynamic MTS Slack Per Remaining Operation.

4.4. Sensitivity study

In order to study the sensitivity of our results to the system parameters, we repeated our simulation for twelve different settings. We have selected six crucial system parameters of which we are interested in the influence on the results. These parameters are the target utilisation, the range of the MTO due date allowance, the range of the operation due date parameter, the variation of the processing time of MTO jobs, the ratio of MTO and MTS within the demand, and the size of MTS products in terms of processing time. We remark that the MTS product size was varied by adjusting the fixed processing times; the MTS demand rate was adapted correspondingly to ensure that the expected MTS workload is unchanged, and the inventory position was changed accordingly so that it stayed the same in terms of the MTS workload. So, a larger product size implies more intermittent and lumpy MTS demand (for processing time). We further remark that we do not vary the number of machines as preliminary results showed...
that this does not alter the main findings, and because doing so would not be straightforward as many system parameters have to be changed along with the number of machines to maintain comparability in for instance system utilisation.

In addition to the value used in the main analysis, we select a smaller and a larger value for each of the system parameters. All sensitivity analyses are performed under the mid-level base stock value of 20. When the target utilisation was varied we kept the MTO/MTS ratio fixed and when the MTO/MTS ratio was varied we kept the target utilisation fixed by choosing appropriate values of the demand rates \( \lambda_o \) and \( \lambda_f \). Table 3 gives an overview of the parameters varied in this sensitivity study.

Figs. 5 and 6 show the results of the sensitivity study (the reference methods are not shown when they perform outside the scope of the other methods). With the exception of the operation due date parameter, varied parameters do have a notable absolute performance effect. The sensitivity analysis reveals that the conclusions from the main analysis are mostly confirmed by the sensitivity results. The relative performance of the methods is unchanged except for the Dynamic MTS Slack Per Remaining Operation at low MTS lost sales. In all cases, Fixed MTS Due Dates is outperformed by Dynamic MTS Due Dates in terms of the percentage of MTO orders tardy, and also by Dynamic MTS Slack Per Remaining Operation and Rollign MTS Operation Due Dates when MTS lost sales are sufficiently high. Dynamic MTS Slack Per Remaining Operation performs the best for low values of the MTO tardiness.

The distances between the curves in Figs. 5 and 6 indicate the relative benefit that can be obtained by using a dynamic method compared to Fixed MTS Due Dates. In comparing these distances between left and right panels of the figures, one should keep in mind that the ranges on the x-axis are different for most varied parameters. We observe a relatively larger benefit in cases with a higher target utilisation, a lower MTO due date allowance, a higher MTO processing time variation, and a higher MTS product size (and so a more lumpy MTS demand). So, the relative benefit is higher when capacity is tighter or when capacity requirements are more variable. Apparently, the more sophisticated dynamic method is able to cope better with more difficult situations. The ODD parameter and the MTS share have less affect on the relative benefit.

4.5. Implications for practice

Although we have identified Dynamic MTS Slack Per Remaining Operation as the best performing method in most settings, it is also the most advanced method, which comes at a price in terms of ease of use. Dispatching decisions require evaluating the expected consumption time of the first MTS unit in the queue each time a job has to be selected. However, our results show that if this would be too complex to implement or be too time consuming, one of the other methods can be used without large performance losses.

5. Conclusion

Integrating make-to-stock items into the control of a make-to-order job shop with a due date oriented control approach is not straightforward. A simple method is to define a (fixed) due date allowance for MTS items. Even if the focus of a company would be on the extremes of either realizing 0% MTS lost sales or 0% MTO tardy, it already performs better than always giving priority to MTS or MTO items.

Furthermore, the results of more advanced methods show that considering up-to-date status information may further improve the performance substantially. Loosening the due dates of MTS replenishment orders during periods of low MTS demand enables a better use of production capacity to maximise the delivery performance of MTO instead. When inventory levels drop faster than foresseen, lost sales can be avoided by tightening MTS due dates. The more advanced integrations methods perform better across a variety of settings.

The results of a method that only prioritises MTS when there are no urgent MTO orders in the queue of a workstation imply that dispatching could also work completely without fictitious MTS due dates. However, this approach is only effective when the main focus of the company is on MTO delivery performance.

This study focused on integration of MTS into job shop dispatching methods. However, the research on planning and control of job shops takes many different approaches and scopes, providing numerous research opportunities on the integration of MTS. For instance, the concept of order release partly centralises the decision whether to prioritise MTO or MTS instead of leaving this to the shop floor control. Moreover, it avoids an early commitment of material resources to orders. Early release of MTS orders in temporary periods of low load may provide interesting opportunities. Another opportunity relates to MTS lot sizing decisions. The production lot sizes for MTO items are given by the customer orders, but for MTS they can be chosen. In case the machines require setups, producing in larger lots may save production capacity, but this would reduce the responsiveness to incoming MTO orders that may have a tight due date. Future research could examine this trade-off in hybrid job shops.
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