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Abstract—We consider the problem of finding a controller such that, when interconnected to the plant, we obtain a system that is equivalent to a desired system. Here, “equivalence” is formalized as “bisimilarity.” We give necessary and sufficient conditions for the existence of such a controller. The systems we consider are linear input-state-output systems. A comparison is made to previously obtained results about achievable/implementable behaviors in the behavioral approach to systems theory. Among the advantages of using the notion of bisimilarity is the fact that it directly applies to state-space systems, while the computations involved are operations on constant matrices.
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I. MOTIVATION

A basic question in systems and control theory is the following: Given a plant system, by constructing another dynamical system (called a controller) and interconnecting this to the plant, what are the possibilities of modifying its input-output behavior? Before we begin addressing this question, we first explain and motivate the setting we shall work with.

We consider plant systems with two types of inputs \( f \) and \( u \) and two types of outputs \( z \) and \( y \); see Fig. 1. The first type of input \( f \) together with the first type of output \( z \) describes the interaction of the system with its environment and can be used for performance specifications (for example, as in \( H_{\infty} \) control). We call the pair \((f, z)\) the manifest variables of the system. The second type of input \( u \) and the second type of output \( y \) are variables that are to be connected to the controller system. Hence, we call the pair \((u, y)\) the control variables of the system as depicted in Fig. 1.

Now suppose we are given a plant \( P \) together with another system called the desired system (or specification) \( S \), having the same set of manifest variables \((f, z)\). The aim is to design a controller \( C \), if it exists, so that when we attach the controller \( C \) to the plant \( P \), this controlled system behaves exactly like the desired system \( S \).

A. More General Interconnections

The allowed controller interconnections that we consider are more general than the ones usually seen in controller design techniques and depicted in Fig. 1. We first motivate our more general controller interconnection and then state precisely what type of interconnections we allow in the next section. Usually, control theory deals with feedback controllers, i.e., controllers that accept the output \( y \) of the plant as their input and produce an output that acts as an input \( u \) to the plant. Thus, a controller is looked at as a signal processing unit. These controllers have many advantages. For instance, in the case of linear state-space systems without feed-through terms, a feedback interconnection is guaranteed to be well-posed, in the sense that, after attaching the controller, all plant states are allowed as initial conditions.

However, there are desired systems that can be achieved by interconnecting a controller to the plant, but not by the standard feedback type of interconnection. These considerations are not new and have already been addressed; see, for instance, the example of the “door closing mechanism” in [4] and [14]. Consider also the example of an \( RC \)-circuit, Fig. 2, in which we can attach another capacitance \( C' \) in a parallel connection to the first capacitance \( C \). This interconnection is not a standard feedback interconnection. In fact, the input to the port of the \( RC \)-circuit is the current, and its output is the voltage across \( C \), while for the \( C' \)-circuit, the input is again the current and the output the voltage across \( C' \). Hence, the interconnection amounts to equating two inputs and the two outputs. Note that the resulting capacitance is \( C + C' > C \) and cannot be obtained by connecting a positive (physical) capacitance in series with \( C \). Moreover, one has to ensure that the voltages of the two capacitors are equal before interconnecting the \( C' \)-circuit to the \( RC \)-circuit. In other words, the initial conditions of the plant and the controller have to be adjusted before closing the switch. In general, this
type of interconnection often occurs in physical systems’ inter-
connection.

Finally, we show a mathematical example that illustrates the possible need for interconnections other than the standard feedback
interconnection. Suppose we have a linear plant
\[
\begin{align*}
\dot{x}_P &= \begin{bmatrix} 1 & 0 \\ a & 1 \end{bmatrix} x_P + \begin{bmatrix} 1 \\ 1 \end{bmatrix} u_P, \quad x_P \in \mathbb{R}^2 \\
z_P &= \begin{bmatrix} 1 & 0 \end{bmatrix} x_P \\
y_P &= \begin{bmatrix} 1 & 0 \end{bmatrix} z_P
\end{align*}
\]
(1)
where \( a \in \mathbb{R} \). Suppose the desired system is just the zero system; hence, the aim is to design a controller so that the output \( z_P \) of the plant is identically zero. The first step is to compute the largest controlled invariant subspace contained in the kernel of the output map corresponding to the output \( z_P \) (see [1] or [16]). In this case, it is the subspace spanned by \( v \). To ensure that \( z_P \) is identically zero, the initial conditions of the plant have to be restricted to this subspace. This will be achieved by setting \( y_P = 0 \), and the input \( u_P \) is uniquely determined as \( u_P = 0 \). Thus, \( u_P = 0, y_P = 0 \) is a controller that achieves the desired behavior and is not in the standard feedback configuration.

B. Equivalence of Dynamical Systems

In the problem statement, we had left one more issue vague. When do we say that the controlled system behaves exactly like the desired system? Thus, we need a notion of equivalence between systems. For input–output systems, the classical notion of equivalence is the equality of transfer matrices, while for state-space systems, the classical notion of equivalence is the existence of an invertible state-space transformation (similarity transformation). In the behavioral approach (see Remark 16 later), two systems are equivalent if their behaviors are equal. An intuitive idea that combines all these approaches is the following: We shall say that a state-space system \( A \) is “equal” to another state-space system \( B \) if for every initial state of \( A \), there exists an initial state of \( B \), and for every initial state of \( B \), there exists an initial state of \( A \) such that for every input applied simultaneously to \( A \) and \( B \), the outputs of \( A \) and \( B \) are identical. This has been correctly formalized with the language of bisimulation relations. We give the precise definitions in Section II.

The notion of bisimulations originates from computer sci-
ence. It was introduced by [5] and [7] in the context of concurrent processes. For deterministic automata, equivalence in the sense of bisimulations is the same as language equivalence. For non-
deterministic automata, however, bisimilarity is a stronger no-
tion than language equivalence. Recently, this notion has been fruit-
fully extended to continuous input-state-output systems in [6] and [12]. Also it has been found that this notion is stronger than behavior equality; see [12, Example 2.15]. Moreover, via the concept of reduction to a minimal state-space system, the notion of bisimulation combines the ideas of input–output behavior equality and state-space equivalence. An important reason for using bisimulation equivalence is that one can avail of various ideas and algorithms from the geometric theory of linear systems. Analogously, using the geometric theory for nonlinear systems, the definition of bisimulation is directly extendable to nonlinear systems (see [12]). It will turn out that the main theorem of this paper can be formulated in terms of the one-sided notion of bisimulation called simulation.

Thus, the problem that we address is the following: Given the plant dynamics and a system with desired dynamics, find necessary and sufficient conditions for the existence of a controller (another dynamical system) such that when the controller is interconnected to the plant, the resulting interconnected system is bisimilar to the system with desired dynamics.

Related questions have been addressed for abstract state systems in [8]. The recent paper [9] also addresses this question in a very general category theory framework, thus encompassing a much larger class of systems. However, the problem is not identical to the one we address. In [9], the variables of the plant are not partitioned into manifest and control variables. In fact, the manifest variables are also the control variables. Thus, it is a special case of our setting. Consequently, as expected, when we restrict our main result (Section III) to this special case, we do indeed recover the condition for existence of a controller as stated in [9]. We elaborate more on the relation between the results in [9] and our results in the conclusion in Section IV.

This paper is organized as follows. In Section II, we state the necessary definitions of bisimulations, state exactly what interconnect two systems means, and recall and derive some preliminary results. In Section III, we first describe the equations defining our plant and desired dynamics, and then formulate the problem statement in terms of these systems. Thereafter, we prove the main result of this paper. We wrap up with some concluding comments in Section IV.

II. DEFINITIONS

In this section, we give precise definitions of various notions needed and also derive some results that are useful for proving the main result. We first define a bisimulation relation as introduced in [6] and [12]. Consider two dynamical systems described by the following equations:

\[
\begin{align*}
\dot{x}_i &= A_i x_i + B_i^u u_i + B_i^f f_i \\
\Sigma_i : \quad y_i &= C_i^y x_i \\
z_i &= C_i^z x_i
\end{align*}
\]
(2)
where \( x_i \in X_i, u_i \in U, f_i \in F, z_i \in Z, y_i \in Y \) and \( i \in \{1,2\} \). Here, \( x_i \) is the state of the system \( \Sigma_i \); \( u_i \) and \( f_i \) are inputs, while \( y_i \) and \( z_i \) are outputs that take values in the finite dimensional real vector spaces \( U, F, Y, Z, \) respectively. The state space \( X_i \) is a finite dimensional real vector space. In the sequel, we will denote by \( U, Y, Z, \) and \( F \) function spaces of real valued functions that take values in the vector spaces \( U, Y, Z, \) and \( F \), respectively. For simplicity of notation, we will denote the elements of \( U, Y, Z, \) and \( F \) also by \( u_i, y_i, z_i, \) and \( f_i \), respectively.

**Definition 1:** [12, Definition 2.1]: A bisimulation relation between two linear systems \( \Sigma_1 \) and \( \Sigma_2 \) with respect to the variables \( f_1 \) and \( z_2 \) is a linear subspace \( R \subset X_1 \times X_2 \) with the following property. Take any \( (x_{10}, x_{20}) \in R \) and any common input function \( f_1 = f_2 \). Then, for any input function \( u_1 \), there exists an
input function $u_2$ such that the resulting state trajectories $x_1(t)$ with $x_1(0) = x_{10}$ and $x_2(t)$ with $x_2(0) = x_{20}$ satisfy

$$\begin{align*}
(x_1(t), x_2(t)) &\in \mathbb{R} \text{ for all } t \geq 0 \\
z_1(t) &\equiv z_2(t) \text{ for all } t \geq 0
\end{align*}$$

(3)

and conversely, for any input function $u_2$, there should exist a function $u_1$ such that the state trajectories $x_1(t)$ and $x_2(t)$ and outputs $z_1$ and $z_2$ satisfy (3).

Two systems $\Sigma_1$ and $\Sigma_2$ are said to be bisimilar, denoted $\Sigma_1 \approx \Sigma_2$, if there exists a bisimulation relation $R \subseteq X_1 \times X_2$ such that $\pi_1(R) = X_1$ and $\pi_2(R) = X_2$, where $\pi_i : X_1 \times X_2 \to X_i$, $i = 1, 2$, denote the canonical projections. Such a bisimulation relation is called a full bisimulation relation.

For linear time-invariant systems, one can assume without loss of generality that bisimulation relations are linear subspaces; see [12, Remark 2.2]. Note that in the definition of a bisimulation relation with respect to the variables $f_i$ and $z_i$, the output $y_i$ does not play any role. However, it is used when we interconnect the plant to a controller ($u_i$ and $y_i$ are the variables available to the controller).

A bisimulation relation can be explicitly characterized by conditions involving the matrices describing the two systems ([12]; see also [6]).

**Proposition 2**: [12, Theorem 2.10]: Let $\Sigma_1$ and $\Sigma_2$ be two systems of the form given in (2). A subspace $R \subseteq X_1 \times X_2$ is a bisimulation relation with respect to $f_i$ and $z_i$ if and only if the following hold true:

$$R + \text{im} \begin{bmatrix} B_1^u \\ 0 \end{bmatrix} = R + \text{im} \begin{bmatrix} 0 \\ B_2^u \end{bmatrix} =: R_e$$

and

$$\text{im} \begin{bmatrix} B_1^f \\ B_1^g \end{bmatrix} \subseteq R_e$$

(4)

where $R \subseteq \ker [C_1^u - C_2^u]$.

There is also a one-sided notion of bisimulation called simulation. The main theorem that we prove is in terms of simulation relations that are defined as follows.

**Definition 3**: A simulation relation of $\Sigma_1$ by $\Sigma_2$ with respect to $f_1$ and $z_1$ is a linear subspace $L \subseteq X_1 \times X_2$ with the following property. Take any $(x_{10}, x_{20}) \in L$ and any joint input function $f_1 = f_2$. Then, for any input function $u_1$, there exists an input function $u_2$ such that the resulting state trajectories $x_1(t)$ with $x_1(0) = x_{10}$ and $x_2(t)$ with $x_2(0) = x_{20}$ satisfy

$$\begin{align*}
(x_1(t), x_2(t)) &\in L \text{ for all } t \geq 0 \\
z_1(t) &\equiv z_2(t) \text{ for all } t \geq 0
\end{align*}$$

(5)

System $\Sigma_1$ is said to be simulated by system $\Sigma_2$ (or equivalently, $\Sigma_2$ simulates $\Sigma_1$), denoted $\Sigma_1 \preceq \Sigma_2$, if there exists a simulation relation $L$ of $\Sigma_1$ by $\Sigma_2$ such that $\pi_1(L) = X_1$. Such a simulation relation is called a full simulation relation of $\Sigma_1$ by $\Sigma_2$.

A subspace $L \subseteq X_1 \times X_2$ is a simulation relation of $\Sigma_1$ by $\Sigma_2$ with respect to $f_i$ and $z_i$ if and only if the following are true ([12, Proposition 5.2]):

$$L + \text{im} \begin{bmatrix} B_1^u \\ 0 \end{bmatrix} \subseteq L + \text{im} \begin{bmatrix} 0 \\ B_2^u \end{bmatrix} =: L_e$$

$$\begin{bmatrix} A_1 \\ 0 \end{bmatrix} L \subseteq L_e$$

and

$$\begin{bmatrix} A_1 \\ 0 \end{bmatrix} L \subseteq L_e$$

(6)

The following lemma shows that the relation $\preceq$ is transitive.

**Lemma 4**: Let $\Sigma_1, \Sigma_2,$ and $\Sigma_3$ be three systems of the form of (2). If $\Sigma_1 \preceq \Sigma_2$ and $\Sigma_2 \preceq \Sigma_3$, then $\Sigma_1 \preceq \Sigma_3$.

**Proof**: The simulation relation of $\Sigma_1$ by $\Sigma_3$ can be constructed as follows. Let $R_{12} \subseteq X_1 \times X_2$ and $R_{23} \subseteq X_2 \times X_3$ be full simulation relations of $\Sigma_1$ by $\Sigma_2$ and of $\Sigma_2$ by $\Sigma_3$, respectively. Then, a full simulation relation of $\Sigma_1$ by $\Sigma_3$ is given by \{(x_1, x_3) \in X_1 \times X_3 | (x_2, x_3) \in X_2 \text{ such that } (x_1, x_2) \in R_{12} \text{ and } (x_2, x_3) \in R_{23}\}.

The definition of simulation relations seems to suggest that two systems $\Sigma_1$ and $\Sigma_2$ are bisimilar if and only if $\Sigma_1 \preceq \Sigma_2$ and $\Sigma_2 \preceq \Sigma_1$. As it turns out, for linear time-invariant systems, this is indeed true. Note that this is not true in general; see [5] and also [12, Section 5].

**Proposition 5**: [12, Proposition 5.3]: Let $L \subseteq X_1 \times X_2$ be a full simulation relation of $\Sigma_1$ by $\Sigma_2$ and $T \subseteq X_2 \times X_1$ be a full simulation relation of $\Sigma_2$ by $\Sigma_3$. Then, $\Sigma_1 \preceq \Sigma_3$, where the full simulation relation is given by $L + T^{-1}$, with $T^{-1} = \{(x_0, x_0) \in T\}$. Whenever there exists a (bi)simulation, also the maximal (bi)simulation relation exists. In [12], the following algorithm is given for computing the maximal simulation of $\Sigma_1$ by $\Sigma_2$, where $\Sigma_1$ and $\Sigma_2$ are of the form given in (2). The algorithm is very similar to the algorithm used to find the maximal controlled invariant subspace contained in a given subspace of the state space (see [1] or [16]).

Define

$$A := \begin{bmatrix} A_1 \\ 0 \end{bmatrix}, \quad G_1 := \begin{bmatrix} B_1^u \\ 0 \end{bmatrix}, \quad G_2 := \begin{bmatrix} 0 \\ B_2^u \end{bmatrix}, \quad C := [C_1^u - C_2^u].$$

Consider the following descending sequence of subspaces $L^j$:

$$L^0 = X_1 \times X_2$$

$$L^1 = \{z \in L^0 | z \in \ker C\}$$

$$L^2 = \{z \in L^1 | Az + \text{im} G_1 \subseteq L^1 + \text{im} G_2\}$$

$$\vdots$$

$$L^{j+1} = \{z \in L^j | Az + \text{im} G_1 \subseteq L^j + \text{im} G_2\}.$$  

(7)

The algorithm terminates whenever $L^j$ is empty or $L^j = L^{j+1}$ for some $j \geq 0$. In the first case, there does not exist a simulation relation of $\Sigma_1$ by $\Sigma_2$, while in the second case $L^j = L^{j+1} =: L$.
is the maximal simulation relation if and only if \( \text{im} \left[ \begin{bmatrix} B_1^f \\ B_2^f \end{bmatrix} \right] \subseteq L + \text{im} \left[ \begin{bmatrix} 0 \\ B_2^g \end{bmatrix} \right] \). Furthermore, the number of steps \( j \) is bounded by the dimension of \( X_1 \times X_2 \); see [12, Equation 44]. The algorithm for computing a bisimulation relation is analogous (see [12]). In fact, when a bisimulation relation exists, it can be computed using the algorithm mentioned in (7); see [12, Proposition 5.4]. The above algorithm for computing the simulation relations can thus be used to verify the necessary and sufficient condition derived in the next section.

We now introduce some notation that we will use extensively in this paper. Recall that throughout the paper we refer to the variables \((f, z)\) as the manifest variables and the variables \((u, y)\) as the control variables. Note that simulation and bisimulation relations are always defined with respect to the manifest variables \((f, z)\).

The interconnection of two systems can be with respect to either the manifest variables or the control variables; we shall indicate this by subscripts \(m\) and \(c\), respectively. In order to allow for more general interconnections than the standard feedback one, we will use a permutation matrix \(\Pi\) in the following definition.

**Definition 6:** Let \(\Sigma_1\) and \(\Sigma_2\) be two systems of the form of (2). Their interconnection through the manifest variables via the interconnection matrix \(\Pi\), denoted by \(\Sigma_1 \|_m \Sigma_2\), is defined by the following two sets of equations:

1) \[
\dot{x}_i = A_ix_i + B_i^fu_i + B_i^ff_i \\
y_i = C_i^fx_i \\
z_i = C_i^gx_i
\]

2) \[
\begin{bmatrix} f_1(t) \\ z_1(t) \end{bmatrix} = \Pi \begin{bmatrix} f_2(t) \\ z_2(t) \end{bmatrix} \quad \forall t \geq 0
\]

where \(\Pi\) is a permutation matrix.

In general, the system \(\Sigma_1 \|_m \Sigma_2\) is a differential-algebraic system with constraints on the state variables \((x_1, x_2)\). The state space of such a system, denoted by \(X_{\Sigma_1} \times X_{\Sigma_2}\), is defined by

\[
\left\{ (x_1, x_2) \in X_{\Sigma_1} \times X_{\Sigma_2} | x_1(0) = x_1, \\
x_2(0) = x_2 \text{ and } \exists \text{ functions } f_1, f_2, u_1, u_2 \text{ such that } \begin{bmatrix} f_1(t) \\ z_1(t) \end{bmatrix} = \Pi \begin{bmatrix} f_2(t) \\ z_2(t) \end{bmatrix} \forall t \geq 0 \right\}.
\]

It is clear that this is a controlled invariant subspace.

Similarly, interconnection through the control variables and a suitable permutation matrix \(\Pi\) is denoted by \(\Sigma_1 \|_c \Sigma_2\), where the first set of equations are as in Definition 6, while the second set of equations are now

\[
\begin{bmatrix} u_1 \\ y_1 \end{bmatrix} = \Pi \begin{bmatrix} u_2 \\ y_2 \end{bmatrix}.
\]

We shall denote the state space of such an interconnected system also simply by \(X_{\Sigma_1} \times X_{\Sigma_2}\), whenever \(\Pi\) and the interconnection variables \((m\) or \(c\) are clear from the context. Furthermore, wherever the permutation matrix \(\Pi = I\) (the identity matrix), we shall simply drop it from our notation, i.e., we shall write \(\Sigma_1 \|_m \Sigma_2\) instead of \(\Sigma_1 \|_m \Sigma_2\). Note that the standard feedback interconnection is given by \(\begin{bmatrix} u_1 \\ y_1 \end{bmatrix} = \Pi \begin{bmatrix} u_2 \\ y_2 \end{bmatrix}\) with \(\Pi = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}\), with \(I\) an identity matrix of appropriate dimensions.

A particular subsystem of the original system \(\Sigma_i\), of the form in (2), which will be important in the sequel, is obtained by setting the control variables \((u_i, y_i)\) of the system to zero. The resulting system denoted by \(\Sigma_i^c\) is defined by the differential-algebraic system

\[
\begin{align*}
\dot{x}_i &= A_ix_i + B_i^ff_i \\
\Sigma_i^c : \\
y_i &= C_i^fx_i \\
z_i &= C_i^gx_i,
\end{align*}
\]

The (constrained) state space of this system, denoted by \(X_{\Sigma_i^c}\), is the largest \((A_i, B_i^f)\)-invariant subspace (see [16] for details) contained in \(\text{ker}(C_i^f)\). In the original system \(\Sigma_i\), \(f_i\) is free to be any input function. Now, however, since \(y_i = 0\), every input function \(f_i\) for \(\Sigma_i^c\) can be written as \(f_i = Fx_i + Lw\), where \(F\) is such that \((A_i + B_i^fF)X_{\Sigma_i^c} \subseteq X_{\Sigma_i^c}\). \(L\) is such that \(\text{im}B_i^fL = \text{im}B_i^f \cap X_{\Sigma_i^c}\) and \(w\) is any function that takes values in \(\mathbb{R}^d\), where \(d\) is the dimension of the subspace \(\text{im}B_i^f \cap X_{\Sigma_i^c}\). This set of input functions \(f_i\) in the system \(\Sigma_i^c\) will be denoted by \(I(f_i, \Sigma_i^c)\).

We shall use the notation \((x_1(0), u_1, y_1, f_1, z_1) \in \Sigma_1\) to indicate that starting with an initial condition \(x_1(0)\), if we apply the input functions \((u_1, f_1)\) to the system \(\Sigma_1\), then \((y_1, z_1)\) will be the resulting output functions. Similarly, we shall denote a trajectory in an interconnected system \(\Sigma_1 ||_m \Sigma_2\) by the notation \((x_1(0), u_1, y_1, f_1, z_1) \times (x_2(0), u_2, y_2, f_2, z_2) \in \Sigma_1 ||_m \Sigma_2\) to indicate that \((x_1(0), u_1, y_1, f_1, z_1) \in \Sigma_1\) for \(i = 1, 2\) while the functions \((f_i, z_i)\) satisfy \(f_i = \Pi f_2, z_i \in \Sigma_1\) for \(i = 1, 2\), where \(\Pi = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}\).

### III. Existence of a Controller

We now formulate the problem statement precisely. Let \(P\) denote the plant system given by the following equations:

\[
\begin{align*}
\dot{x}_P &= A_px_P + B_p^fu_P + B_p^ff_P, \\
x_P &\in X_P
\end{align*}
\]

where \(z_P = C_p^fx_P\) and \(y_P = C_p^gx_P\).

Let \(S\) denote the desired system with equations as

\[
\begin{align*}
\dot{x}_S &= A_s x_S + B_s^f s_S, \\
x_S &\in X_S
\end{align*}
\]

where \(z_S = C_s^gx_S\).

Consider a controller system defined by the equations

\[
\begin{align*}
\dot{x}_C &= A_c x_C + B_c^f u_C, \\
x_C &\in X_C
\end{align*}
\]

where \(y_C = C_c^gx_C\).

Thus, the definitions of simulation, bisimulation, interconnection, etc., can all be applied to these systems.

---

1Note that all the above systems are special cases of the system \(\Sigma_i\) given in (2).
**Problem Statement:** Given \( P \) and \( S \), find necessary and sufficient conditions for the existence of a controller \( C \) such that \( P \|_{\Pi_2} C \) is bisimilar to \( S \) for some permutation matrix \( \Pi_2 \). When such a controller exists, we shall say that \( S \) is achievable from \( P \), or just achievable when the plant is clear from the context.

We now state the main result of this paper. It provides necessary and sufficient conditions for the achievability of \( S \) from \( P \).

**Theorem 7:** \( S \) is achievable if and only if \( P^\chi \preceq S \preceq P \).

The necessity of the conditions is intuitively expected. The condition \( S \preceq P \) is necessary, for otherwise one would have trajectories in \( S \) that cannot be generated by \( P \). The necessity of \( P^\chi \preceq S \) is a little more subtle. \( P^\chi \) is the behavior that is present whenever \( u_P = 0 \) and \( y_P = 0 \); see (8). Owing to linearity, whichever controller we attach, the trajectories of \( P^\chi \) will continue to exist in the controlled system, and hence must be contained in \( S \).

For proving the sufficiency of the condition \( P^\chi \preceq S \preceq P \), we explicitly construct a controller that achieves \( S \). The controller we shall use is the canonical controller, denoted by \( C_{\text{can}} \) (see Fig. 3) introduced in [11] in a behavioral setting. \( C_{\text{can}} \) is defined by \( C_{\text{can}} := S|_{u_P} \) (recall that this notation implies that \( \Pi = I \)). The equations governing the dynamics of \( C_{\text{can}} \) are as follows:

\[
\begin{bmatrix}
\dot{x}_S \\
\dot{x}_P
\end{bmatrix} =
\begin{bmatrix}
A_S & 0 \\
0 & A_P
\end{bmatrix}
\begin{bmatrix}
x_S \\
x_P
\end{bmatrix} +
\begin{bmatrix}
B^f_S \\
B^f_P
\end{bmatrix} f +
\begin{bmatrix}
0 \\
B^u_P
\end{bmatrix} u
\]

\[
0 = [C^e_S - C^e_P]
\begin{bmatrix}
x_S \\
x_P
\end{bmatrix} = z_S - z_P
\]

\[
y = [0]
\begin{bmatrix}
x_S \\
x_P
\end{bmatrix}.
\]

(12)

Let \( A_{\text{can}} = \begin{bmatrix} A_S & 0 \\ 0 & A_P \end{bmatrix} \) and \( B_{\text{can}} := \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix} \) where \( f = f_P = f_S \) and \( u = u_P \). By construction, the (constrained) state space \( X_{\text{can}} \) for \( C_{\text{can}} \) is the largest \( (A_{\text{can}}, B_{\text{can}}) \)-invariant subspace contained in \( \ker[C^e_S - C^e_P] \), i.e., \( X_{\text{can}} \) is the largest subspace of \( X_S \times X_P \) that satisfies

\[
A_{\text{can}} X_{\text{can}} \subseteq X_{\text{can}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} + \im \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix}.
\]

Before proving Theorem 7, we need a couple of preliminary results that are of interest by themselves. The maximal simulation relation of \( S \) by \( P \) is the largest subspace \( R_{\text{SP}} \subseteq X_S \times X_P \) such that

\[
A_{\text{can}} R_{\text{SP}} \subseteq R_{\text{SP}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix},
\]

\[
R_{\text{SP}} \subseteq \ker[C^e_S - C^e_P],
\]

\[
\im \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix} \subseteq R_{\text{SP}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix}.
\]

(14)

Observe that in (12) if we set \( f = 0 \), then the resulting set of equations are exactly those that are used to compute \( R_{\text{SP}} \). This suggests a close relationship between \( X_{\text{can}} \) and \( R_{\text{SP}} \). In fact, the following lemma is true.

**Lemma 8:** Given that \( R_{\text{SP}} \) exists, \( R_{\text{SP}} = X_{\text{can}} \).

**Proof:** \((R_{\text{SP}} \subseteq X_{\text{can}})\): We know that \( A_{\text{can}} R_{\text{SP}} \subseteq R_{\text{SP}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} \). Hence, \( A_{\text{can}} R_{\text{SP}} \subseteq R_{\text{SP}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} + \im \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix} \).

Also, we know that \( R_{\text{SP}} \subseteq \ker[C^e_S - C^e_P] \). Hence, \( R_{\text{SP}} \subseteq X_{\text{can}} \).

(\(X_{\text{can}} \subseteq R_{\text{SP}}\)): Since \( R_{\text{SP}} \) exists we know that \( \im \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix} \subseteq R_{\text{SP}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} \). As just proved, \( R_{\text{SP}} \subseteq X_{\text{can}} \).

Hence, \( \im \begin{bmatrix} B^f_S \\ B^f_P \end{bmatrix} \subseteq X_{\text{can}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} \). Thus, since \( A_{\text{can}} X_{\text{can}} \subseteq X_{\text{can}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} + X_{\text{can}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} = X_{\text{can}} + \im \begin{bmatrix} 0 \\ B^u_P \end{bmatrix} \), also by definition, \( X_{\text{can}} \subseteq \ker[C^e_S - C^e_P] \).

Thus, \( X_{\text{can}} \subseteq R_{\text{SP}} \).

We need one more result about the plant system before we can prove Theorem 7. Suppose \((x_P(0), u, y, f, z) \in P \). Now, assuming \( u \) and \( y \) are fixed, we characterize the set of inputs \( f' \) and the set of states \( x_P'(0) \) such that \((x_P'(0), u, y, f', z') \in P \) for some \( z' \).

**Lemma 9:** The two trajectories \((x_P(0), u, y, f, z) \) and \((x_P(0), u, y, f', z') \) are both trajectories in \( P \) if and only if \( x_P(0) - x_P(0) \in X_P \) and \( f' - f \in \mathcal{T}(f_P, P^\chi) \) [recall that \( \mathcal{T}(f_P, P^\chi) \) is the set of allowed inputs in \( P^\chi \); see (8) and the following text].

**Proof:** The output due to initial state \( x_P(0) \) and input functions \( u \) and \( f \) is

\[
y_P(t) = C^u_P e^{(A_P(t - \tau))} x_P(0) + C^u_P \int_0^t e^{(A_P(t - \tau))} B^f_P f_P(\tau) d\tau + C^u_P \int_0^t e^{(A_P(t - \tau))} B^u_P u_P(\tau) d\tau.
\]

(15)

The output due to state \( x_P'(0) \) and input \( f_P' \) is obtained by replacing \( x_P(0) \) by \( x_P'(0) \), and likewise \( f_P \) by \( f_P' \) in the above equation (because the input \( u_P \) is the same).

\((\Rightarrow)\): Subtracting the output due to \( x_P(0) \) from the output due to \( x_P'(0) \) we get

\[
0 = C^u_P e^{(A_P(t - \tau))} (x_P(0) - x_P'(0)) + C^u_P \int_0^t e^{(A_P(t - \tau))} B^f_P (f_P(\tau) - f_P'(\tau)) d\tau.
\]

(16)

Thus, \((x_P(0) - x_P'(0)) \in X_P \) and \( f_P - f_P' \in \mathcal{T}(f_P, P^\chi) \).

\((\Leftarrow)\): Given \((x_P(0) - x_P'(0)) \in X_P \) and \( f_P - f_P' \in \mathcal{T}(f_P, P^\chi) \), we know that (16) holds true. Hence,

\[
C^u_P e^{(A_P(t - \tau))} x_P(0) + C^u_P \int_0^t e^{(A_P(t - \tau))} B^f_P f_P(\tau) d\tau =
\]
\( \mathcal{C}_{\text{P}}^\gamma \) 

Suppose such that \( \mathcal{C}_{\text{P}}^\gamma \) and \( \mathcal{C}_{\text{P}}^\gamma \) exist given by \( \mathcal{C}_{\text{P}}^\gamma = \) and \( \mathcal{C}_{\text{P}}^\gamma = \). Thus, \( \mathcal{C}_{\text{P}}^\gamma \) such that for the same input \( \mathcal{C}_{\text{P}}^\gamma \) with simulation relation \( \mathcal{C}_{\text{P}}^\gamma \). 

Remark 10: From the previous proof, one can see that Theorem 7 can also be rephrased as follows:

\[ C_{\text{can}}^\gamma P \approx S \Leftrightarrow S \text{ is achievable}. \]

In other words, if there exists a controller for some interconnection matrix \( S \), then the canonical controller, with the identity matrix as the interconnection matrix, also works. As a result, one just has to check whether the canonical controller achieves \( S \) or not to decide about the existence of a controller that achieves \( S \). This greatly narrows down the search for controllers—hence the word “canonization.” Furthermore, given \( P \) and \( S \), one can immediately construct the canonical controller. Observe that for the example stated in Section 1-A [see (1)] we can just as well use the canonical controller instead of the controller \( y_P = 0 \), \( u_P = 0 \), which is a controller designed by ad hoc means.

Remark 11: Another interesting consequence of Theorem 7 (and one more reason for the word “canonical”) is that any controller that achieves \( S \) is simulated by the canonical controller in the following sense. Suppose \( S \) is a controller such that \( P_{\text{can}}^\gamma \approx S \) for some interconnection matrix \( \Pi \). By Theorem 7, we also have \( S \approx C_{\text{can}}^\gamma P \). Now let \( (x_P(0), f, s, u_P, y_P) \times (x_C(0), u_C, y_C) \in P_{\text{can}}^\gamma \). Since \( P_{\text{can}}^\gamma \approx S \), there exists some \( (x_S(0), f_S, s) \in S \) such that \( f_S = f \) and \( s = s \). Hence, \( (x_S(0), f, s) \times (x_P(0), f, u_P, y_P) \times (x_C(0), u_C, y_C) \in C_{\text{can}}^\gamma P \). Thus, \( C_{\text{can}}^\gamma P \subseteq C_{\text{can}}^\gamma P \) with simulation relation \( \{ (a, b, c, d) \in X_P \times X_P \times X_C \times X_C | a = b \text{ and } c = 0 \} \).

Remark 12: A question that may arise about the interpretation of Theorem 7 is the following: How can a system \( S \) that has no inputs other than \( f_S \) be bisimilar to \( C_{\text{can}}^\gamma P \)? (Recall that \( C_{\text{can}}^\gamma P \) itself might have some freedom in the input \( u_P \) and has also an input \( f_P \).) To see what is happening, observe the following: In the notation used in the proof of Theorem 7, \( C_{\text{can}}^\gamma P \) has input \( f ' \) (see part 2 of the \( (\Rightarrow) \) implication of the proof of Theorem 7) and the input functions are \( u \) and \( f \). As noted in the proof, \( f_f \in \mathcal{I}(f_P, P_c) \). Thus, for such input functions, the proof shows that \( C_{\text{can}}^\gamma P \subseteq S \). However, there could also be nonuniqueness in the input function \( i.e., (x_S(0), f, s) \times (x_P(0), u_P, y_P, f', z) \times (x_C(0), u_C, y_C) \) and \( (x_S(0), f, s) \times (x_P(0), u_P, y_P, f', z') \times (x_C(0), u_C, y_C) \) may both be trajectories in \( C_{\text{can}}^\gamma P \). For the two systems to be bisimilar, we must have that \( f' = z' \). For linear time-invariant systems, this is always true and can be seen as follows: Subtracting the two trajectories yields a trajectory \( (0, 0, 0, 0) \times (0, u - u', y - y', 0, 0) \times (0, u - u', y - y', 0, 0) \), which is \( (0, u - u', y - y', 0, 0) \) and \( (0, u - u', y - y', 0, 0) \). The uniqueness of solutions of differential equations, we have that \( f' = z' \). This shows that the nonuniqueness of the input function \( u \) does not affect the bisimilarity of the two systems as it does not influence the input–output behavior of the system.
This explains why Theorem 7 works despite the presence of $u$ in $C_{\text{can}}[eP]$. In fact, this is a crucial issue when extending these results to the nonlinear case; see [13].

Remark 13: It is interesting to see what happens if $P^c \preceq S \preceq P$ does not hold true but we still interconnect $C_{\text{can}}$ to the plant system. Suppose $P^c \preceq S$ but $S \not\preceq P$. In this case, $C_{\text{can}}[\Pi^c P] \preceq S$ but not $S \preceq C_{\text{can}}[\Pi^c P]$, i.e., $C_{\text{can}}[\Pi^c P]$ is “smaller” than required. If, on the other hand, $P^c \not\preceq S$ but $S \preceq P$, then $S \preceq C_{\text{can}}[\Pi^c P]$ holds true, but not $C_{\text{can}}[\Pi^c P] \preceq S$, i.e., $C_{\text{can}}[\Pi^c P]$ “contains” the desired system, but is still “larger” than it. See [11] for a related discussion in the behavioral framework.

Remark 14: Note that, in general, the algorithm for computing the maximal simulation relation [see (7) and the text after it] can terminate if for some $j$ we have that $S^j$ is empty. However, for the systems $P^c$, $S$, and $P$, used in the above condition, this cannot happen because for the systems being simulated, i.e., $P^c$ and $S$, each has only one type of input. Thus, the algorithm in (7) reduces to that of computing the maximal controlled invariant subspace contained in a certain subspace and hence always terminates to yield some subspace (possibly the zero subspace).

Finally, we derive two immediate extensions of Theorem 7. In the first extension, we replace $S$ by a general system $D$ of the form

$$\begin{align*}
\dot{x}_D &= A_D x_D + B^T_D f_1 + B^T_D f_2 \\
D : &\begin{cases} 
  z_1 = C^T_D x_D \\
  z_2 = C^T_2 x_D 
\end{cases}
\end{align*}$$

which is a system with two input variables $f_1$ and $f_2$ and two output variables $z_1$ and $z_2$. Now, given a system $\Sigma_3$ of the form (2) with variables $(f_1, z_1, u, y)$, the objective is to construct another system $\Sigma_2$, also of the form of (2) with variables $(f_2, z_2, u, y)$, such that $\Pi^c \Sigma_2$ is bisimilar to $D$ with respect to the variables $(f_1, z_1, f_2, z_2)$. We need the following notation to state the theorem precisely: $\preceq_{f_1, z_1}$ indicates simulation with respect to the manifest variables $(f_1, z_1)$, $\preceq_{f_1, z_1, f_2, z_2}$ indicates bisimulation with respect to all the input–output variables of system $D$, and $D^{f_2 \rightarrow z_2}$ is the system obtained by setting $f_2 = 0$, $z_2 = 0$ in the equations of $D$.

Theorem 15: Let $\Sigma_4$ be as in (2) and $D$ be system of the form of (17). Then, the following statements are equivalent:

1. $\Sigma_1^c \preceq_{f_1, z_1} D^{f_2 \rightarrow z_2}$ and $D \preceq_{f_1, z_1} \Sigma_1$.
2. There exists a permutation matrix $\Pi$ and a system $\Sigma_2$ of the form of (2) such that $\Sigma_1^c[\Pi] \Sigma_2 \approx_{f_1, z_1, f_2, z_2} D$.

An application of the above theorem is, for example, the situation where $\Sigma_4$ is the plant and $\Sigma_2$ is an inner-loop controller system, while $D$ is the controlled system that can be further controlled by interconnecting it with an outer-loop controller that acts on the variables $(f_2, z_2)$; see Fig. 4.

This result too is proved by constructing the canonical controller, which in this case is the system $\Sigma_4[\Pi] D$. Note that when the signals $(f_2, z_2)$ are absent in $D$, then $D = D^{f_2 \rightarrow z_2}$, and we recover Theorem 7 from Theorem 15.

Another natural extension of Theorem 7 concerns systems with a direct feed-through term. Note that the proof of Theorem 7 does not make use of the fact that there is no feed-through term in the equations, and thus the theorem holds true for systems with direct feed-through also. However, for the theorem to be useful, it needs to be shown that the simulation conditions $P^c \preceq S$ and $S \preceq P$ can be checked by some algorithm.

We now explain how $S \preceq P$ can be checked. Let $P$ and $S$ be described by the following equations:

$$\begin{align*}
\dot{x}_P &= A_P x_P + B^T_P u_P + B^T_P f_P \\
P: &\begin{cases} 
  z_P &= C^T_P x_P + [D^T_P f_P + E^T_P u_P] \\
  y_P &= C^T_P x_P + [D^T_P f_P + E^T_P u_P]
\end{cases}
\end{align*}$$

$$\begin{align*}
\dot{x}_S &= A_S x_S + B^T_S f_S \\
S: &\begin{cases} 
  z_S &= C^T_S x_S + D^T_S f_S
\end{cases}
\end{align*}$$

To compute $R_{SP}$, we consider the following equations:

$$\begin{align*}
\left[\begin{array}{c}
\dot{x}_S \\
\dot{x}_P \\
\phi
\end{array}\right] &= \left[\begin{array}{ccc}
A_S & 0 & 0 \\
0 & A_P & 0 \\
C^T_S & C^T_P & 0
\end{array}\right] \left[\begin{array}{c}
x_S \\
x_P \\
\phi
\end{array}\right] + \left[\begin{array}{c}
B^T_S \\
B^T_P \\
-D^T_P - D^T_P f - E^T_P u_P
\end{array}\right]
\end{align*}$$

$$\begin{align*}
0 &= \left[\begin{array}{c}
C^T_S \\
-C^T_P
\end{array}\right] \left[\begin{array}{c}
x_S \\
x_P
\end{array}\right] + (D^T_S - D^T_P f - E^T_P u_P)
\end{align*}$$

$$\begin{align*}
y &= \left[\begin{array}{c}
0 \\
C^T_P
\end{array}\right] \left[\begin{array}{c}
x_S \\
x_P
\end{array}\right]
\end{align*}$$

where $f = f_P = f_S$. Similarly, $z_P$ and $z_S$ have been set to be equal. The plant input is $u_P = u$, and the output is $y_P = y$. To compute $R_{SP}$, we use the following construction (see [16, Ex. 4.6, p. 99]): Define $\hat{\phi} = z_S - z_P$ where $\phi$ is a vector of new state variables. Also define a new output $Y = \hat{\phi}$. Consider the following equations:

$$\begin{align*}
\left[\begin{array}{c}
\dot{x}_S \\
\dot{x}_P \\
\phi
\end{array}\right] &= \left[\begin{array}{ccc}
A_S & 0 & 0 \\
0 & A_P & 0 \\
C^T_S & C^T_P & 0
\end{array}\right] \left[\begin{array}{c}
x_S \\
x_P \\
\phi
\end{array}\right] + \left[\begin{array}{c}
B^T_S \\
B^T_P \\
-D^T_P - D^T_P f - E^T_P u_P
\end{array}\right]
\end{align*}$$

$$\begin{align*}
Y &= \left[\begin{array}{c}
0 \\
0 \\
I
\end{array}\right] \left[\begin{array}{c}
x_S \\
x_P \\
\phi
\end{array}\right]
\end{align*}$$

Set $f = 0$. Let $V$ be the largest controlled invariant subspace contained in $\ker[0 \ 0 \ I]$. $V$ is the maximal simulation relation.
of $S$ by $P$ if $\text{im} \begin{bmatrix} \frac{B_{2}}{B_{P}} \\ \frac{D_{2}}{D_{P}} \end{bmatrix} \subseteq \mathcal{V}$; otherwise a simulation relation of $S$ by $P$ does not exist. The existence of the simulation relation $P^\mathcal{C} \preceq S \preceq P$ can be checked along the same lines; it requires a little more work since $P^\mathcal{C}$ has to be computed first.

Remark 16: We comment briefly on the relation of the conditions $P^\mathcal{C} \preceq S \preceq P$ to the necessary and sufficient conditions obtained in the control by interconnection of behavioral systems. In the behavioral setting, the problem is formulated as follows. Given a behavior $\mathcal{P}$ and a desired behavior $\mathcal{S}$, we say that $\mathcal{S}$ is implementable if there exists another behavior $\mathcal{C}$ such that $\mathcal{P} \cap \mathcal{C} = \mathcal{S}$, where the $\cap$ indicates that the interconnection is through the control variables. It has been shown that $\mathcal{N} \subseteq \mathcal{S} \subseteq \mathcal{P}_m$ is equivalent to implementability, where $\mathcal{P}_m$ is the plant behavior projected onto the manifest variables and $\mathcal{N}$ (analogous to $P^\mathcal{C}$) is the behavior obtained by setting the control variables of the plant to zero; see [15]. Observe that the condition is very similar to the one we have derived. However, the two conditions are not equivalent since behavioral equality does not in general imply bisimilarity (see [12, Example 2.15]).

IV. CONCLUSION

We have derived necessary and sufficient conditions for the existence of a controller $\mathcal{C}$ such that $P^\mathcal{C} \preceq S \preceq P$ for some permutation matrix $\Pi$, namely $P^\mathcal{C} \preceq S \preceq P$. Moreover, the conditions $P^\mathcal{C} \preceq S \preceq P$ can be verified by computing the maximal simulation relation of $P^\mathcal{C}$ by $S$ and, respectively, of $S$ by $P$, and checking that they are full.

The notion of (bi)simulation is readily extendable to nonlinear systems. Some steps in this direction have been taken; see for example [2], [10], and [12]. The problem of achievability for general systems has been addressed in [9]. As mentioned earlier, in [9] conditions similar to the ones we have derived have been presented. However, in [9] there is no partitioning of the external variables into manifest and control variables; indeed, all manifest variables are also available for control. Hence, the system $P^\mathcal{C}$ is the system obtained by setting all the variables to zero. Consequently, the only condition that remains is $S \preceq P$. This is exactly the condition obtained in [9] when restricted to linear time-invariant systems.

From the proof of Theorem 7, we see that the canonical controller plays a central role. However, contrary to the linear case, it turns out that, for nonlinear systems, the canonical controller does not always achieve the desired dynamics. There are achievable desired dynamics that require one to restrict the canonical controller to an invariant subset of its state space; this has also been observed in [8, Theorem 4]. The extent to which we can extract achievability-related information from the canonical controller for general systems is a topic of current research. Some preliminary results have been obtained in [13].

Another important question that arises is the following: When does there exist a standard feedback controller (so $\Pi = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}$) that achieves $S$? Furthermore, can we parametrize these controllers using the canonical controller (see Remark 11)? These issues are currently under investigation.
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