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Chapter 3 

 

Methodological considerations: avoiding the halo effect1  

 

 

 

 

Abstract 

Sociolinguistic research often relies on transcription or coding by one, two, or maximally three 

native coders. Recently, it has been shown that this method is doubtful, since listeners may be 

biased by an overall impression of the accent of the speakers. Whereas coders are expected to 

judge on the basis of the acoustic signal only, possibly other factors play a role. In this chapter, I 

investigate whether the transcriptions of the coders and the F1 and F2 measurements of the 

acoustic signal of the long vowel <ä> in Swiss Standard German are comparable. I conducted a 

standard statistical analysis of the coders’ judgements, which was compared to an analysis of 

the acoustic measurements of the same vowels. It will be shown that the coders only partly rely 

on the acoustic signal. Moreover, the coders seem to be biased with relation to an overall Swiss 

accent of the speakers or the dialectal accent of the speakers, which points towards a linguistic 

halo effect. This bias leads to statistical results that considerably differ from the acoustic 

analysis. The comparison of the two types of analyses, based on categorical judgements of 

native speakers and on acoustic measurements, shows that this type of sociolinguistic research 

should be treated with great care. 

 

                     
1
 A version of this chapter has been submitted to the Australian Review of Applied Linguistics. Paper 

presented at The Applied Linguistics Association of Australia (ALAA) 2012 Conference, 12-14 November 

2012, Perth, Australia. Also presented as a poster at LabPhon 13, Stuttgart, Germany, 27-29 July, 2012. 



 

 

58 Introduction & Methodology 

ative speakers’ transcriptions are often used to investigated the nature of the 

variation in sociolinguistic and dialectological studies. In chapter 2, we 

analysed the long vowel <ä> and <e> in the Upper German area by acoustic 

measurements, however. Would it not be useful, or even better, to ask native 

speakers to code the data categorically, with a forced choice of only [eː] or [εː]? The 

methodology of having one, two, or at most three native speakers as coders of the data is very 

common in several subdisciplines of linguistics (Hall-Lew & Fix (2012), Milroy & Gordon 

(2003)), not only used in many sociolinguistic and dialectological studies, but also in linguistic 

fieldwork, second language acquisition, and clinical linguistics. Some recent examples in 

sociolinguistics are numerous studies on l-vocalization (Hall-Lew & Fix 2012), an individual 

study on Pittsburgh /aw/ (Johnstone et al. 2002), and diphthongs in Italian (van der Veer 

2006).
2
 Although common practice, many dialectologists and sociolinguists are aware of a 

serious drawback of this method, viz. the danger of ‘coder bias’: coders perceive the data 

according to their expectations. Such biases (called reversed linguistic stereotypes by Kang & 

Rubin (2009)) are investigated in perception studies, although not with professional linguists 

as subject-coders. Particularly interesting examples show that subject-coders are easily led to 

believe that a particular speaker uses a particular variety, and subsequently attribute 

prototypical pronunciations belonging of that variety to that speaker. For instance, Niedzielski 

(1999) found that in the perception of the vowel /aʊ/ participants were more likely to judge 

the vowel as raised if there was a visual suggestion that the speaker was Canadian (a raised 

pronunciation is common in Canada). However, the speaker was always the same, the vowel 

was always the same—and the speaker was not Canadian at all—but from Detroit, where the 

vowel is also raised, but subjects were not aware of this fact. Hay et al. (2006b) found similar 

results for the vowel /ɪ/ i  New Zealand English and Australian, but without informing the 

participants about the speakers. While performing the test, the participants guessed whether 

the speaker was a New Zealander or an Australian. Hay & Drager (2010) found that even a toy 

kangaroo or koala (which is associated with Australian) or a toy kiwi (which is associated with 

New Zealand) bias the perception in the expected direction. Not only regional variety, but also 

sociolinguistic factors such as apparent age, gender, and socio-economic status are found to 

enhance biased results (Drager (2011), Hay et al. (2006b), Strand & Johnson (1996)). These 

studies show that a general impression of a speaker who uses a particular dialect or accent 

may lead to the supposition that certain features that are characteristic for this variety occur in 

their speech, also when this is actually not the case. The subjects of the studies mentioned 

were normal participants and not trained linguists. Still, to be on the safe side, some scholars 

who ask native speakers to code their data try to minimize bias effects, but no common 

approach exists. For instance, Johnstone et al. (2002) used a preparatory stage in which coders 

are trained with movies to become aware of the different pronunciations. Another approach is 

                     
2
 Van der Veer (2006) uses the analyses of native speakers of Italian and also of trained phoneticians 

whose native language was not Italian and, perhaps surprisingly, found agreement within both groups of 

coders, but simultaneously disagreement between the two groups.  

NN  
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not to inform the coders about the purpose of the study, which is, however, not always a 

viable option.  

We may expect that linguists, who are trained, are less biased. But is this really the 

case? Since coders are usually linguistically trained, and must be, they will often be able to 

guess what topic is being investigated. If coders are not unbiased regarding the variety they 

have to code, many analyses on the basis of coders’ judgments may become unreliable. Very 

recently, in a post-hoc experiment, Hall-Lew & Fix (2012) investigated a coder bias with regard 

to l-vocalization in English. These researchers first examined the inter-coder reliability in an 

online survey among linguists who were asked to rate the pronunciation of English /l/ as 

either consonantal or vocalized. Subsequently, they looked at possible correlations between 

the perceived accent and the ratings of l-vocalization by the coders. Their conclusions are 

twofold: although inter-coder reliability scores were high, despite the coders’ different 

linguistic backgrounds, considerable deviations from the mean were attested. The main factor 

that caused this inconsistency was the coders’ ethnolinguistic awareness. The coders perceived 

particular features and drew conclusions about the ethnolinguistic background of the speakers 

of whom they coded the data. These perceptions may or may not have corresponded to the 

actual situation, but they apparently influenced the analyses. 

This phenomenon that judgements of individual characteristics are influenced by an 

overall impression, is well-known in psychology as the halo effect (e.g. Nisbett & Wilson 

(1977), Sahoo et al. (2010), Thorndike (1920) among many others). Typically, a halo effect 

shows that subjects are not able to keep different factors apart. It is most obviously noticed in 

physical appearance, which influences the judgement of personality. Physically attractive 

people are assigned positive qualities like more intelligence and happiness than physically 

non-attractive people. Furthermore, this mechanism is unconscious: people think they are 

unbiased, where they clearly show such a halo effect. For example; in an experiment, Nisbett & 

Wilson (1977) showed that subjects who had to evaluate the appearance, mannerism, and 

accent of a college instructor, were biased by the fact that he acted as either cold or warm. 

Moreover, the subjects reported that their dislike of the instructor did not influence their 

ratings.  

So the question arises how much any preconceptions may influence a particular 

analysis that is done in the traditional way of having two coders rating data categorically. This 

chapter focuses on the risks of these impressionistic analyses. To what degree are coders 

reliable and to what extent are they unreliable? I used the methodology of having just two 

coders who made a categorical analysis of the long vowel <ä> in a particular variety of 

Standard German, namely Swiss Standard German (SSG). One of the most salient features of 

SSG pronunciation is the long vowel <ä>: in colloquial SSG, the standard pronunciation is [εː], 
whereas in northern varieties of Standard German (NSG), in colloquial speech, the preferred 

pronunciation is [eː]. In SSG, the long vowels <e> and <ä> are phonemic, and therefore I 

suppose that SSG speakers are able to discriminate between the two sounds: even if the 
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variation is continuous (and it is), categorical perception should make it possible to 

categorically differentiate between the long <e> and the long vowel <ä>. In order to test the 

validity of this method, I also measured the main acoustic values, F1 and F2 of the vowel, 

which were Bark-transformed (see also §2.4.2). The two analyses were compared to each 

other. The results turned out to be surprisingly different. This raised other questions. To what 

extent do coders rely on the acoustic signal proper? To what extent are they biased towards an 

overall accent of the speakers that they have to code? In order to answer these questions, I 

carried out a second experiment to quantify the level of accentedness of the speakers. 

Subsequent analyses of the coders’ ratings and the acoustical measurements, with 

accentedness of the speakers as one of the variables, showed that, although the coders rely to 

a substantial degree on F1 and F2, they also appear to be biased towards the overall accent or 

the dialect of the speakers they coded. 

This chapter is structured as follows. Section 3.1 provides more background 

information on the variable pronunciation of the long vowel <ä> in Swiss Standard German. 

In §3.2, the analysis on the basis of the coders’ ratings is provided. Section 3.3 provides the 

results of the acoustic analysis and compares this to the analysis of the coders’ ratings. Section 

3.4 reports on an internet-based survey which provided a quantification of the accentedness of 

the speakers that were analysed. Section 3.5 includes this accentedness in a newly conducted 

statistical analysis of the coders’ ratings. Finally, §3.6 discusses and concludes.  

3.1 Swiss Standard German and the long vowel <ä>  

The pronunciation of Swiss Standard German long vowel <ä> is comparable to that of other 

varieties of Standard German: it can be realized as a long lower-mid unrounded front vowel 

[εː] and a long higher-mid unrounded front vowel [eː], any vowel in between these two, or 

even as a very open [æː]. This variation serves as a test case for our investigation into coder 

bias by comparison of an analysis based on codings and an analysis based on acoustic 

measurements. In this section, we investigate the factors that are likely to play a role in this 

variation. In §3.1.1, some relevant background on Swiss Standard German is provided. In §3.1.2, 

the place of the long vowel <ä> in the phonology of Swiss Standard German will be 

considered. 

3.1.1  Swiss Standard German 

Swiss Standard German (SSG) is the variety of Standard German as spoken in Switzerland and 

exists as the official language alongside a variety of Swiss German dialects. SSG is used as the 

literary language3 and in more formal daily situations: in education, religion, and law. 

Although code-switching and interference between the dialects and the standard occur (Keller 

(1982), Rash (2002)), there is no continuum between the two varieties. In other words, Swiss 

speakers use either their local dialect or the standard, and there are hardly any varieties in 

                     
3
 All German speaking Swiss children learn Swiss Standard German in education (see e.g. Oberholzer 

(2006)), but dialect is spoken at home. 
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between. Ferguson (1959) introduced the term diglossia for this type of language situation and 

in fact presented the Swiss language situation, as far as German is concerned, as a typical 

example. According to Hove (2002), two factors affect the pronunciation of SSG: orthography 

and the variety of German used in the media. Since SSG is primarily a written language and, 

moreover, it is learned alongside reading and writing, it serves as a reference point for 

pronunciation. Many Swiss speakers adhere to the prescriptive tradition of spelling 

pronunciation, but Hove’s study shows that some Swiss speakers conform to the Northern 

Standard German (NSG) accent in their speech, probably under the influence of the media. 

This is the variety that is spoken in the Low German area in the north of Germany. Hove 

(2002) describes three typical differences in pronunciation, namely long vowel <ä>, the rhotic, 

and the <s>,4 and shows that they are correlated with each other, which means that when 

Swiss speakers use one NSG feature, they are also likely to use the other NSG features.  

3.1.2  SSG long vowel <ä> 

The long vowel <ä> is one of the most prototypical Swiss pronunciation differences: whereas 

in NSG the preferred colloquial variant is [eː], in SSG the standard pronunciation is [εː]. In 

NSG, the vowel is usually merged with /eː/, except in formal registers (Stearns and Voge (1979) 

see also §2.3). SSG, on the other hand, is characterized by a distinctive pronunciation between 

the long vowel <ä> and long <e>. This is related to the spelling. Since the orthographical 

representations of the two vowels differ, the pronunciation also differs. Notwithstanding clear 

pronunciation differences between SSG and NSG, the phoneme inventory of the two varieties 

is the same.  

In order to investigate whether the analysis on the basis of categorical ratings by two 

native coders is comparable to an acoustic analysis, we first investigate which factors are 

plausible predictors for the pronunciation of the long vowel <ä>. Some factors are related to 

sound change, other factors are more general. On the assumption that sound change is 

ongoing, changing the SSG pronunciation [εː] to the NSG pronunciation [eː] (see above), it is 

expected that age and gender of the speakers, and also frequency play a role. First, younger 

speakers, especially younger female speakers, are usually ahead in innovative sound change 

(e.g. Labov (2001), Milroy & Milroy (1985) among many others).5 Second, if the variation 

reflects sound change, we expect frequency effects to occur as well. Since there is no obvious 

reduction, in which HF words are affected first, we would expect that LF words are the first to 

change (see chapter 1 for more discussion). So more highly frequent words are expected to be 

pronounced with Swiss Standard German [εː] and words with lower frequency are expected to 

be pronounced with [eː]. Separate from the question of whether the variation reflects ongoing 

                     
4
 The rhotic is pronounced as an alveolar trill or tap in SSG (Ulbrich & Ulbrich (2007)), but as a uvular 

sonorant trill [ʀ] or a vocalized central low vowel [ɐ] in NSG. The prevocalic /s/ is voiceless in SSG, but 

voiced in NSG Ammon (1995). 
5
 This is the case in so-called “change from below”. In “change from above”, females tend to adhere to 

the old prestige norm Cameron (2003). 
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change or not, three other types of factors are likely to be involved in the variation: 

geographical factors, pre-r context, and tautosyllabicity of the following consonant. Some 

places that are in contact with other varieties of German could be expected to have a 

pronunciation with a higher vowel quality on average, like Basel, Bludenz, and Vaduz (see 

§2.1.3 and Figure 3.1). A following /r/ may have a lowering effect on the vowel (see §2.1.2). 

Finally, the following consonant often causes a lower realization of a mid vowel when it is 

tautosyllabic, that is, when it belongs to the same syllable.
6
 This could lead to different 

pronunciations of the long vowel <ä> in Bär ‘bear’ and Bäre ‘bear.PLUR’. 

Summarizing, the realization of the long vowel <ä> as [εː] is a prototypical SSG feature. 

In the following two sections, we will compare the categorical analyses of the coders with the 

instrumental measurements of F1 and F2. In the analyses, we will test the factors age, gender, 

frequency, location, pre-r context, and tautosyllabicity of the consonant following the long 

vowel <ä>.  

3.2 Categorical analysis I 

In this section, we follow the traditional methodology in which corpus data are categorically 

coded by two native speakers and subsequently statistically analysed. Section 3.2.1 describes 

the material and §3.2.2 provides some information about the coders and reports on the 

interrater reliability. Section 3.2.3 provides the results of the categorical analyses. 

3.2.1 The data 

For this chapter, I selected all Swiss locations for which data of both younger and older 

speakers are available from the corpus “German Today” of the Institute für Deutsche Sprache 

“Institute for German Language” in Mannheim (IDS, Project Variation des gesprochenen 

Deutsch “Variation in spoken German (Brinckmann et al. 2008), see also §2.4.1). These 

contain data from Basel, Biel/Bern, Brig, Luzern/Willisau, and Zurich. Furthermore, two 

locations outside Switzerland are included in this study: Vaduz (Liechtenstein) and Bludenz 

(Austria, on the Swiss border). These were included because these locations belong to the 

same dialect group as the Swiss dialects, viz. High-Alemannic. Figure 3.1 shows the places 

investigated.  

 

 

 

 

                     
6
 For example, in Canadian English, mid front vowels, in particular the mid-high front vowel /eː/, have 

been shown to be subject to lowering in closed syllables more than in open syllables (De Decker & 

Mackenzie 2000). Similarly, Latta (1972) mentions that in Chamorro and Malay, high vowels are lowered 

in closed syllables, which appears to be common in Indonesian and Malay varieties (van Zanten 1986). 
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Figure 3.1.  Sites in Switzerland, Bludenz and Vaduz, investigated for the pronunciation of the 

long vowel <ä>. Only places with younger (circle) and older (square) speakers are 

investigated. Bern and Biel are treated as one location, and Luzern and Willisau 

are also treated as one location (indicated by the black circle). 

Frequency counts are based on the frequency of occurrence in the corpus “German Today”, 

provided to the author by the “Institut für deutsche Sprache” in Mannheim, Germany. Token 

frequency may be important in investigating frequency effects, but it has been reported that 

lemma frequency may be an even stronger predictor than token frequency (Gahl (2008), 

Jescheniak et al. (2003) among others). The lemma is a set of all words having the same stem. 

Lemma frequency is the summed frequency of all tokens of a lemma. Especially for the data 

investigated in the present study, token frequency may not be reliable for two reasons, one 

related to umlaut and the other to suffixation. Many words in the corpus belong to the same 

lemma, or morphological paradigm. For instance, the verb fahr ‘drive’ in the singular present 

has the following forms: fährst ‘drive.2SG’, fährt ‘drive.3SG’. The vowel of two words with 

identical stems but different token frequencies, such as fährst and fährt, are most likely to be 

pronounced similarly by the same speaker (intraspeaker variation is not impossible, but 

speakers would not consistently pronounce [feːɐst] alongside [fεːɐst]). Likewise, in the 

nominal paradigm, speakers pronounce the vowels of Räder ‘wheel.PLUR’ and Rädchen 

‘wheel.DIM’ similarly. Likewise, I classified inflections as in Jähr-chen ‘year.DIM’ and 

derivations like jähr-lich ‘yearly’ in the same lemma, since it is most likely that both are 

pronounced in the same way by a single speaker. The second reason why we do not rely on 

token frequency is that many different roots can be suffixed with the suffix -ität (deadjectival 

nominal suffix ‘-ity’). There is no evidence that the HF suffix -ität varies in pronunciation 

on the basis of token frequency of the stem. For example, speakers who pronounce HF 
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National-ität ‘nationality’ with an open vowel, also pronounce LF Plural-ität ‘plurality’ with 

an open vowel. Instead of lemma frequency, in this case, suffix frequency is computed. Suffix 

frequency is computed completely analogously to lemma frequency, except for the fact that 

the suffix is counted rather than the stem. In the present study, the lemma frequency ranges 

from 1 to 2110, in which wär ‘be.SUBJ’ is by far the most frequent (2110) and ungefähr the second 

most frequent (1074). Subsequently, lemma frequency was log-transformed in order to 

resemble more psycholinguistic perception of frequency. 

To examine the pronunciation of the long vowel <ä>, a selection of all items spelled 

with <ä> representing the long lower mid front vowel was made (in German, <ä> may also 

represent short [ε], see also §2.5). Two words show variation in vowel length across the whole 

German-speaking area and were therefore excluded from further analysis: Städte ‘town.PLUR’ 

and nächste ‘next’ (see also §2.4.1).  

3.2.2  The coders and intercoder (dis-)agreement 

The long vowel <ä> was categorically transcribed (either [εː] or [eː]) by two Swiss coders from 

Basel and Fribourg, respectively, who were female native speakers of Swiss German and who 

spoke SSG fluently. The coders were not informed about the purposes of the study. Both were 

linguistically trained at the University of Freiburg (Germany) but did not have much 

experience in coding. At the time of the analysis they were 24 and 27 years old, respectively. 

In sum, 579 codings were obtained, which were first tested for inter-coder agreement. 

The Cohen’s Kappa test showed a low agreement κ=0.446. This indicates that the categorical 

judgments were quite different between the two coders, which is shown in Table 3.1. In 373 

cases, both Coder 1 (C1) and Coder 2 (C2) rated the vowel as [εː] and in 87 cases both coders 

rated the vowel as [eː]. (C1) judged the vowel to be [ɛː] and (C2) judged the vowel to be [eː] in 

only 25 cases and C1 judged the vowel to be [eː] and C2 judged the vowel to be [εː] in 94 cases. 

So there are a substantial number of vowels in which C1 perceived [eː] and in which the C2 

perceived [εː], but there are also a (smaller) number of cases in which this is reversed.  

Table 3.1  The number of [eː] and [ɛː] codings by Coder 1 and Coder 2. 

 

 

 

 

3.2.3  Results 

Why do the coders differ? Is it simply the difference category boundary between individuals? 

In that case we would expect that one coder reports simply more [eː] codings than the other, 

and not that the reversed also occurs, like in Table 3.1. Are the coders biased to certain factors? 

 

Coder 2  

eː εː sum 

Coder 1 

eː 87 (48%) 94 (52%) 100% 

εː 25 (6%) 373 (94%) 100% 
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In order to investigate coder bias (or a halo effect), we first conduct a usual statistical analysis, 

so that we can compare that to the acoustical analysis at a later stage (§3.3). Mixed-effects 

modelling with model comparison was used with coding as the dependent variable. The 

independent variables are the speakers’ age, speakers’ gender, frequency, and speakers’ 

location, pre-r context and tautosyllabicity of the consonant following long vowel <ä>. The 

variables speaker, lemma, and the order of tokens per interview were treated as random 

effects.  

In the analysis of the codings of C1, we find an effect of the speakers’ location and 

frequency. Only Vaduz is significantly different from the reference level Zurich. In general, 

more codings of [εː] occur, but in Vaduz the codings [eː] and [εː] occur almost equally often (z 

= 1.974, p = 0.048). Further, more frequent words tend to be pronounced with [eː] more than 

less frequent words (z = 1.971, p = 0.049). The other factors (speakers’ gender, speakers’ age, 

and pre-r context) were not significant, nor could any interactions be attested. The means of 

C1 are provided in Table 3.2.  

Table 3.2 Number and percentages of [eː] and [εː] codings of Coder 1, divided by speakers’ 

location, speakers’ gender, speakers’ age, and pre-r context.  

     

[eː] 
 

Percentage 

[eː] 

  

[εː] 

 
Percentage 

[ε ː] 

Speakers’ location  Basel  30  29.1 

 

 73  70.9 

   Biel/Bern  26  38.2 

 

 42  61.8 

  Bludenz  14  25.9 

 

 40  74.1 

  Brig  9  11.7 

 

 68  88.3 

  Luzern/Willisau  36  33.0 

 

 73  67.0 

  Vaduz  49  53.3 

 

 43  46.7 

  Zurich  17  23.0 

 

 57  77.0 

 Speakers’ gender  Female  91  32.2 

 

 192  67.8 

  Male  90  30.6 

 

 204  69.4 

 Speakers’ age  Old  54  22.9 

 

 182  77.1 

  Young  127  37.2 

 

 214  62.8 

 Pre-r context  Pre-r  134  36.3 

 

 235  63.7 

  Non pre-r  47  22.6 

 

 161  77.4 
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The full mixed-models analysis is provided in Table 3.3 

Table 3.3. Categorical analysis I of Coder 1. The estimates, standard error, z-value, and p-

value of the factors speakers’ location, with Zurich as reference level, frequency, 

speakers’ gender, speakers’ age, and pre-r context. 

 
Random effects: 
 Groups    Name          Variance   S.D. 
 Lemma     (Intercept)   0.267  0.517  
 Ntoken    (Intercept)   0.059  0.244  
 Recording (Intercept)   0.539  0.734  
 
Fixed effects 
                   Est.      S.E.    z-value p-value 

(Intercept)                         0.346    0.718    0.482   0.630   

speakers’ location-Basel            0.115    0.601   0.191   0.849   

speakers’ location-Biel/Bern        0.738    0.635   1.162   0.245   

speakers’ location-Bludenz          0.023    0.646   0.036   0.972   

speakers’ location-Brig             0.867    0.719   1.205   0.228   

speakers’ location-Luzern/Willisau  0.242    0.604   0.400   0.689   

speakers’ location-Vaduz            1.192    0.603   1.974   0.048* 

frequency                           0.402    0.203    1.971   0.049* 

speakers’ gender male               0.070    0.336    0.208   0.835   

speakers’ age young                 0.486    0.365   1.330   0.184   

pre-r context                       0.461    0.313    1.476   0.140   

 

The analysis of the codings of C2 shows almost a complementary picture: the significant 

predictors are pre-r context, speakers’ gender, and speakers’ age. In pre-r context, coding of 

the vowel as [eː] is more likely to occur than coding of [εː] (z = 2.262, p = 0.024). Also, younger 

speakers are coded as having more low [eː] realizations and younger speakers are coded as 

having more [eː] realizations than older speakers (z = -2.087, p = 0.037). Finally, males are 

rated to have more [eː] realizations than females (z = -2.671, p = 0.008). The means of C2 are 

presented in Table 3.4 and the results of the mixed models analysis of C2 are provided in Table 

3.5. 
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Table 3.4 Number of [eː] and [εː] codings of Coder 2, divided by speakers’ location, speakers’ 

gender, speakers’ age, and pre-r context.  

     

[eː] 
 

Percentage 

[eː] 
  

[εː] 
 

Percentage 

[ε ː] 

Speakers’ location  Basel  14  13.6  89  86.4 

  Biel/Bern  22  32.4  46  67.6 

 Bludenz  18  33.3  36  66.7 

 Brig  30  31.3  66  68.7 

 Luzern/Willisau  23  21.1  86  78.9 

 Vaduz  13  14.1  79  85.9 

 Zurich  11  14.9  63  85.1 

Speakers’ gender  Female  38  13.4  245  86.6 

 Male  74  25.2  220  74.8 

Speakers’ age  Old  37  15.6  199  84.4 

 Young  75  22.0  266  78.0 

Pre-r context  Pre-r  89  24.1  280  75.9 

 Non pre-r  23  7.5  285  92.5 
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Table 3.5. Categorical analysis I of Coder 2. The estimates, standard error, z-value, and p-

value of the factors pre-r context, speakers’ gender, speakers’ age, speakers’ 

location (with Zurich as reference level), and frequency. 

 
Random effects: 
 Groups    Name          Variance    S.D.   
 Lemma     (Intercept)   <0.001  <0.001 
 Ntoken    (Intercept)   <0.001  <0.001 
 Speaker   (Intercept)   <0.001  <0.001 
 

Fixed effects:        

                                     Est.     S.E. z-value p-value  

(Intercept)                         2.790    1.300   2.147   0.032* 

pre-r context                       1.082    0.478   2.262   0.024* 

speakers’ gender male               3.024    1.132   2.671   0.008* 

speakers’ age young                 2.065    0.989   2.087   0.037* 

speakers’ gender: speakers’ age     2.904    1.333   2.178   0.030* 

speakers’ location-Basel            1.415    1.098   1.289   0.198 

speakers’ location-Biel/Bern        0.985   1.071   0.920   0.358 

speakers’ location-Bludenz          0.469    1.056   0.445   0.657 

speakers’ location-Brig             0.529    1.179   0.448   0.654 

speakers’ location-Luzern/Willisau  0.097    1.052   0.092   0.926 

speakers’ location place-Vaduz      1.035    1.062   0.975   0.329 

frequency                           0.247    0.295   0.838   0.402 
 

The different outcomes of these analysis are remarkable and give rise to several questions. Is 

one coder simply better than the other? How can we decide which analysis is the best one? 

And, moreover, what is the reason for these different results? As a first step, let us investigate 

the data by acoustic measurements, and compare the acoustic analysis with the categorical 

analyses. 

3.3 The acoustic analysis 

In the acoustic analysis, I followed the same procedure as described in §2.4.2: the F1 and F2 of 

each vowel are measured at the temporal midpoint of the steady state of the vowel. 

Subsequently, I interpolated the vowels on a scale between 0 (representing the most extreme 

pronunciation of [a]) and 100 (representing the most extreme pronunciation of [i]). This 

interpolated vowel is treated as the dependent variable and the same factors were investigated 

as in the categorical analysis: speakers’ age, speakers’ gender, and speakers’ location, 

tautosyllabicity of the consonant following long vowel <ä>, and further pre-r context and 

frequency. For numeric variables, the mixed-effects model does not provide significance, but 

as a general threshold t-values < -2.000 or > 2.000 are expected to be significant. The results 

show an effect of speakers’ age and of pre-r context. Younger speakers tend to have a lower, 

more [εː]-like pronunciation (t = -2.058). Further, pre-r context has a lowering effect (t = -
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3.697).
7
 The other factors (speakers’ location, gender, age, and frequency) are not significant. 

The results are provided in Table 3.6. 

Table 3.6.  The acoustic analysis. The estimates, standard error, and t-value of the factors  

  speakers’ age, pre-r context, speakers’ location (with Zurich as reference level),  

  frequency, and speakers’ gender. 

Random effects: 
    Name        Variance          S.D.   
 Lemma     (Intercept)             23        <0.001 
 Ntoken    (Intercept)         <0.001        <0.001 
 Speaker   (Intercept)             69        <0.001 
 Residual                         147        <0.001 

 

                                         Est.      S.E. t-value 

(Intercept)                           66.267      6.122  10.825 

speakers’ age-young                   10.036      4.877  2.058* 

pre-r context                          7.669      2.075  3.697* 

speakers’ location-Basel               5.364      5.709   0.939 

speakers’ location-Biel/Bern           0.993      5.855  0.170 

speakers’ location-Bludenz             9.099      5.677   1.603 

speakers’ location-Brig                0.256      6.195   0.041 

speakers’ location-Luzern/Willisau     3.360      5.644   0.595 

speakers’ location-Vaduz               9.009      5.799   1.554 

speakers’ gender-male                  4.454      5.717   0.779 

frequency                              1.688      1.303  1.296 

speakers’ gender: speakers’ age        3.293      6.815   0.483

 

This acoustic analysis is comparable to that of C2, but unlike the analysis of C2, no effect of 

the speakers’ gender is found. Table 3.7, summarizes the significant factors of the analyses so 

far. Further comparison between the categorical and acoustic analyses is provided in §3.5.  

                     
7
 A prototypical pronunciation of an /ɛː/ is approximately 65 and a prototypical pronunciation value of 

/eː/ is around 75. 
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Table 3.7. Summary of the results of the acoustic and categorical analyses. The factors 

speakers’ age, speakers’ gender, speakers’ location, frequency, and pre-r context 

and their significance in the acoustic and the categorical analyses divided by 

accentedness. Significance is indicated by  and non-significance is indicated by 

. 

Factor 
 

Acoustic 
 

C1 
 

C2 

speakers’ age 
 

 
 

 
 

 

pre r-context 
 

 
 

 
 

 

speakers’ gender 
 

 
 

 
 

 

speakers’ location 
 

 
 

 
 

 

frequency 
 

 
 

 
 

 

The analyses are all different and we may wonder how much the coders rely on the acoustic 

signal. Are the coders biased to a factor that we did not measure? Is this a halo effect? Or do 

coders ‘naturally’ compensate for some factors. Or did we miss an acoustic factor that is 

crucial for the analysis? It is not unlikely that a halo-effect could occur, given that non-

linguists are easily biased towards accent, and that long vowel <ä> is a typically Swiss feature, 

a factor of which the Swiss coders are of course aware. We will therefore investigate whether a 

bias towards the level of SSG or NSG accent causes the deviations from the acoustic 

measurements. Before we can do so, the level of accent needs to be quantified and therefore I 

conducted another experiment, which is discussed in the following section. 

3.4 The degree of Swiss Standard German accent: Online elicitation 

In order to be able to investigate whether the coders are biased by SSG or NSG accent, the 

degree of accent of all speakers in the corpus must be quantified. Therefore, the original 

recordings were used in an internet survey to establish type and level of accent. The approach 

and methodology are described in § 3.4.1 and the results are provided in §3.4.2. 

3.4.1  Approach  

An internet survey was developed in which respondents were asked to estimate the degree of 

Swiss accent of short sound samples. For each Swiss speaker analysed in §3.2 and §3.3, a small 

sound sample of approximately twenty seconds of two or three complete sentences was 

randomly selected. In sum, forty sound files were created, one for each interview, which were 

evenly divided across two surveys, so that it was possible to complete the survey in 

approximately fifteen minutes. Each of the two surveys contained recordings of one younger 

female and one younger male per place and also one older speaker per place. Older males and 

females were also evenly divided across the two surveys. The internet survey consisted of three 

web pages: the first two pages each contained ten sound samples, the third page contained 

questions on the respondents’ sociolinguistic background, which was optional. The 
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respondents were asked to estimate the level of accent for each sample by selecting one out of 

four possibilities:  

 1 = strong Swiss accent 

 2 = average Swiss accent 

 3 = weak Swiss accent  

 4 = no Swiss accent  

On the third page respondents were asked to provide the following sociolinguistic 

information: 

 the respondent’s age 

 the respondent’s gender 

 the respondent’s use and competence in dialect and standard (on a 

 five-point scale) 

 the place where the respondent was born and raised 

 the place where the respondent’s parents used to live 

A respondent could listen to the sound files as many times as she wished and the volume 

could be adjusted to the respondent’s needs. Furthermore, it was possible to provide 

comments at the end of the first two pages. Both German and Swiss respondents were 

recruited (which was necessary because a respondent bias could possibly occur on the basis of 

the nationality and competence of the respondents in SSG and NSG, see following section).8  

3.4.2 Results 

Both versions of the survey were returned by ten German and ten Swiss listeners, and two 

listeners (one German and one Swiss) filled in version A as well as B. Version A was returned 

by ten females and eight males and two respondents did not indicate their gender. Version B 

was returned by six males and thirteen females and one respondent did not provide his or her 

gender. The respondents’ gender and mean age, per version of the survey and per nationality, 

are presented in Table 3.8. 

                     
8
 The respondents were recruited through the personal network of the author. 
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Table 3.8. The number of respondents divided by their nationality, gender and mean age for 

  Version A and B of the online survey. 

Version  Nationality 

of respondents 

 Number of respondents  Mean age 

  Male Female Gender not 

specified 

 

A  German  4 6   44 

A  Swiss  4 4 2  46 

B  German  4 6   30 

B  Swiss  2 7 1  49 

Sum         14 23 3   

To evaluate the agreement between the respondents’ answers, Cronbach’s test for reliability 

between respondents was carried out. This is a correlation test which indicates the consensus 

of the respondents’ ratings and of which the output value α is between 0 (no correlation) and 1 

(perfect correlation). Cronbach’s α was remarkably high for version A α = 0.959 as well for 

version B α = 0.966.  

The accentedness ratings were further investigated in order to check whether 

respondent biases occurred. Respondent bias is related to coder bias. The difference between 

them lies in the fact that the respondents provide a general judgement over the recordings, 

whereas the coders evaluate particular speech sounds. Notwithstanding the extremely high 

consensus among the respondents, there might still be some systematic differences on the 

basis of the respondents’ nationality, the respondents’ age, the respondents’ gender, and the 

respondents’ competence in the standard and dialect. These factors were investigated in a 

mixed-effects model with speaker and respondent as random effects. Since it is likely that not 

only factors related to respondents play a role, but also speakers’ age, speakers’ gender, and 

speakers’ location (see also §3.1.), I also investigated these factors. In addition, I also checked 

for an effect of the survey (whether survey A or B was taken). Model comparison showed that 

the best statistical model is the one with the factors survey, subjects’ age, and respondents’ 

dialect use. Only speakers’ age and respondents’ dialect competence turned out to be relevant 

factors, the effect of the survey is not significant (see Table 3.9). 
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Table 3.9. Results of the optimal mixed model predicting the degree of Swiss Standard 

German accent. The estimates, standard error, and t-values of the speakers’ age, 

respondents’ dialect competence, and survey are specified. 

 
Random effects: 
    Name    Variance     S.D. 
 Speaker     (Intercept)  0.381  0.617  
 Respondent  (Intercept)  0.065  0.255  
 Residual                 0.552  0.743  
 
Fixed effects: 
                    Est.   S.E. t-value 

(Intercept)      2.152     0.219  9.833* 

speakers’ age young          0.439     0.212  2.071* 

respondents’ dialect competence   0.081     0.033  2.427*  

survey          0.414     0.218  1.896  

 

As shown in Table 3.9 the speakers’ age is a good predictor for the level of accentedness: 

younger speakers are assigned higher scores, that is more NSG accent than older speakers 

(mean score young speakers 2.57 and older speakers 2.17, t = 2.071). An increase in the 

respondents’ dialect competence also leads to higher scores (t = 2.427). This is an indication 

that respondents may also be biased and it is a factor that should be controlled for in follow-

up studies. The ratings for accentedness was averaged for each speaker in the corpus data. 

These results are contained in Appendix A. 

3.5 The halo effect  

In this section, we will again conduct the categorical analysis, but now we include the 

accentedness ratings which were reported on in §3.4, and also the F1 and F2 measurements 

(§3.5.1). Note that, if the coders fully relied on F1 and F2, this would be the only significant 

factor. We will see that this is not the case;other factors turn out to be significant as well. We 

will investigate the degree to which the speakers rely on F1 and F2 and to the other factors by 

categorical inference tree analyses in §3.5.2. 

3.5.1  The categorical analysis II, SSG accent included 

Since we have now quantified the accentedness of the speakers, we are able to investigate 

whether this degree of accentedness is a factor that correlates with the coders’ judgements of 

the realization of the long vowel <ä> as either [εː] or [eː]. Equally important, we will 

investigate to what extent the coders rely on F1 and F2. If the speakers relied only on F1 and 

F2, i.e. if they were perfectly unbiased, we would find only a significant effect of F1 and F2 and 

not of any other factors. In order to examine the effect of the speakers’ accentedness as well as 

the effect of F1 and F2, I used a mixed-effects model with model comparison in which the 

codings were treated as the dependent variable and the interpolated vowel height (of F1 and 

F2) and the degree of accentedness as independent variables. All other factors were the same 

as in the previous analyses (speakers’ age, speakers’ gender, and speakers’ location, 
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tautosyllabicity of the consonant following long vowel <ä>, and further pre-r context and 

frequency). Random effects are speaker, lemma, and the order of tokens in each interview. 

As shown in Table 3.10, the codings of C1 strongly related to the interpolated vowel (z = 

-6.208, p < 0.001). This means that C1 relies on F1 and F2 to a large extent. However, C1 

appears to also rely on the level of accentedness (z = -3.165, p = 0.002). Other factors were not 

significant. 

Table 3.10. Categorical analysis II of Coder 1. The optimal mixed model results in which the 

estimates, standard error, and t-values of F1 and F2, the speakers’ accentedness, 

the speakers’ gender, the speakers’ age, and frequency are specified. 

 
Random effects: 
        Name       Variance            S.D. 
 Lemma     (Intercept) 0.135     0.368  
 Ntoken    (Intercept) 0.026     0.161 
 Recording (Intercept) 0.999     0.999  
 
Fixed effects: 
                  Est.    S.E. z-value p-value      

(Intercept)              4.294   0.861   4.985 <0.001* 

the interpolated vowel   0.050   0.008  6.208 <0.001* 

speakers' accentedness   0.383   0.121  3.165  0.002* 

speakers' gender-male    0.582   0.416   1.399  0.162 

speakers' age-young      0.719   0.451  1.591  0.112 

frequency’               –0.366   0.194  –1.883  0.060 

 

The ratings of C2 are also strongly correlated to F1 and F2 (z = -7.841, p < 0.001), so C2 also 

relies on F1 and F2 to a large degree. The degree of accentedness does not play a role here, so 

it seems that C2 is not biased towards the degree of SSG/NSG accentedness. However, the 

speakers’ location is significant for Biel/Bern (z = -2.985, p = 0.003), which shows a bias on the 

basis of the location of the speaker. So the coder guesses the location, most probably by 

dialectal influence on SSG, which leads to more [eː]-ratings. Further, speakers’ gender is 

significant, such that males are transcribed as having more [eː] pronunciations (z = -2.364, p = 

0.018). Speakers’ age correlates with the number of [eː] ratings as well: younger speakers are 

rated as having more [εː] pronunciations than older speakers (z = -2.736, p = 0.006). So biases 

occur not only on the basis of accent but also on the basis of sociolinguistic factors. 
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Table 3.11. Categorical analysis II of Coder 2. The optimal mixed model results in which the 

estimates, standard error, and t-values of F1 and F2, the speakers’ accentedness, 

the speakers’ gender, the speakers’ age, and frequency are specified. 

 
Random effects: 
        Name        Variance    S.D.   
 Lemma     (Intercept)  0.447   0.669 
 Ntoken    (Intercept) <0.001    <0.001  
 Recording (Intercept)  2.812   1.677 
 
 
Fixed effects: 
                                    Est.    S.E. z-value p-value     

(Intercept)                        12.606    1.738  7.254 <0.001* 

the interpolated vowel             0.104    0.013  7.841 <0.001* 

speakers' location-Biel/Bern       3.726    1.248  2.985  0.003* 

speakers' location-Bludenz         1.670    1.212  1.378  0.168 

speakers' location-Brig            1.463    1.367  1.070  0.284 

speakers' location-Luzern/Willisau 1.763    1.277  1.381  0.167 

speakers' location-Vaduz           0.151    1.200  0.126  0.900 

speakers' location-Zurich          1.864    1.309  1.424  0.154 

speakers' gender-male              3.101    1.312  2.364  0.018* 

speakers' age-young                3.185    1.164  2.736  0.006* 

speakers' gender:age               3.641    1.564   2.328  0.020* 

 
 

 We thus find that the two coders both rely on F1 and F2, but also on SSG/NSG accentedness, 

speakers’ location, and other factors. Table 3.12 lists the significant factors. Note that in the 

ideal case, the acoustic analysis and the coders’ analyses without accentedness should be 

exactly the same, but the coders’ analyses with accentedness should have only the interpolated 

vowel as significant factor. Deviations from this ideal pattern are indicated by an exclamation 

mark. 
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Table 3.12. Summary of the results of the acoustic and categorical analyses. The factors F1 

and F2, speakers’ accentedness, speakers’ age, speakers’ gender, speakers’ 

location, frequency, and pre-r context and their significance in the acoustic and 

the categorical analyses divided by accentedness. 

Factor 
 

Acoustic 
 

C1 
 

C2 

 
 

 
 without 

accentedness 

with 

accentedness 

 without 

accentedness 

with 

accentedness

s the interpolated 

vowel  
 NA  NA   NA  

speakers’ 

accentedness 
 NA  NA !  NA  

speakers’ age    !    ! 

speakers’ gender       ! ! 

speakers’ location    !    ! 

frequency    !     

pre r-context         

3.5.2  The halo effect in detail 

In order to see how much the coders rely on F1 and F2 and how much on other factors, I 

performed a conditional inference regression tree analysis. A classification tree shows 

significant binary splits in the dataset and thus provides insight into the relative importance of 

the factors, the correlation between the predictors, the number of items in all classifications, 

and the distribution of the vowel height within all classifications (Tagliamonte & Baayen 

2010). The relative importance of the factors is shown by the ranking of the leaves: the higher 

in the tree, the more important the factor is. The interaction of the factors is shown by the 

path, or the branches of the tree. The number of items is shown in the bottom nodes. The 

distribution of the vowel height is shown by the box plots in the bottom nodes. As for Coder 1 

(see Figure 3.2.), the main predictor is the interpolated vowel (highest node F1.F2) (cf. §2.4.2). 

If the interpolated vowel has a value ≤ 67.455, the significant predictors are speakers’ 

accentedness and lemma frequency and if the interpolated vowel has a value > 67.455, 

speakers’ age is the only relevant factor. If the interpolated vowel ≤ 67.455 and the speakers’ 

accentedness is ≤ 2.9, which includes strong SSG accent, moderate SSG accent, and moderate 

NSG accent, then about 85% of the cases are coded as [εː] (in the bottom leaf node [3], which 

explains 289 cases). If the interpolated vowel ≤ 67.455 and the speakers’ accentedness > 2.9, 

that is a strong NSG accent, lemma frequency comes into play. The nine most infrequent 

words (with lemma frequency ≤ 1.38) are all coded as [eː] (bottom leaf node [5]) and the more 

frequent words are coded for about 60% as [ɛː] (node [6], 87 cases). If the interpolated vowel > 

67.455, and the speakers’ age is young, nearly 40% is coded as [εː] (node [8], 96 cases) and if 

the speakers’ age is old, more than 60% is coded as [εː] (node [9], 96 cases).  
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So, C1 does rely on F1 and F2 to a great extent. However, a halo effect seems to exist in case of 

speakers with an overall strong NSG accent for vowels which are relatively low [node 5 and 6]: 

these vowels are less likely to be coded as [εː] (0 and 60% respectively) than if they had been 

produced by speakers with a more SSG accent [node 3: 80% [εː]. Further, although in the 

acoustic analysis we also found an effect of the speakers’ age, we would not expect to find an 

age effect for the coders’ data if we included F1 and F2 values: if coders relied only on the 

interpolated vowel , no effect of the speakers’ age would appear in the analyses of the coders’ 

data. The fact that we do find a speakers’ age effect in the coders’ analysis [node 7-9] suggests 

that the speakers’ age effect is somewhat exaggerated by C1, that is, the codings show a larger 

effect than can be explained on the basis of F1 and F2 measurements. 

Coder 2 shows a remarkably different picture (Figure 3.3). Again, the most important 

factor is the interpolated vowel . There are two cut-off points: 70.089 (under node [1]) and 

64.068 (under node [2]). If the interpolated vowel ≤64.068, 90% is coded as [εː] (bottom node 

[3]), which explains 343 cases. If 64.068 < the interpolated vowel ≤ 70.089, the younger 

speakers are most likely to be coded as pronouncing [εː] (60% of 36 cases, node [5]). Older 

speakers are even more likely to be coded as pronouncing [εː]: older speakers from Bludenz 

(Bd), Bern (Bn), and Zurich (Zr) are coded with [ɛː] for 85% (node [7], only 8 cases) and older 

speakers from Basel (Bs), Brig (Br), Luzern (Lz), and Vaduz, are coded as pronouncing [εː] for 

almost 100% (node [8], 33 cases). If the interpolated vowel > 70.089, and the speakers’ location 

is either Bludenz, Bern, or Zurich, the number of [εː] codings is relatively low (about 30% 

(node [10], 52 cases). Younger speakers in Basel (Bs) and Vaduz (Vd) are rated as pronouncing 

[εː] for more than 60% (node [13], 40 cases), but younger speakers in Brig (Bg) and Luzern (Lz) 

are coded for only less than 20% as pronouncing [εː] (node [14], 18 cases). This is very much in 

contrast with the older speakers who are coded as pronouncing [εː] for 80% (node [15], 47 

cases).  

In sum, C2 relies for 343 out of 577 cases only on F1 and F2, which is 59%, and which 

forms a homogeneous class of the lower vowels. For the higher vowels, we find a speakers’ age 

effect in which older speakers are more likely to be rated with the typical SSG [εː] 
pronunciation. Regarding the speakers’ locations, all things being equal, the vowels of the 

speakers from Bludenz, Bern, and Zurich are more likely to be rated as [eː] and vowels of the 

older speakers from Brig, Basel, Luzern, and Vaduz are more likely to be coded as [εː]. This 

suggests a halo effect towards the speakers’ location (which could easily be detected by the 

Swiss coder on the basis of perception and dialectal awareness).  
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In this section, we saw that the coders do rely on the interpolated vowel for a large part, but 

we detected halo effects for NSG accent (C1) and the speakers’ location (C2). Further, the 

coders seem to assign more importance to the difference between younger and older speakers 

than is justified by the acoustic analysis. 

3.6 Discussion and conclusion 

The aim of this chapter was to decide whether coding the data by native speakers is reliable or 

not. Therefore, I compared the analysis on the basis of codings with an acoustic analysis. This 

resulted in three considerably different analyses. Subsequently, I investigated in more detail to 

what extent the coders relied on F1 and F2 and to what extent the coders relied on other 

factors, including Northern Standard German and Swiss Standard German accentedness. The 

results showed that although the most important cue for the codings was indeed F1 and F2, 

the speakers’ accentedness (C1) or the speakers’ location (C2) were also good predictors for the 

codings. Furthermore, the effect of speakers’ age is perceived more strongly by the coders than 

is justified by the F1 and F2 measurements.  

The results show that the coders do rely on the acoustic signal to a certain extent, but 

that in particular cases they don’t. Since the variation is continuous and the coders were given 

the task to categorically code the data, one could argue that probably in cases in which the 

vowel quality is unclear, i.e. neither prototypical [eː] nor prototypical [εː], coders are led to rely 

on other factors. If this were the case, we still would expect the lowest vowels to be coded as 

[εː] and the highest vowels to be coded as [eː] (although with different cut-off points for 

different coders). This is only the case for the lowest vowels coded by C2. Instead, the coders 

appeared to be sensitive to the accentedness of the speakers, both on the small-scaled local 

level (different locations of the speakers) as well as the large-scaled contrast between 

Northern Standard German and Swiss Standard German. We saw that one coder showed a 

halo effect towards the overall NSG and SSG accentedness, whereas the other coder showed a 

halo effect towards the dialectal accent. The results point towards a coder bias, in line with 

recent findings in perception studies among non-linguists. In studies like (Drager (2011), Hay 

et al. (2006a, 2006b), Hay & Drager (2010), Hay & Drager (2010), Niedzielski (1999)), subjects 

were led to believe that the speech they had to code was of a particular dialectal or 

sociolinguistic variety by means of suggestive questions or national symbols. When presented 

with exactly the same or neutral data, the codings were also biased, corresponding to the 

subjects’ belief regarding the variety in which the data were presented. Similarly, in Hall-Lew 

& Fix (2012), the ethnic identification of the coders in l-vocalization in English correlated with 

their codings of the degree of vocalization. These coders were not necessarily linguists (it was 

an internet-based study), but still the results correspond closely to the findings in this chapter. 

Whereas all these studies show a bias towards the accent which the subjects are led to believe 

they hear, there is a crucial difference with the present study, in which the subjects were not 

lay people, but linguistically trained coders. 
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So this chapter has shown that not only lay-people, but also linguistically trained 

coders may be susceptible to biases related to accentedness. Although to investigate the halo 

effect in linguistics requires more large-scale experiments with more coders, we have to realize 

that the method of having two or maximally three coders is very common in sociolinguistic 

and dialectological research and that the present study shows that this methodology is highly 

suspicious. Many studies in the past relied on this method. The results of the present study are 

especially inconvenient, since a very large part of these studies would become unreliable if 

coder bias would appear to be a wide-spread halo effect. Similarly, in second-language 

acquisition, speech therapy, and clinical linguistics, halo effects may be wide-spread—and 

unrecognized. It is therefore important for different fields in linguistics that the linguistic 

halo-effect is studied in more depth. Halo effects in linguistics should be better understood, 

which means that it is necessary to determine whether or when halo effects occur, to 

determine how contextual factors affect measures of observed halo effects, and to determine 

whether or to what extent halo errors are harmful (Murphy et al. 1993). A comparison between 

acoustic and coder analysis seems to be the safest method, but we cannot be entirely sure at 

this point that the acoustic measurement is completely sound; maybe we missed one or more 

acoustic features that are relied upon by the coders, such as F3, the transitions, the loudness, 

pitch, or any other unknown feature. In other words, it is still possible that coders perform 

better than the acoustic measurements in this study. Experimental investigation is needed to 

investigate coder bias under more controlled conditions. Another factor to investigate is the 

experience of the coders: does experience automatically lead to more accurate codings? How 

can the halo effect be avoided in linguistic research? This might involve reducing the rating 

time, increasing the familiarity between coder and subject, clear questionnaires which 

separate the effects of different factors, making the coders aware of the halo effect, and train 

them accordingly (see Sahoo et al. (2010)) and references cited there).  

The main problem, of course, is the wrong analysis that results from coder bias. In the 

present study, we found that in the acoustic analysis pre-r context is the strongest predictor. 

As outlined in §2.1.2, the lowering effect of /r/ in Germanic languages is a well-known factor 

and, as we will see in each of the other chapters on the pronunciation of the long vowel <ä> in 

this thesis, pre-r context is a very robust and almost always the most important predictor. 

Crucially, this factor is entirely unimportant in the coders’ analyses. This means that vowel 

lowering is not perceived before an /r/, in other words, the coders’ perceptually compensate 

for pre-r vowel lowering. Comparison of the coders’ and the acoustic analysis thus not only 

provides information about possible halo effects, but also to neutralization. This means that 

where long vowel <ä> is lowered before /r/, the coders do not perceive the lowering, so they 

report a higher value for the vowel. Neutralization of phonetic and phonological processes 

thus also seems to be a potential risk for methodologies which make use of native speakers’ 

codings.  
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Although more research is surely needed to investigate coder bias in more detail, we 

saw in this chapter that the coders’ analyses were not only different from the acoustic analysis, 

but also different from each other. Given also the fact that halo effects are very common as a 

psychological phenomenon, that halo effects have been found in earlier linguistic studies, that 

neutralization effects are possible, and that existing factors may be exaggerated in the coders’ 

analyses (speaker age), I conclude that the method of native speaker transcription is not 

reliable enough for the investigation of the pronunciation of the long vowel <ä> in German. 

This is why the acoustic method was preferred in chapter 2 and why this method is also used 

in the remaining chapters on this topic. 
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Though I sweep and sweep 

Everywhere my garden path 

Though invisible 

On the slim pine needles still 

Specks of dirt may yet be found 

Sen no Rikyu 1522-1591




