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CHAPTER 1

Introduction

The possibility of being able to predict the future can seem very
tempting, especially in today’s technologically advanced world. It is
therefore no surprise that interest in automatically predicting court
decisions has risen considerably in recent years.

Our whole lives are regulated by laws, from buying a house to
drinking alcohol. As laws are written down, the legal system is en-
tirely dependent on language. Probably one of the most extreme ex-
amples of this was a trial at the US Court of Appeals for the First Cir-
cuit, in which the lack of an Oxford comma in a law decided a case to
compensate dairy truck drivers for their overtime work.!

Nowadays, many courts worldwide publish judgements online.
This provides many opportunities for legal research. Nonetheless, le-
gal experts and scientific researchers working in law often analyse
data by hand, and are thus limited in the amount of information that
they can process.

In this dissertation, we address the potential of using language
analysis and automatic information extraction to facilitate statistical
research in the legal domain. More specifically, we demonstrate and

'https://cases. justia.com/federal/appel late-courts/cal/16-1901/
16-1901-2017-03-13.pdf, accessed on 04/04/2022
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discuss the possibilities of natural language processing (NLP) tech-
niques for the automatic prediction of judicial decisions, as well as
their limitations. Using machine learning, we are able to use a com-
puter to perform quantitative analysis on the basis of words and
phrases that were used in a court case. Then, based on that analy-
sis, we can ‘teach’ the computer to predict the decision of the court. If
we can predict the results adequately, we may subsequently analyse
which words or phrases made the most impact on this decision, and
thus identify the factors that are potentially important for judicial de-
cisions.

1.1 Chapter Guide

This dissertation contains ten chapters that are divided into three
parts.

Part | - Background and Definitions

Part I discusses previous work in natural legal language process-
ing. Specifically, Chapter 2 discusses a range of previous quantitative
(non-machine learning) research conducted on legal data. In Chap-
ter 3, we explain the machine learning terminology applicable to the
field, to support the reader in understanding the methodology pre-
sented in previous work and our own experiments. Chapter 4 pro-
vides a review of the main research in predicting court decisions.
In this chapter, we discuss why existing terminology in the field is
problematic, and suggest new terminology that better reflects the
tasks that have until now been generalised under the term, ‘predict-
ing court decisions’. We then discuss how previous research is dis-
tributed between these tasks.
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Part Il - Experiments

Part II describes our experiments as three sub-tasks: the identifica-
tion, categorisation, and forecasting of court decisions. Chapter 5
describes a method for identifying eviction-related cases and their
outcomes, within all the Dutch judiciary case law available online.
This chapter also illustrates a practical method for collecting legal
datasets on a specific topic, using machine learning. Chapter 6 fo-
cuses on NLP methodology for judgement categorisation, to identify
factors that may result in finding patterns, as well as a better under-
standing of judicial decision-making, using the European Court of Hu-
man Rights as an example. Chapters 7 is focused on forecasting the
(future) decisions of the European Court of Human Rights, using doc-
uments published by the court (sometimes) years before a decision is
made. Chapter 8 describes an online platform made specifically for
this purpose, which highlights the sentences that have contributed
most strongly to the system’s predictions.

Part Il - Conclusions and Ethical Considerations

In part IIT we discuss ethical concerns associated with systems that
deal with case law (Chapter 9), as well as discuss the overall findings
of our work and draw conclusions (Chapter 10). While the ethical con-
cerns regarding predicting court decisions has already been widely
discussed in the legal community, we hope to introduce a perspective
which acknowledges the technological limitations of such systems.

1.2 Final Remarks

We hope that this work is interesting and useful for those interested
in legal research, as well as for NLP specialists working with legal
data. Consequently, we often go into some detail regarding the al-
gorithms behind various machine learning systems for the benefit
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of legal scholars, whereas this information is already familiar to re-
searchers working in NLP. Similarly, for the benefit of NLP specialists,
we will try to explain the legal nuances with which legal scholars are
already familiar. We choose to do so, because we believe that this
interdisciplinary field should always be a collaboration between the
two disciplines, where both sides play different roles but are familiar
with each other’s field. We have noticed throughout our work that,
while such collaborations are becoming more common, they are of-
ten not considered a prerequisite. Our experience shows that, in the
majority of cases, true interdisciplinary collaborations are essential
to producing technological systems that provide solutions to existing
issues in the legal domain.



PART |

Background and definitions






CHAPTER 2

Early Quantitative Analyses of
Legal Data

Chapter based on the introduction of:

Medvedeva, M., Vols, M., and Wieling, M. (2020a). Using machine
learning to predict decisions of the European Court of Human Rights.
Arti cial Intelligence and Law  , 28:237-266.

2.1 Introduction

Nowadays, when so many courts adhere to the directive to pro-
mote accessibility and re-use of public sector information,! and pub-
lish considered cases online, the door to automatic analysis of legal
data stands wide open. However, the idea of automating or semi-
automating the legal domain is not new. Search databases for legal
data, such as Westlaw and LexisNexis, have existed since the early
’90s.

Language analysis also been used in the legal domain and crimi-
nology for a long time. For example, text classification has been used

'https://digital-strategy.ec.europa.eu/en/policies/
legislation-open-data, accessed on 11/10/2021
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in forensic linguistics. Whereas in earlier times, such as in the Un-
abomber case,” analysis was manual, today we can perform many of
these tasks automatically. We now have so-called ‘machine learning’
software, which is able to identify the gender (Basile et al., 2017), age
(op Vollenbroek et al., 2016), personality traits (Golbeck et al., 2011),
and even identity of an author almost flawlessly.

For centuries, legal researchers applied doctrinal research meth-
ods, which included describing laws, practical problem-solving, and
adding interpretative comments to legislation and case law, but also
“innovative theory building (systematisation) with the more simple
versions of that research being the necessary building blocks for the
more sophisticated ones” (Van Hoecke, 2011, p. vi). Doctrinal legal
research “provides a systematic exposition of the rules governing a
particular legal category, analyses the relationship between rules, ex-
plains areas of difficulty and, perhaps, predicts future developments”
(Hutchinson and Duncan, 2012, p. 101).

One of the key characteristics of doctrinal analysis of case law is
that court decisions are manually collected, read, summarised, com-
mented on, and placed in the overall legal system (Vols, 2021). Histori-
cally, quantitative research methods were hardly used to analyse case
law (Epstein and Martin, 2010). Nowadays, however, due to the mas-
sive amount of published case law, it is physically impossible for le-
gal researchers to read, analyse and systematise all international and
national court decisions. In the age of legal big data, more and more
researchers are starting to notice that combining traditional doctri-
nal legal methods and empirical quantitative methods is a promising
approach, which will help us make sense of all the available case law
(Custers and Leeuw, 2017; Derlén and Lindholm, 2017c; Goanta, 2017,

Zhttps://archives.fbi.gov/archives/news/stories/2008/april/unabomber_
042408, accessed 04/04/2022

3https://github.com/sixhobbits/yelp-dataset-2017, accessed on
04/04/2022
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Sadl and Olsen, 2017; Verbruggen, 2021).

2.2 Quantitative Analysis of Case Law

In the United States of America, the quantitative analysis of case law
has a longer tradition than in other parts of the world. There are sev-
eral quantitative studies of datasets consisting of case law from Amer-
ican courts (O’Hear and Wheelock, 2021). Most of these studies use
case law which has been manually collected and coded. Many studies
use the Supreme Court Database, which contains manually collected
and expertly-coded data on the US Supreme Court’s behaviour over
the last two-hundred years (Spaeth et al., 2014). Many of these studies
analyse the relationship between the gender or political background
of judges and their decision-making (see Epstein et al., 2013; Rachlin-
ski and Wistrich, 2017; Frankenreiter, 2016).

In countries other than the United States, the use of quantitative
methods to analyse case law is not very common (see Vols and Ja-
cobs, 2017). For example, Hunter et al. (2008, 79) state: “This tra-
dition has not been established in the United Kingdom, perhaps be-
cause we do not have a sufficient number of judges at the appropri-
ate level who are not male and white to make such statistical anal-
ysis worthwhile”. Still, researchers have applied quantitative meth-
ods to datasets of case law from, for example, Belgium (De Jaeger,
2017), the Czech Republic (Bricker, 2017), France (Sulea et al., 2017),
Germany (Dyevre, 2015; Bricker, 2017; Hartung, 2021), Israel (Doron
etal,, 2015), Japan (Kyo, 2022), Latvia (Bricker, 2017), the Netherlands
(Vols et al., 2015; Vols and Jacobs, 2017; van Dijck, 2018; Bruijn et al.,
2018; Bruijn, 2021), Poland (Bricker, 2017), Portugal (Rodrigues and
Campina, 2021), Slovenia (Bricker, 2017), Spain (Garoupa et al., 2012),
and Sweden (Derlén and Lindholm, 2017c).

In addition, a growing body of research exists on the quantita-
tive analysis of case law from international courts. For example,
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Behn and Langford (2017) manually collected and coded roughly 800
cases on Investment Treaty Arbitration. Others have applied quan-
titative methods in the analysis of case law from the International
Criminal Court (Hold et al., 2012; Tarissan and Nollez-Goldbach, 2014,
2015), the Court of Justice of the European Union (Lindholm and Der-
1én, 2012; Derlén and Lindholm, 2014; Tarissan and Nollez-Goldbach,
2016; Derlén and Lindholm, 2017a,b; Frankenreiter, 2017a,b; Zhang
et al., 2018; ter Haar, 2020), and the European Court of Human Rights
(Bruinsma and De Blois, 1997; Bruinsma, 2007; White and Boussi-
akou, 2009; Christensen et al., 2016; Olsen and Kiic¢uksu, 2017; Mad-
sen, 2017).

2.3 Information Extraction

In most research projects, case law is manually collected and hand-
coded. Nevertheless, a number of researchers are now using com-
puterised techniques to collect case law and automatically generate
usable information from it (see Trompper and Winkels, 2016; Liver-
more et al., 2017; Shulayeva et al., 2017; Law, 2017; Lippi et al., 2019;
Kufakwababa, 2021; Ruggeri et al., 2022). For example, Dyevre (2015)
discusses the use of automated content analysis techniques in the le-
gal discipline, using tools such as Wordscores* and Wordfish,> which
have traditionally been used to automatically extract political posi-
tions, by using word frequencies in text documents. The author ap-
plied the two techniques to the analysis of a (relatively small) dataset
of 16 judgements on European integration by the German Federal
Constitutional Court. He found that both Wordscore and Wordfish
are able to generate judicial position estimates that are remarkably
reliable, when compared with the accounts appearing in legal schol-

“http://ww.tcd. ie/Political_Science/wordscores/, accessed on
04/04/2022
Shttp://ww.wordfish.org/, accessed on 04/04/2022
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arship. Christensen et al. (2016) used a quantitative network analysis
to automatically identify the content of cases from the ECtHR. They
exploited the network structure induced by the citations, in order to
automatically infer the content of a court judgement. Panagis et al.
(2016) used topic modelling techniques to automatically find latent
topics in a set of judgements by the Court of Justice of the European
Union (CJEU) and the ECtHR. Derlén and Lindholm (2017a) used com-
puter scripts to extract information concerning citations in CJEU case
law.

2.4 Statistical Analysis

A large number of studies (especially outside the USA) present basic
descriptive statistics for manually collected and coded case law (e.g.,
Bruinsma and De Blois, 1997; White and Boussiakou, 2009; De Jaeger,
2017; Madsen, 2017; Vols and Jacobs, 2017). Other studies present the
results of relatively basic statistical tests, such as correlation analy-
sis (e.g., Doron et al,, 2015; Evans et al., 2017; Bruijn et al., 2018). A
growing body of papers present the results of more sophisticated sta-
tistical analyses, including case law regression analysis (see Dhami
and Belton, 2016). Most of these papers focus on case law from the
USA (see Chien, 2011; Epstein et al., 2013), but researchers outside
the USA have also conducted such analyses (Hola et al., 2012; Behn
and Langford, 2017; Bricker, 2017; van Dijck, 2018; Zhang et al., 2018;
Frankenreiter, 2017a, 2016; Vols, 2019).

2.5 Citation Analysis

A growing body of research presents the results of citation analy-
sis of case law from US courts (see Whalen, 2016; Matthews, 2017;
Shulayeva et al., 2017; Frankenreiter, 2016), in which patterns of
citations within case law documents, as well as their number and
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impact, are analysed. Other scholars have applied this method to
case law from European countries, such as Sweden (Derlén and Lind-
holm, 2017¢), Germany (Arnold et al., 2021), Poland (GOrski, 2021)
and France (Vazirgiannis et al., 2020). Researchers have also used
this method to analyse case law from international courts. Soh (2019)
analyse citations of ingapore Court of Appeal. Some have performed
a citation analysis of the case law from the CJEU (Lindholm and Der-
1én, 2012; Derlén and Lindholm, 2014; Tarissan and Nollez-Goldbach,
2016; Derlén and Lindholm, 2017a,b; Frankenreiter, 2017a,b, 2016;
Renberg and Tolley, 2021). Derlén and Lindholm (2017a, p. 260) use
this method to compare the precedential and persuasive power of
key CJEU decisions, using different centrality measurements. A num-
ber of studies investigated citation network analyses of case law from
the ECtHR (Lupu and Voeten, 2012; Christensen et al., 2016; Olsen and
Kiictuksu, 2017; Olsen and Esmark, 2020; Renberg and Tolley, 2021).
Olsen and Kiictiksu (2017, p. 19) posit that citation network analy-
sis enables researchers to note the emergence and establishment of
patterns in case law more easily; patterns which might otherwise
have been difficult to identify. Some researchers have combined ci-
tation network analysis of case law from both European courts into
one study (Sadl and Olsen, 2017). Other papers used this method to
analyse case law from the International Criminal Court (Tarissan and
Nollez-Goldbach, 2014, 2015, 2016).

2.6 Argument Mining

There are studies which focus specifically on extracting the argu-
ments of legal cases (among others, Mochales and Moens, 2008;
Wyner et al., 2010; Xu et al., 2020). Being able to identify arguments is
essential for the automatic analysis of legal data, and the method can
also be used to predict court decisions. However, argument mining
is a very hard task, and the majority of known approaches to solving
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it require a large amount of manually annotated data.

2.7 Machine Learning

A relatively small number of studies have used machine learning
techniques to analyse case law (see Evans et al., 2007; Ashley and
Briininghaus, 2009; Ashley, 2017; Custers and Leeuw, 2017). How-
ever, since 2015 the number of papers focussing on predicting court
decisions using machine learning has been increasing rapidly, world-
wide. We discuss the papers that (claim to) predict court decisions in
Chapter 4. First, in the next chapter, we will introduce the necessary
terminology.






CHAPTER 3

Machine Learning Techniques
for Legal Text Classification

Given the interdisciplinary nature and novelty of the field of pre-
dicting court decisions using machine learning, we do not expect the
reader to know all the relevant terminology and methodology. In
this chapter, we therefore attempt to explain (in simple terms) some
terminology and algorithms that are inherent to text classification
using machine learning. We limit the described methods to those
used in academic works claiming to predict court decisions. Specif-
ically, we will introduce classification, supervised machine learning,
features, n-grams, word embeddings, decision trees, random forests,
bootstrap aggregating (bagging), k-nearest neighbours, Naive Bayes,
logistic regression, support vector machines, neural networks, the
multilayer perceptron, hierarchical attention networks, transform-
ers, BERT, convolutional neural networks, cross-validation, and, fi-
nally, evaluation metrics, such as accuracy, precision, recall, and f1-
score. We will provide a high-level introduction to these concepts, as
they appear in our work and in other papers in the field. In the fol-
lowing chapters, we also discuss studies employing these techniques,
and report on our studies of machine learning for legal text classifi-
cation.
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Legal information of any sort is largely written in natural, al-
though rather specific, language. For the most part, this information
is relatively unstructured. Consequently, to process legal big data au-
tomatically one needs to use techniques developed mainly in the field
of natural language processing (NLP). NLP allows for many possible
ways to process case law, and even though many steps have been
taken towards the systematisation of data and the automatisation of
processes, the number of choices one can make remains daunting.

In order to predict court decisions, one may employ statistical
methods or machine learning (which also involves statistics). Aca-
demic research focused on predicting court decisions has predomi-
nantly used machine learning. Machine learning is an omnibus term
for a computer program or model that uses historical data to make
predictions for new (i.e. unseen) data. In more technical terms, ma-
chine learning is the process of approximating a function that maps
the model’s input (e.g., the text of legal documents, converted into
a computer-suitable numerical representation) to the labels (e.g., a
violation or no violation of human rights, or the amount of a fine).
There are different types of machine learning, but the most common
approach in the field of predicting court decisions is supervised ma-
chine learning, which is what we use in this dissertation and will
therefore discuss in more detail.

3.1 Supervised Machine Learning

To illustrate how supervised machine learning works, we will con-
sider a non-textual example. Suppose we want to create a program
that recognises pictures of cats and dogs. For that we first need a
database of images of cats and dogs, where each image has a label:
either cat or dog. Then we show the program the pictures with their
respective label, one by one (i.e. the supervision part). If we show
enough pictures, eventually the program starts recognising various
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characteristics for each animal (e.g., cats have long tails, dogs are gen-
erally more furry). This process is called training or tting the model
Once the program has learned this information, we can show it a pic-
ture without alabel and ask it to guess which class the picture belongs
to. Of course, a computer does not know what a tail or fur are, but it
can use the pixels of the images to recognise the patterns belonging
to each class.

Very similar experiments can be conducted with text. For in-
stance, when categorising texts into those written by men and those
written by women, the program can analyse both the text itself, and
the style in which it was written. Research conducted on social me-
dia data shows that, when training such models, we can observe that
men and women generally talk about different things, and in differ-
ent ways. For example, women use more pronouns than men (Rangel
and Rosso, 2013), while men swear more often (Schwartz et al., 2013).

Within supervised machine learning there are two types of pre-
dictive models: classification models, and regression models. Classi-
fication is the task of predicting a discrete class label (e.g., whether
or not a case will result in an eviction) for a specific input, whereas
regression is the task of predicting a continuous quantity (e.g., the
length of a prison sentence, in months).

The most commonly adopted approach to predicting court deci-
sions has been to treat it as a classification task. However, regression
has started to be used in the field more often, particularly for charge
prediction, and primarily concentrating on the decisions of Chinese
courts (e.g., Cheng et al., 2020; Tan et al., 2020; Huang et al., 2020). In
this dissertation we will focus on the classification task, due to the
diversity of work written on this topic. Consequently, when we clas-
sify court decisions it should be understood as predicting a specific,
discrete class (e.g., a violation or no violation of human rights). Never-
theless, the issues and advantages of the different methods discussed
throughout this dissertation are, to a large extent, applicable to re-
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gression models as well.

In a legal judgement classification task, the model is provided
with (textual) information from many court cases or other legal docu-
ments, together with the actual outcomes. By being provided numer-
ous examples (in the training phase), the computer is able to identify
patterns which are associated with each class of verdict (i.e. violation
versus no violation). To evaluate the performance of the machine
learning program in the so-called testing phase, the modelis provided
with a new case (without a verdict) that it has not encountered before,
for which it has to estimate the most likely outcome. To determine the
outcome (or classi cation ), the program uses the information which
was deemed important during the training phase. The predicted out-
come is then compared to the actual outcome to evaluate the model’s
performance.

3.2 Feature Vector Representation

Features are the input which a machine learning model uses to deter-
mine its classification. For example, when classifying pictures of cats
and dogs, the position and colour of pixels are features. In the case
of legal judgement classification, features are extracted from the text
and may be (for example) individual words or sequences of words. In
order to make these interpretable for a machine learning algorithm,
each feature is converted into a series of numbers (i.e. a vector). The
features are most commonly extracted automatically (using a large
piece of text), but can also be chosen manually if one wants to pre-
dict court decisions based only on specific variables, such as judges,
gender, country of origin, etc.

There are many approaches to creating vectors out of textual data.
One such approach is one-hot encoding . For example, consider the
following sentence:
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By a decision of 4 March 2003 the Chamber declared the
application admissible.

With one-hot encoding (see Figure 3.1), we (automatically) create
vectors that are as long as our vocabulary , which is the collection
of unique words in our data. Each number in the vector represents
whether or not a certain word in our vocabulary is present (i.e. a bi-
nary value). Let us assume the sentence above is all we have. Since
we have 13 unique words (note that punctuation is also considered
a word in our example), each word is represented by a vector of 13
numbers, where ‘1’ is in a different position each time.

By - [1,0,0,0,0,0,0,0,0,0,0,0,0]
a - [0,1,0,0,0,0,0,0,0,0,0,0,0]
decision - [0,0,1,0,0,0,0,0,0,0,0,0,0]
of - [0,0,0,1,0,0,0,0,0,0,0,0,0]
4 - [0,0,0,0,1,0,0,0,0,0,0,0,0]
March - [0,0,0,0,0,1,0,0,0,0,0,0,0]
2003 - [0,0,0,0,0,0,1,0,0,0,0,0,0]
the - [0,0,0,0,0,0,0,1,0,0,0,0,0]
Chamber - [0,0,0,0,0,0,0,0,1,0,0,0,0]
declared - [0,0,0,0,0,0,0,0,0,1,0,0,0]
the - [0,0,0,0,0,0,0,1,0,0,0,0,0]
application - [0,0,0,0,0,0,0,0,0,0,1,0,0]

admissible

[0,0,0,0,0,0,0,0,0,0,0,1,0]
- [010)070’01030’0)01030’0)1]

Figure 3.1]Example of one-hot encoding of the sentence ‘By a deci-
sion of 4 March 2003 the Chamber declared the application admissi-
ble’

If we want to encode more than just single words, in order
to provide the entire text at once, we can do so by encoding all
words in the same vector. For instance, the phrase ‘application
declared admissible’ will be represented as the following vector:
[0,0,0,0,0,0,0,0,0,1,1,1,0], where the word ‘application’ is marked in
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the 11th position, ‘declared’ in the 10th, and ‘admissible’ in the 12th.
If we take a much larger vocabulary (commonly, one would use all the
available training data to do this), we can encode entire documents
using this method. Often, in addition to encoding separate words, we
want to take longer (more informative) phrases into account. A se-
quence of words (or characters) is called an n-gram. Single words
are called unigrams, sequences of two words are dubbed bigram:s,
and sequences of three consecutive words are called trigrams.

If we split the above sentence into bigrams (i.e. two consecutive
words) the extracted features consist of:

By a, a decision, decision of, of 4, 4 March, March 2003,
2003 the, the Chamber, Chamber declared, declared the,
the application, application admissible, admissible .

For trigrams, the features consist of:

By a decision, a decision of, decision of 4, of 4 March,
4 March 2003, March 2003 the, 2003 the Chamber,
the Chamber declared, Chamber declared the, de-
clared the application, the application admissible, ap-
plication admissible .

The above features can be automatically extracted from the text.
However one-hot encoding of n-grams is a rather crude approach, as
it only distinguishes between the presence and absence of a feature
and does not take into account any other potentially useful informa-
tion, such as the frequency with which an n-gram occurs in a docu-
ment. Using the frequency as a feature value is certainly an improve-
ment (e.g., ‘By a’: 100, ‘4 March’: 1, ‘never in’: 0). However, some
n-grams or words (such as ‘the’) are simply more common and are
therefore used more frequently than others. Less frequent n-grams
or words, such as ‘torture’, may be more informative for classifica-
tion than common, high-frequency words. In order to take this into
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account, the general approach is to normalise the absolute n-gram fre-
quency, by taking into account the number of documents (i.e. cases)
in which each n-gram occurs. The underlying idea is that the n-grams
characteristic of a certain case will only occur in a few cases, whereas
common, uncharacteristic n-grams will occur in many cases. This
normalised measure is called term frequency-inverse document fre-
quency (or tf-idf ), and it is defined in the following formula:

tf-idf(d; t) = tf(t) idf(d;t);

where idf(d;t) = log(n=df(d;t)) + 1, with n being the total number
of documents, and df(d;t) being the document frequency.! The doc-
ument frequency is defined as the number of documents d that con-
tain term t. In our case, the terms are n-grams. For example, when a
document of a thousand words contains the unigram ‘torture’ three
times, the term frequency (i.e. tf) of ‘torture’ is (3 / 1000) = 0.003.
Additionally, if the unigram ‘torture’ occurs in 10 documents out of
a total of 10,000, the inverse document frequency (i.e. idf) equals
log(10000=10) + 1 = 4. The resulting tf-idf score is 0:003 4 = 0:012
and this is the score (i.e. the weight) assigned to the n-gram torture . It
should be noted that this score is higher than simply using the term
frequency score, as the tf-idf score reflects that the n-gram does not
occur often in other documents. Instead of 0s and 1s, the vectors will
consist of values between 0 and 1. A value of 0 indicates that the the
n-gram is absent from the document, whereas a value higher than 0
indicates that the n-gram is present, and the number itself represents
the tf-idf score.

However, the problem with the above methods is that each word,
or n-gram, is seen as a completely unrelated item. In the above ap-
proach, for instance, words such as ‘outcome’ and ‘verdict’ are as dif-
ferent from each other as the words ‘outcome’ and ‘torture’. This is

IThis formula follows the one used in the scikit-learn Python package (Pe-
dregosa et al., 2011). However, different variations and implementations can be
used.
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of course problematic, as the first two are clearly much more similar
in meaning. To incorporate this similarity in feature vectors, word
embeddings (see Mikolov et al., 2013) have been developed.

Word embeddings are also vectors, although the values or weights
have been learned using supervised machine learning. Word embed-
dings aim to capture the semantic, syntactic, and contextual mean-
ing of each word in the vocabulary, based on the context (i.e. the
words surrounding any particular word in the text) in which it ap-
pears. Words that appear in a similar context will be represented by
similar vectors. As ‘outcome’ and ‘verdict’ are more likely to appear
in a similar context than ‘outcome’ and ‘torture’, their feature vectors
will also be similar. Such an approach allows much more meaning-
ful information to be captured. However, as the individual (feature)
weights in a word embedding are not interpretable, this method may
not be appropriate if the goal is to obtain a fully explainable system
(as is often the case in the legal domain).

While one can train one’s own word embeddings, some of the
best-performing embeddings have already been trained using enor-
mous amounts of data (i.e. pre-trained ), and are available for others to
use as off-the-shelf vector representations. These pre-trained models
have often been created by very large commercial companies (such
as Google or Facebook), which have many computational resources
available to them. Some of the most commonly used pre-trained word
embeddings are Word2Vec, Glove, ELMo, BERT, and GPT. Some of
these models are available in multiple languages.

3.3 Non-neural Machine Learning

Traditional (or classic) machine learning is generally used to denote
all machine learning approaches that are not based on so-called neu-
ral networks (i.e. neural machine learning). To make the distinction
clear, in this dissertation we refer to such algorithms as ‘non-neural
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machine learning’. We will discuss seven algorithms in this section,
and then proceed to discuss a number of neural methods in the sub-
sequent section.

3.3.1 Decision Trees, Bootstrap Aggregating (Bagging), and Random
Forests

A decision tree is a tree where each node represents a feature, each
branch represents a decision rule, and each leaf represents the pre-
dicted outcome. Consider an eviction case as an illustration. Fig-
ure 3.2 shows a very simple example of a decision tree that predicts
whether a case regarding eviction will result in an eviction or not.
This decision tree shows that, if the tenant does not show up in court,
or if the tenant does show up in court and the reason for their eviction
is drugs or prostitution, they are evicted. If the tenant does show up,
and the reason the landlord wants to evict the tenant is different, the
tenant is not evicted. While this is a toy example, the machine learn-
ing algorithm will normally determine the nodes and branches of the
tree during the training phase. The goal of the algorithm is to decide
on the best nodes and branches, in order to yield the correct outcome
as often as possible. To do so, it inspects features or variables one by
one (in random order) and compares them against the label. For in-
stance, it uses ‘Did the tenant show up in court?’ as the first variable,
and calculates how many times the defendant was evicted after show-
ing up in court, and how many times they were not. It does the same
for the variables ‘Are drugs the reason for eviction?’, and ‘Is prosti-
tution the reason for eviction?’ It then chooses the variable that is
the best predictor of the correct label, and that node is chosen as the
top (i.e. the root of the tree). Let us assume our toy example contains
100 judgements, with 50 cases that resulted in eviction and 50 cases
that did not. The variable ‘Did tenant show up in court?’ separates
the data in the following way: out of 30 tenants that did not show up
in court, all were evicted. However, out of 70 cases where the tenant
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did appear in front of the judge, 40 resulted in eviction. Subsequently,
the algorithm investigates all the variables for the remaining 70 cases
in the new node, compares them against eviction and non-eviction la-
bels, and selects the variable that separates the cases between labels
in the best way. This process is then repeated for every node, for as
long as using the variable to split the data results in an improvement.

Figure 3.2] A toy example of a decision tree that predicts whether a
case results in an eviction

There are also extensions to this system that use a more sophisti-
cated way of determining the nodes and branches. For instance, boot-
strap aggregating (commonly referred to as bagging) is an algorithm
that fits multiple models at once, by randomly sampling the training
set over and over again, so the same judgements may be sampled
multiple times for the same tree, or for multiple trees. The model
then combines all results to make the final prediction. A further ex-
tension of bagging is a random forest , which, in addition to using dif-
ferent samples of the data, randomly selects the features that will be
used for prediction. It creates many separate random decision trees
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(to form a forest), and determines the final label on the basis of the
most common label assigned by its trees. A further extension of the
random forest is an extremely randomised trees classi er  (Extra Tree).
Like the random forest, it creates a large number of trees based on the
training data. However, it does not sample the same data points twice.
Additionally, instead of trying to find the best split for the nodes in or-
der to fit the data in the best possible way, the model splits the nodes
randomly. Such randomisation allows for better generalisation, and
it sometimes results in better predictions on unseen data than those
resulting from decision trees and random forests.

To illustrate how a random forest (and a decision tree) works, con-
sider the following example. A lawyer tries to estimate whether the
firm can win a case. However, it is a very complex case that involves
multiple areas of expertise. For this reason, she asks her colleagues
for advice. The colleague asks her a range of questions about the out-
comes (i.e. a selection of features and associated labels) of (similar)
cases she has dealt with previously. Based on the lawyer’s responses
and the features of the current case, her colleague estimates the po-
tential outcome. This is representative of how a decision tree works.
As the lawyer is still nervous about the case, she asks more of her
colleagues for advice, they all ask her different questions according
to their expertise, and they all provide a prediction on the basis of
her answers. In the end, the lawyer decides to rely on the prediction
she received most often. This procedure is representative of how a
random forest works.

Other variants of the decision tree algorithm include AdaBoost
(adaptive boosting), which creates small decision trees, and gradient
boosting , which uses different mechanisms to build small trees and
prioritise some over the others, taking the mistakes of previously cre-
ated trees into account.
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3.3.2 K-nearest Neighbour

The k-nearest neighbour (k-NN) algorithm proceeds from the assump-
tion that similar data points are near to each other. For example, we
would like to predict whether or not a case will result in an eviction,
given the submissions by the parties. The k-NN algorithm assumes
that the information (i.e. words, phrases, and other specific variables)
about cases that end up in eviction is somewhat similar in all of them,
and that the cases which end in no eviction are also assumed to be
similar to each other, but different from eviction cases. To classify a
new case, the algorithm determines the k (i.e. a number) cases most
similar to the example and checks what the outcome was for the ma-
jority of these. The value of k is determined during training, and is
based on which value produces the best results. The choice of k may
affect the results, as is shown in Figure 3.3. In the example, when k
is set to 3, the predicted outcome will be eviction (following the ma-
jority), whereas when k is set to 7, the predicted outcome will be no
eviction.

3.3.3 Naive Bayes

Naive Bayes (NB) is a frequently-used classification technique in NLP.
The NB classifier is based on Bayes’ rule:

P(WjO) P(O)
P(W)

This rule states that the posterior probability of an outcome O
given a word W, is equal to the likelihood of a word being present
in the text of a certain outcome, multiplied by the (prior) probability
of that outcome. This value then is divided by the probability of the
word. However, this latter probability is usually held constant, as the
goal is to determine the optimal outcome given a predetermined set
of words.

P(OjW) =
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Figure 3.3] A toy example of a k-nearest neighbour algorithm for clas-
sifying case outcomes (eviction or no eviction)

The NB classifier calculates the probability of each feature using
Bayes rule, but under the (naive) assumption that all features are in-
dependent. This means that the NB algorithm does not take the word
order into account. To illustrate how the algorithm works, we will
try to forecast whether a particular Dutch case results in eviction,
using short summaries of submissions by the parties. Our example
contains 12 cases, 8 of which are eviction cases, and 4 of which are
non-eviction cases. To make a prediction using Naive Bayes, we first
count how many times each word appears in the text of eviction cases
(P(W)). Using this information, we can calculate the probability of
seeing each word, given that it has appeared in cases with an eviction
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outcome (P (WjO)). For instance the word ‘drugs’ appeared in the set
of eviction cases 18 times, and the total number of words in all the
eviction cases is 100, which gives us a probability of P(WjO) = 0:18
that a word in that set of eviction cases equals ‘drugs’. Likewise, we
can calculate the probability for all words in eviction cases. For in-
stance, in our toy dataset the word ‘prostitution’ has a 0.09 probabil-
ity of being a word in an eviction case, while the word ‘child’ has
a much lower probability of P(WjO) = 0:02 We can use the same
method to calculate the probability of observing each word, given
that the words have appeared in non-eviction cases. It should be
noted that non-eviction cases do not necessarily have to have the
same number of words. Assuming that non-eviction cases only have
a total of 50 words and the word ‘drugs’ appears three times, the
probability of encountering the word ‘drugs’ in a non-eviction case
is P(WjO) = 0:06. Similarly, the word ‘prostitution’ may have a prob-
ability of P(WjO) = 0:1, whereas the word ‘child’ may have a proba-
bility of 0.2. These probabilities are called likelihoods (i.e. the proba-
bility of observing a word, given an outcome).

If we want to use Naive Bayes to determine the outcome for a
new case that (for simplicity) only contains two words, ‘drugs’ and
‘child’, we calculate the probability for both cases (eviction versus
non-eviction). For an eviction case, the prior probability is P(O) =
8=12 = 0:67, as 8 out of 12 cases are eviction cases. This prior prob-
ability is then multiplied by the probability of the word ‘drugs’ ap-
pearing in the eviction case (P (WjO) = 0:18 as indicated above), and
again multiplied by the probability of ‘child’ appearing in the eviction
case (P(WjO) = 0:02, as indicated above). This results in P(OjwW) =
0:67 0:18 0:02 = 0:002 We compare this value to that calculated
under the prior assumption of the case being a non-eviction case. In
this situation, the prior probability is P(O) = 4 =12 = 0:33. This value
is multiplied by the likelihood of the word ‘drugs’ occurring in a non-
eviction case, and by the likelihood of the word ‘child’ occurring in
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non-eviction cases. This yields P(OjW) = 0:33 0:1 0:2 = 0:007.
As this value is higher than that associated with assuming it would
be an eviction case, the prediction of the Naive Bayes system will be
that the outcome of the case is non-eviction.

The issue with this approach is that some words may be absent
from previous cases. For these new words we end up multiplying the
prior probability and likelihoods of other words by zero. This will
always result in zero, which is problematic. To combat this issue, the
typical solution is to pretend that each word occurs at least once in
every class (i.e. by increasing all frequencies with one).

3.3.4 Logistic Regression

Another popular approach for classification tasks is logistic regres-
sion (LR). The word regression may be confusing here, since it is, in
fact, a classification method. Instead of calculating the probability of
a certain class given a particular feature, as in Naive Bayes, logistic
regression learns the probability of a sample belonging to a certain
class. It then tries to find the optimal decision boundary to best sepa-
rate the classes, using a sigmoid (i.e. s-shaped) function.

To illustrate logistic regression, we will look at another example.
Here, we are trying to predict whether the defendant in a theft case
will not be granted bail, given the amount of money they stole. Fig-
ure 3.4 provides an illustration for this example. After placing cases
where the defendant did not make bail, according to how much was
stolen at 100% probability (we know they ended up not making bail,
since we use data where the court has already made the decision),
and cases that did make bail at 0% probability, the algorithm tries to
find the best way to place the s-shaped decision boundary between
them, in order to make the best separation possible. After this pro-
cess, also called tting , we can test the model by taking new examples
to classify. In Figure 3.4, we can see two new examples (in yellow)
close to each other. The left-most example was assigned a 25% proba-
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bility of not making bail (and therefore, likely to make bail), whereas
the right-most example was assigned a 75% probability of not making
bail.

Figure 3.4] An example of logistic regression

In the example in the figure we have only used one feature, so that
it could be visualised in a two-dimensional graph. It is possible to do
a classification using more variables. Each variable introduces one
additional dimension to the data. For instance, we can introduce an
additional variable of whether or not the defendant has previously
been convicted of stealing, and how many times. Two predictor vari-
ables could be visualised with a 3D graph and, instead of the line (as
in Figure 3.4), the data points would be separated by a curved plane.
However, having more variables does not allow for a clear visuali-
sation anymore. Nevertheless, the principle remains the same: the
model separates the data points in the multi-dimensional space, us-
ing a curved hyperplane. Logistic regression also allows us to eval-
uate which predictor variables are best for predicting a particular
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outcome, by inspecting the associated coefficients for each variable.

3.3.5 Support Vector Machines

One of the non-neural machine learning algorithms most commonly
used in NLP is the support vector machine (SVM). Even though neu-
ral machine learning systems are more powerful, in some NLP tasks,
such as dialect identification and identifying an author’s gender
(Basile et al., 2018; Medvedeva et al., 2017), SVMs still perform very
well, while also having the advantage of requiring less computational
resources than neural machine learning algorithms.

Figure 3.5]|llustration of an SVM dividing data into classes

Figure 3.5 shows an example of a (linear) support vector machine
classifier. The SVM tries to split the data points, based on their labels
in the dataset (i.e. the training data ). Specifically, it will determine
the simplest (linear) equation that separates differently-labelled data
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points from each other with the least amount of error.

As we can see in Figure 3.5, the algorithm decides on the best hy-
perplane (i.e. a line in multiple dimensions) to separate the data. In
the figure this is the middle line, separating the eviction and no evic-
tion cases. The support vectors are the data points nearest to this line.
The goal of the SVM algorithm is to choose the position of the hyper-
plane in such a way that the largest possible margin with respect to
the support vectors is achieved. This allows for a greater chance to
classify new (i.e. unseen) data correctly. While non-linear SVMs are
possible,? linear SVMs are most commonly used in text classification.

3.4 Neural Networks

For many text classification tasks, current state-of-the-art systems
consist of so-called neural networks (NN). The reason they have been
given this name is that their architecture was originally inspired by
the network of human neurons. A neural network consists of nodes,
which together form layers, and weights (connecting the nodes),
which are learned during training. Figure 3.6 shows an example of a
relatively simple neural network, called a multilayer perceptron

The example network shown in Figure 3.6 contains an input layer,
an output layer, and a hidden layer. However, neural networks can
have many more hidden layers; the more layers, the deeper the net-
work. At present, very deep networks have shown to be successful
in a range of NLP tasks (Deng and Liu, 2018). Consequently, neural
networks with more than three layers are often referred to as deep
learning . Figure 3.6 visualises a neural network for the task of clas-
sifying whether or not a case is judged to show a violation of hu-
man rights. The feature vectors from the training dataset are fed into
the model. They are then adjusted in each layer of the model, using
weights (i.e. values by which the input from the previous layer is mul-

2See https://scikit-learn.org/stable/modules/svm.html for a description.
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Figure 3.6] An example of multilayer perceptron neural network

tiplied) and activation functions , which are mathematical functions
that convert the nodes input into a new value. The activation func-
tion may differ, depending on the specific architecture of the model.
Moreover, the size of the hidden layer does not have to be the same as
that of the input layer, and the amount of nodes in the hidden layer is
chosen before training. Each value from the input layer is adjusted ac-
cording to the weights, which contributes to each node in the hidden
layer. This is shown schematically by the arrows in Figure 3.6. Simply
put, the model receives the vector representation as an input, then
multiplies each value in it by (usually) randomly initialised weights.
The new values are then given as an input to each node of the next
(hidden) layer, where they are converted into a new numerical value
by the activation function. The new values are once again multiplied
by randomly initialised weights and passed onto the activation func-
tion in the next layer, and so on. If the (random) weights result in an
incorrect prediction, the model goes back through the layers (in the
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opposite direction to the arrows), adjusting the weights according to
the degree of prediction error in the previous iteration. After that,
the process repeats a number of times (i.e. epochs). The process of
adjusting the weights is called back propagation , and it is an essential
part of neural networks.

3.4.1 Convolutional Neural Networks

A convolutional neural network (CNN) is a specific variant of a mul-
tilayer perceptron, but with many different hidden layers (i.e. deep
learning). CNNs were developed and traditionally used for image
(pixel) analysis, but have also been used successfully in several text
classification tasks (e.g., sentiment analysis, in which a sentence is
classified as being positive, negative or neutral; Sun and Gu, 2017).
In the same way that vectors representing pixels are the input for a
model in image analysis, the algorithm takes vector representation of
text as input, and uses it to determine patterns in text classification.

3.4.2 Hierarchical Attention Networks

In addition to making the networks deeper or wider (i.e. with more
nodes in the layers), there are many more complex techniques to im-
prove the performance of a neural network. One such technique,
which can be included in a variety of neural network models, is atten-
tion . Attention allows the neural network to focus on, or pay attention
to, more important parts of the input sequence by assigning higher
weights, and thereby suppressing other (less important) parts. A hier-
archical attention network uses its own neural network to determine
the weights that correspond to each word vector. It then calculates
the weighted sum of every vector, to create a vector representation of
a whole sentence. This procedure is then repeated at sentence level
and document level, thereby creating hierarchical attention
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3.4.3 Transformers

Another more recent architecture that uses attention is a transformer.
For the last few years these new deep learning models have domi-
nated NLP (Wolf et al., 2020). Transformers consist of a sequence-
to-sequence architecture combined with attention. This sequence-to-
sequence approach is fundamental for tasks such as machine transla-
tion, since both the input and output must be a sequence (of words).
An example of a popular legal domain task that often uses a sequence-
to-sequence approach is legal text summarisation.

One of the most well-known transformer models is BERT (Devlin
et al., 2019), which was also mentioned in Section 3.2. BERT’s popu-
larity has risen due to its unprecedented performance in many NLP
tasks (Otter et al., 2020). The system is essentially a very large lan-
guage model, pre-trained on an enormous corpus of texts from the
web. A language model is a probability distribution over words in
a text. It calculates these probabilities by using two strategies at the
same time. The first strategy is masking words (i.e. replacing random
words with a placeholder, such as [MASK]), trying to predict the miss-
ing word based on other words in the sentence, and then calculating
its probability. The second strategy uses two sentences, and tries to
predict whether the second one follows the first in the text. The ad-
vantage of this model is that it can be fine-tuned (i.e. adapted) for a
specific task, such as classifying court decisions, by adding an addi-
tional layer on top. Consequently, other than being able to produce
vector representations for words and sentences, it is also able to make
predictions. Due to BERT’s high performance, many variations on this
model have been developed. These are trained similarly, but on dif-
ferent data, and often in different languages. Two models commonly
used to classify court decisions are RoBERTa (Liu et al., 2019) and XL-
Net (Yang et al., 2019), which are both much larger and trained on up
to 10 times more data than BERT. Another variant is DistillBERT (Sanh
et al., 2019), which is a much lighter version of BERT, although with
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comparable performance. Yet another variant is H-BERT (Chalkidis
et al., 2019), which uses a hierarchical structure similar to hierarchi-
cal attention networks. Finally, FlauBERT (Le et al., 2019), which was
trained on the French language, has also been used.

3.5 Evaluation

As mentioned before, supervised machine learning involves both
training and testing phases. During the training phase, the model pa-
rameters are learned on the basis of providing the model with input
data and the associated labels. During the testing phase, the model as-
signs the labels (e.g., cats and dogs, or eviction and non-eviction) to a
separate held-out (i.e. unseen) test set, and performance is evaluated
by comparing the assigned labels to the correct labels.

Another approach for evaluating the model’s performance is to
use k-fold cross-validation . For this, we take all the data available for
training the model, and split the set into k parts. Then, we take one
part out and train the model using the remaining k 1 parts. Once the
model is trained, we evaluate it using the held-out part, by compar-
ing the assigned labels to the actual labels. We then repeat this pro-
cedure, except that we take a different part out (i.e. train on the rest,
evaluate on the held-out part). We repeat this procedure k times, until
we have evaluated the model using each of the k withheld parts. For
instance, by setting k = 5 we will perform five-fold cross-validation,
and train and test the model five times (see Figure 3.7). Each time,
the part used for testing consists of 20% (1/5th) of the data, whereas
the training uses the remaining 80% of the data. The average cross-
validation performance is then determined by averaging the testing
performance across all folds.

Cross-validation allows one to simultaneously determine the op-
timal parameters of the machine learning system and evaluate how
well the system performs while it is being evaluated, using different
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Figure 3.7 | Example of 5-fold cross-validation

samples of data. In this way, the model is more likely to perform bet-
ter for unseen cases. Nevertheless, a held-out test set is often used
for the final evaluation. If this is the case, the cross-validation stage
is (for example) used to determine the optimal parameter choices or
the best algorithm, after which the test set is used to determine the
performance of the final model.

The conventional way to report the performance of a classifica-
tion system is to use either accuracy or the so-called f1-score. Accu-
racy is the percentage of correctly identified labels. However, accu-
racy is not always the best way to evaluate performance, especially
when a test set is not balanced regarding the class labels (i.e. the num-
ber of cases per class label differs). For example, consider a test set
where 80% of cases have the label ‘violation’ (of human rights) and
20% have the label ‘no violation’. If a model predicts everything as
‘violation’, its accuracy will be 80%, despite it not being useful at all.
This issue is exacerbated when dealing with more than two classes,
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as the measure does not indicate which classes were predicted better
or worse than the others. Therefore, the f1-score is commonly used
to evaluate performance. This is the harmonic mean (a type of aver-
age) of the two measures precision and recall . For a class, precision is
the number of judgements for which the assigned outcome is correct.
Recall is the percentage of cases with a specific outcome, which are
classified correctly by the system.

To illustrate the terms above, consider the so-called confusion ma-
trix in Table 3.1, which gives an example of prediction results for a
supreme court, with labels being the supreme court either affirming
or reversing the decision of the lower court.

Predicted label
Affirmed | Reversed
Affirmed | 30 (TP) 10 (FN)
Reversed | 40 (FP) 20 (TN)

Table 3.1] An example of a confusion matrix

Actual label

In the table, the columns show predicted labels and the rows show
actual labels. For instance, we can see that out of 40 cases that were
affirmed, the model predicted 30 as affirmed and 10 as reversed, and
out of 60 cases that were reversed it predicted 40 as affirmed and
20 as reversed. In order to explain the metrics better, we will as-
sume one class as positive (e.g., affirmed), and the other as negative
(e.g.,reversed). Then, the judgements that were predicted as affirmed
and were actually affirmed are true positives (TP) and those which
were correctly predicted as reversed are true negatives (TN). Addi-
tionally, judgements that were predicted as affirmed, but were actu-
ally reversed are false positives (FP), and judgements that that were
predicted as reversed, but are actually affirmed are false negatives
(FN).

Accuracy is calculated by dividing all the correctly predicted out-
comes (TP+TN) by all the cases (TP+TN+FP+FN), so (30 + 20)=(30 +
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20 + 40 + 10) = 0:5, yielding an accuracy of 50%. According to the
table however, the model most often predicts the affirmed label, al-
though accuracy does not reveal this. Consequently, we can use the
other measures to evaluate specific issues with the system. Precision
shows how many judgements, out of all the cases predicted as af-
firmed, were correctly identified as affirmed. This equals the number
of true positives divided by the sum of true positives and false posi-
tives, so 30=(30 + 40) = 0:43. Recall is a metric which evaluates how
many of the actual affirmed cases are identified as such. This equals
the number of true positives, divided by the sum of true positives and
false negatives, so 30=(30 + 10) = 0:75. The f1-score is calculated ac-
cording to the formula below:

Precision Recall _ 043 0.75 _

= — =055
Precision + Recall 0.43 + 0.75

F1=2

In addition, one may want to calculate and report scores for the re-
verse label. However, in our case, both the scores and the confusion
matrix clearly show that the model does not perform well.






CHAPTER 4

Rethinking the Field of
Automatic Prediction of Court
Decisions

In this chapter, we discuss previous research in the field of automatic
prediction of court decisions. We define the differences between out-
come identification, outcome-based judgement categorisation, and out-
come forecasting, and we review how various studies fall into these cat-
egories. We also discuss how important it is to understand the legal data
one works with, in order to determine which task can be performed. Fi-
nally, we reflect on the needs of the legal discipline regarding the analysis
of court judgements.

Chapter adapted from:

Medvedeva, M., Wieling, M., and Vols, M. (2022). Rethinking the
field of automatic prediction of court decisions. Arti cial Intelligence
and Law , pages 1-18.
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4.1 Introduction

Automatic analysis of legal documents is a useful, if not necessary,
task in contemporary legal practice and research. Of course, data
analysis should be conducted in a methodologically sound, trans-
parent and thorough way. These requirements are extra important
with regard to legal data. The stakes that legal professionals such as
lawyers, judges and other legal decision-makers deal with, and the
cost of error in this field, make it very important that automatic pro-
cessing and analysis are done well. This means that it is essential to
understand how the automated systems being used in the analysis
work, as well as exactly which legal data are being analysed, and for
what purpose.

The need for established practices and methodologies is becom-
ing more urgent with the growing availability of data. Striving for
transparency, many national and international courts in Europe ad-
here to the directive to promote accessibility and the reuse of public
sector information,! by publishing their documents online (Markovi¢
and Gostoji¢, 2018). This is also the case for many other courts around
the world.? Digital access to a large amount of published case law pro-
vides a unique opportunity to process this data automatically, and on
a large scale, using NLP techniques.

In this chapter, we review previous work on applying NLP tech-
niques to court decisions, and discuss the methodological issues, as
well as good practice. While automatic legal analysis is an enormous
field, which has been around for some time (see Chapters 2 and 3), in
this chapter, we focus solely on the recent development of using ma-
chine learning techniques to classify court decisions. This sub-field
has expanded drastically over the past six years, with papers attempt-

thttps://digital-strategy.ec.europa.eu/en/policies/
legislation-open-data, accessed on 11/10/2021

2See, for instance, case law from the Constitutional Court of South Africa,
available at: https://collections.concourt.org.za, accessed on 04/04/2022
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ing to predict the decisions of various courts around the world. We
subsequently discuss whether it is fair to say that such attempts have
indeed succeeded. Our main finding is that many of the papers under
review, which claim to predict the decisions of courts using machine
learning, actually perform one of three different tasks.

In the following section, we define the scope of the review we con-
ducted. Next, in Section 4.3 we discuss (our terminology for) the three
different types of tasks within the field of automatic analysis of court
decisions, and how previous research falls within those categories.
We examine the purpose of such research for each task, as well as
good practice and potential pitfalls. In Section 4.4, we discuss our
survey. In Section 4.5, we summarise and conclude our work.

4.2 Scope of the Review

We limit our review to the papers that use machine learning tech-
niques and claim to be predicting court decisions. The publication
dates range from 2015 to (June) 2021.3 We specifically chose this time
range, as this is when machine learning in this field became popu-
lar. If a paper included in our review attempts multiple tasks, we fo-
cus only on its experiment(s) regarding the prediction of judicial deci-
sions. While our survey is meant to provide an exhaustive overview,
we may have inadvertently missed some research in the field.

While we already mentioned that research in the field is grow-
ing, not all courts share (all of) their case law online. Furthermore,
the majority of available case law is extremely varied in its out-
comes, which may make it harder to set up an outcome prediction
task. For this reason, the research often focuses on a relatively re-
stricted set of courts. For this dissertation, we surveyed publica-

3For descriptions of earlier approaches to the automatic prediction of court
decisions, with and without using machine learning, we refer to Ashley and Briin-
inghaus (2009), Chapter 4 of Ashley (2017) and Chapter 2 of this dissertation.
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tions which use machine learning approaches and focus on the case
law of: the US Supreme Court (Sharma et al., 2015; Katz et al., 2017;
Kaufman et al,, 2019); the French court of Cassation (Sulea et al.,
2017; Sulea et al., 2017); the European Court of Human Rights (Ale-
tras et al., 2016; Liu and Chen, 2017; Chalkidis et al., 2019; Kaur and
Bozic, 2019; O’Sullivan and Beel, 2019; Visentin et al., 2019; Chalkidis
et al., 2020; Condevaux, 2020; Medvedeva et al., 2020a,b; Quemy and
Wrembel, 2020; Medvedeva et al., 2021b); Brazilian courts (Berta-
lan and Ruiz, 2020; Lage-Freitas et al., 2019); Indian courts (Bhilare
et al,, 2019; Shaikh et al., 2020; Malik et al., 2021); UK courts (Strick-
son and De La Iglesia, 2020); German courts (Waltl et al., 2017); the
Quebec Rental Tribunal (Salatin et al., 2020) (Canada); the Philippine
Supreme Court (Virtucio et al., 2018); the Thai Supreme Court (Kows-
rihawat et al., 2018); and the Turkish Constitutional Court (Sert et al.,
2021). Many of these papers achieve a relatively high performance
using various machine learning techniques.

The distinction between different tasks in this thesis is conditional
on the data, but not on the algorithms used. Consequently, we dis-
cuss the papers from the perspective of which data was used, how
it was processed, and the general performance of the systems when
using particular data for a particular task. We do not go into detail
regarding the algorithms used to achieve that performance. For the
specifics of different systems, we therefore refer interested readers
to the papers at hand. For a more detailed explanation of machine
learning classification for legal texts in general, see Chapter 3 and
Dyevre (2020).

4.3 Terminology and Types of Judgement Classification

In papers that use machine learning to classify court decisions, dif-
ferent terms and types of tasks are often used interchangeably. For
the field to move forward, we therefore argue for a stricter use of ter-
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minology. Consequently, in this dissertation, we use ‘judgement’ to
mean the text of a published judgement. While the word ‘outcome’ is
a very general term, for the purpose of distinguishing between differ-
ent tasks in the legal context, we define outcome as a specific, closed
class of labels for verdicts (i.e. with a pre-defined, limited number
of verdicts). For example, in the context of case law concerning the
European Convention on Human Rights (ECHR), the outcome will be
either a violation or a non-violation of a specific human right. Other
examples of outcomes are eviction or non-eviction in a housing law
context (Vols, 2019), or the US Supreme Court affirming or reversing
the decision of a lower court. We use ‘verdict’ and ‘decision’ as syn-
onyms of ‘outcome’.

In this chapter, we will distinguish between three types of tasks:
outcome identi cation , outcome-based judgement categorisation , and
outcome forecasting .* In simple terms, outcome identification is the
task of identifying a verdict in the full text of a published judgement,
judgement categorisation is the task of categorising documents based
on the outcome, and outcome forecasting is the task of predicting the
future decisions of a particular court. At present, these tasks are not
distinguished clearly in the literature, even by ourselves (Medvedeva
et al,, 2020a). This is potentially problematic, as the different tasks
have specific uses, which we will discuss below.

The most likely reason for ambiguity in the terminology is the

“In principle, there are three additional tasks, namely charge identi cation
charge-based judgement categorisation and charge forecasting . These tasks in-
volve determining the specific sentence or charge. For example, the number
of years someone was sentenced to go to prison in criminal court proceedings.
These tasks have most often been investigated for various courts in China (Luo
et al,, 2017; Ye et al, 2018; Jiang et al.,, 2018; Liu and Chen, 2018; Zhong et al.,
2018a,b; Li et al.,, 2019; Chen et al., 2019; Long et al., 2019; Chao et al., 2019; Fan
et al,, 2020; Cheng et al., 2020; Tan et al., 2020; Huang et al., 2020). However, the
distinctions we make in this chapter between identification, categorisation and
forecasting (and the pitfalls and suggestions regarding this distinction) hold for
these cases as well.
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cross-disciplinary nature of the field, combining law with NLP. When
using machine learning in the field of NLP, all three tasks are so-called
classification tasks. The most commonly used approach in machine
learning, and the one which all of the reviewed papers have used, is
supervised learning . This means that the system is trained on some
input data (e.g., facts extracted from a criminal case) that are con-
nected to the labels (outcomes); for instance, whether or not the case
was won by the defendant or the prosecution. During the training
phase, the model is presented with input data and their labels, so that
patterns characterising the relationship between the two can be in-
ferred. To evaluate the system after training, it is provided with sim-
ilar data (not used during the training phase), such as other criminal
cases, and it then predicts the label for each document. Since the label
in each task is the outcome, identifying the purpose of these systems
within NLP as ‘predicting court decisions’ is appropriate. However,
outside of the NLP domain, this phrase does not translate in the same
way. Specifically, the word predict in the legal domain suggests that
one can forecast a decision (of a judge) that has not been made yet,
whereas in NLP predict merely refers to the methodology and termi-
nology of machine learning. Today, the majority of published papers
on predicting court decisions do not attempt to predict decisions for
cases that have not yet been judged. Furthermore, the majority of the
work in this interdisciplinary field suggests a benefit for legal profes-
sionals, but it does not explicitly specify the potential application(s)
of the models that were introduced.

To circumvent the use of the ambiguous word, predict, we there-
fore suggest using terminology that better reflects the different tasks,
and thereby also differentiates between objectives. In order to dis-
tinguish between outcome identification, outcome-based judgement
categorisation, and outcome forecasting, it is important to carefully
assess the data used in the experiments conducted.

When discussing different papers, we will also refer to their per-
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formance scores. The conventional way to report the performance of
a classification system is by using accuracy, or the f1-score (see Chap-
ter 3).

In the following subsections we make the definitions of the three
tasks more explicit and give examples, from published research, of
each task. We also highlight how legal professionals can make spe-
cific use of the different tasks.

4.3.1 Outcome ldentification

Outcome identi cation is defined as the task of identifying the verdict
within the full text of a judgement, including (references to) the ver-
dict itself. In principle, a machine learning system is often not nec-
essary for such a task, as a keyword search (or using simple regular
expressions) might suffice.

Outcome identification falls under the field of information extrac-
tion and, when not confused with predicting court decisions, is of-
ten also referred to as outcome extraction (e.g., Petrova et al., 2020).
Given the growing body of published case law across the world, the
automation of this task may be very useful, since many courts publish
case law without any structured information (i.e. metadata), other
than the judgements themselves. Often, in order to conduct research,
a database where the judgements are connected to the verdicts is re-
quired. At present, and to our knowledge, most of such work is gener-
ally done manually, as a human can do this task with 100% accuracy
(by simply reading the case and finding the verdict within it).

The automation of outcome identification allows one to save time
when collecting this information. While the task is not necessarily
always trivial for a machine, and it depends on how the verdict is
formulated (see, for instance, Vacek and Schilder, 2017; Petrova et al.,
2020; and Tagny-Ngompé et al., 2020), there is nonetheless an expec-
tation that, to justify automation, automated systems should achieve
(almost) perfect performance. However, the approach to outcome
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Paper Court Max. per-
formance

Aletras et al. (2016) ECtHR 79%

Liu and Chen (2017) ECtHR 88%

Sulea et al. (2017); Sulea et al. | French Court of | 99%

(2017) Cassation

Virtucio et al. (2018) Philippine 59%
Supreme Court

Lage-Freitas et al. (2019) Brazilian courts | 79% (F1)
(appeal)

Visentin et al. (2019) ECtHR 79%

Bertalan and Ruiz (2020) Sao Paolo Justice | 98% (F1)
Court

Quemy and Wrembel (2020) | ECtHR 96%

Table 4.1]Research that falls under the category of outcome identifi-
cation, including relevant court, and the (best) performance. When
instead of accuracy, the f1-score (the average between precision and
recall) is used as a performance indicator, this is indicated.

identification is highly dependent on both the structure of judge-
ments in a particular legal domain or jurisdiction, and the language
of the case law. As a result, a system that automatically identifies a
verdict in a particular set of judgements cannot be applied easily to
the case law of courts in other legal domains or jurisdictions.

4.3.1.1 Research in Outcome Identification

Eight papers trying to predict court decisions (see Table 4.1) per-
formed the outcome identification task. These papers used text from
final judgements published by the court, which contained either ref-
erences to the verdict, or the verdict itself.

One of the earliest papers that tried to predict court decisions us-
ing text from judgements is Aletras et al. (2016). The authors used
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a popular machine learning algorithm, a support vector machine
(SVM) to predict the decisions of the European Court of Human Rights
(ECtHR). Their model aimed to predict the court’s decisions by extract-
ing the available textual information from relevant sections of the EC-
tHR judgements, and it reached an average accuracy of 79% for 3 sep-
arate ECHR articles. While the authors excluded the verdict itself (or
the complete section containing the verdict), they did use the remain-
ing text of the judgements, which often included specific references
to the final verdict (e.g., ‘Therefore there is a violation of Article 3°).
While their work was positioned as predicting the outcome of court
cases, the task conducted was restricted to outcome identification.

Other studies focussing on the ECtHR included Liu and Chen
(2017), Visentin et al. (2019), and Quemy and Wrembel (2020). Since
Liu and Chen (2017) and Visentin et al. (2019) used the same dataset
as Aletras et al. (2016), they also conducted outcome identification.
Liu and Chen (2017) used similar statistical methods as Aletras et al.
(2016) and achieved an 88% accuracy using an SVM, whereas Visentin
et al. (2019) achieved an accuracy of 79%, using an SVM ensemb]e.
Whereas Quemy and Wrembel (2020) collected a larger dataset for
the same court, and performed a binary classification task (violation
of any article of the ECHR vs. no violation) using neural models (e.g.,
AdaBoost), they did not appear to exclude any part of the judgement,
thereby also restricting their task to outcome identification (with a
concomitant high accuracy of 96%, using a range of statistical meth-
ods). These studies show that automatic outcome identification is, to
a large extent, possible for the ECtHR. However, from a legal perspec-
tive, this task is not very useful, as the verdict has already been cate-
gorised on the ECtHR website.

These ECtHR studies illustrate two broad categories of papers
which aim to predict court judgements, but are instead outcome iden-
tification tasks. The first category consists of studies which were only
partially successful in removing the information about (references
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to) the verdict. In addition to the aforementioned studies of Aletras
et al. (2016), Liu and Chen (2017) and Visentin et al. (2019), the stud-
ies of Sulea et al. (2017) and Sulea et al. (2017) suffer from the same
problem. They focus on the French Court of Cassation, and reach
an accuracy of up to 96% using an SVM ensemble (a set of multiple
SVMs). While the studies masked the words containing verdicts, vari-
ous words that were found to be important for the prediction of their
model appeared to be closely related to the outcome description. Con-
sequently, they were not completely successful in filtering out infor-
mation about the outcome.

The second category consists of studies which do not filter any in-
formation out of the judgement at all (or do not mention filtering out
this type of information), such as Quemy and Wrembel (2020). Vir-
tucio et al. (2018) are explicit about not filtering out the actual court
decision of the Philippine Supreme Court (due to a lack of consistent
sectioning in the judgement descriptions), when predicting its judge-
ment. Nevertheless, their accuracy was rather low, at only 59%. In
addition, a number of papers do not specify any pre-processing steps
for removing information that may contain the verdict. Examples are
Lage-Freitas et al. (2019), who deal with the appeal cases of Brazilian
courts (with an f1-score of 79%), and Bertalan and Ruiz (2020), who
worked on second-degree murder and corruption cases tried in the
Sao Paolo Justice Court (with an f1-score of up to 98%).

4.3.2 Outcome-based Judgement Categorisation

Outcome-based judgement categorisation is defined as categorising
court judgements based on their outcome, by using textual or any
other information published with the final judgement, but exclud-
ing (references to) the verdict in the judgement. Since the outcomes
of such cases are published and no longer need to be ‘predicted’,
this task is mainly useful for identifying predictors (facts, arguments,
judges, etc.) of court decisions within judgement texts. To avoid the
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Paper Court Fl | Max. perfor-
mance

Kowsrihawat et al.| Thai Supreme | 7 | 67%

(2018) Court

Chalkidis et al. (2019) | ECtHR 3 | 82% (F1)

Kaufman et al. (2019) | SCOTUS 7 | 77%

Kaur and Bozic (2019) | ECtHR 7 | 82%

O’Sullivan and Beel | ECtHR 7 | 69%

(2019)

Chalkidis et al. (2020) | ECtHR 7 | 83% (F1)

Condevaux (2020) ECtHR 7 | 88%

Medvedeva et al.| ECtHR 3 | 75%

(2018, 2020a)

Salatin et al. (2020) Québec Rental | 7 | 85%
Tribunal

Shaikh et al. (2020) Delhi District | 7 | 92%
Court

Strickson and | UK highest Court | 3 | 69%

De La Iglesia (2020) of Appeal

Sert et al. (2021) Turkish Constitu- | 7 | 98% (F1)
tional Court

Malik et al. (2021) Indian Supreme | 7 | 77%
Court Court

Medvedeva et al.| ECtHR 7 | 92% (F1)

(2021b)

Table 4.2]Research that falls under the category of outcome-based
judgement categorisation, including the relevant court, whether or
not the most important features were extracted (FI), and the best per-
formance achieved. When the fl1-score (the average between preci-
sion and recall) is used as a performance indicator, this is indicated.
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system identifying the outcome within the text of the judgement, and
in order for it to learn new information, any references to the verdict
need to be removed.

While an algorithm may perform very well on the categorisation
task, the categories obtained are not useful on their own. As the docu-
ments used by the system are only available when judgements have
been made public, outcome categorisation does not contribute any
new information (one can simply extract the verdict from the pub-
lished judgement). This view is also supported by Bex and Prakken
(2021), who insist that the ability to categorise decisions without ex-
plaining why the categorisation was made does not provide any use-
ful information, and it may even be misleading. The performance of a
machine learning model for judgement categorisation, however, may
provide useful information about how informative the characteristic
features are. To enable feature extraction, it is important that the sys-
tem is not a ‘black box’ (such as many of the more recent neural classi-
fication models). Therefore, rather than ‘predicting court decisions’,
the main objective of the outcome-based judgement categorisation
task should be to identify predictors underlying the categorisations.

As we only discuss publications that categorise judgements on the
basis of the outcome of the case, we will refer to outcome-based judge-
ment categorisation simply as ‘judgement categorisation’.

4.3.2.1 Research in Outcome-based Judgement Categorisation

Most of the papers in the field categorise judgements. The papers
surveyed that involve judgement categorisation can be found in Ta-
ble 4.2. For all fifteen papers, we indicate the paper itself, the court,
whether or not the authors provide a method of analysing feature
importance (FI) and (consequently) identify specific predictors of the
outcome within the text, and the maximum performance.

Within these studies two broad categories can be distinguished,
according to the type of data they use. On the one hand, most studies
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use the raw text, explicitly selecting parts of the judgement which do
not include (references to) the verdict. On the other hand, there are
(fewer) studies which manually annotate data to use as a basis for
categorisation.

Kowsrihawat et al. (2018) used raw text to categorise (with an ac-
curacy of 67%) Thai Supreme Court documents using attention, on
the basis of text relating to the facts and legal provisions (such as mur-
der, assault, theft, fraud and defamation) of each case, using a range
of statistical and neural methods. In our work (Medvedeva et al., 2018,
2020a; see also Chapter 6), we categorised (with an accuracy of up to
75%) decisions of the ECtHR, using only the facts of each case (i.e. a
separate section in each ECtHR judgement). Notably, in Medvedeva
et al. (2020a), we identified the top predictors (i.e. sequences of one
or more words) for each category, which was possible due to the (sup-
port vector machine) approach we used.> Strickson and De La Iglesia
(2020) worked on categorising UK Supreme Court judgements, and
compared several systems trained on the raw text of each judgement
(without the verdict), reporting an accuracy of 69% when using lo-
gistic regression, while presenting the top predictors for each class.
Sert et al. (2021) categorised Turkish Constitutional Court cases re-
lated to public morality and freedom of expression, using a tradi-
tional neural multi-layer perceptron approach with an average ac-
curacy of 90%. Similarly to Medvedeva et al. (2020a), Chalkidis et al.
(2019) also investigated the ECtHR using the facts of each case, propos-
ing several neural methods to improve categorisation performance
(up to 82%). They also proposed an approach (a hierarchical atten-
tion network) for identifying which words and facts were most impor-
tant for the classification of their systems. In their subsequent study,
Chalkidis et al. (2020) used a more sophisticated neural categorisation
algorithm that was specifically tailored for legal data (LEGAL-BERT).
Unfortunately, while their approach did show an improved perfor-

5See also Chapter 6 for more details on this study.
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mance (with an f1-score of 83%), it was not possible to determine the
best predictors of the outcome, due to the system’s complexity. In our
later work, (Medvedeva et al., 2021b), we reproduced the algorithms
in Chalkidis et al. (2019) and Chalkidis et al. (2020), in order to com-
pare their categorisation and forecasting task performance (see Sec-
tion 4.3.3) for a smaller subset of ECtHR cases, and an f1-score of up
to 92% was achieved for the categorisation of judgements from 2019,
although the score varied throughout the years. For example, cate-
gorisation of cases from 2020 did not surpass 62%. Several other cat-
egorisation studies (with accuracies ranging between 69% and 88%)
focused on the facts of the ECtHR, but likewise did not investigate
the best predictors (Kaur and Bozic, 2019; O’Sullivan and Beel, 2019;
Condevaux, 2020). Kaur and Bozic (2019) use convolutional neural
networks to achieve their results, O’Sullivan and Beel (2019) exper-
imented with a variety of different neural and non-neural methods
(i.e. SVM, Gradient Boosting, RF, AdaBoost, Decision Tree, among oth-
ers), where each algorithm yielded better results for some of the data,
but not for the other. Condevaux (2020) achieved their best perfor-
mance using attention networks. Malik et al. (2021) used neural meth-
ods to develop a system that categorised Indian Supreme Court deci-
sions, achieving 77% accuracy. As their main focus was to develop an
explainable system, they used an approach which allowed them to in-
vestigate the importance of their features, using attention, somewhat
similar to the approach of Chalkidis et al. (2020).

Manually annotated data was used by Kaufman et al. (2019), who
focused on data from the US Supreme Court (SCOTUS) Database
(Spaeth et al,, 2014) and achieved an accuracy of 75% using statisti-
cal methods (i.e. AdaBoosted decision trees). However, they did not
investigate the most informative predictors. Shaikh et al. (2020) also
used manually annotated data to categorise murder case decisions
from Delhi District Court with an accuracy of up to 92%, using clas-
sification and regression trees. The authors manually annotated 18
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features, including whether the injured person was dead or alive, the
type of evidence, the number of witnesses, etc. Importantly, they anal-
ysed the impact of each type of feature, for each type of outcome.

Finally, Salatin et al. (2020) essentially combined the two types of
predictors, by not only extracting a number of characteristics from
cases from the Rental Tribunal of Quebec (including the court loca-
tion, judges, types of parties, etc.), but also by using the raw text of
the facts (as well as the complete text, excluding the verdict. This
achieved a performance of up to 85% with the French BERT model,
FlauBERT.

Notably, the performance of Sert et al. (2021) was very high (f1-
score 98%) when using a multi-layer perceptron. Despite the high suc-
cess rate of their system, however, the authors warn against using it
for decision-making. Nevertheless, they do suggest that their system
could be used to prioritise cases that have a higher likelihood of re-
sulting in a violation. This suggestion mirrors the proposition made
by Aletras et al. (2016), that their system could be used to prioritise
cases with human rights violations. In both cases, however, the ex-
periments were conducted using data extracted from the courts’ final
judgements, so the performance of these systems using data compiled
before the verdict was reached (i.e. information necessary to priori-
tise cases) is unknown. Making these types of recommendations is
therefore potentially problematic.

Many categorisation papers shown in Table 4.2 claim to be useful
for legal aid. However, as we argued before, categorisation as such is
not useful, because the verdict can simply be read in the judgement
text. To be useful, it is essential that categorisation performance is
supplemented with the most characteristic features (i.e. predictors).
Unfortunately, only a small number of studies provide this informa-
tion. Even then, the resulting features may not be particularly mean-
ingful, especially when using the raw text (i.e. characteristic words
or phrases).
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Aiming for maximum explanation, Collenette et al. (2020) suggest
using an Abstract Dialectical Framework, instead of machine learn-
ing. They apply this framework to deducing the verdict from the
text of ECtHR judgements, regarding Article 6 of the ECHR (the right
to a fair trial). The system requires the user to answer a range of
questions and, on the basis of their answers, the model determines
whether or not there was a violation of the right to a fair trial. Ques-
tions for the system were derived by legal experts, and legal exper-
tise is also required to answer these questions (Collenette et al., 2020).
While the Abstract Dialectical Framework system seemed to perform
flawlessly when tested on ten cases, it faces the same issue as the ma-
chine learning systems. Specifically, the main input data is based on
the final decision, which has already been made by the judge. For in-
stance, one of the questions that the model requires to be answered
is whether or not the trial was independent and impartial, a point
which must be decided by the judge. While this type of tool could
be used for judicial support (for example, as a checklist for a judge
when making a specific decision), it is unable to actually either fore-
cast decisions in advance, or point to external factors that have not
been identified by legal experts.

4.3.3 Outcome Forecasting

Outcome forecasting is defined as determining a court verdict by us-
ing textual information from a court case, which was available be-
fore the verdict was made (public). This textual information can (for
instance) be submissions by the parties, or information (including
judgements) provided by lower courts to predict the decisions of a
higher court, such as the US Supreme Court. Forecasting thereby en-
tails an essential assumption that the input for the system was not
influenced in any way by the final outcome that it forecasts. In con-
trast to outcome-based judgement categorisation , it is useful to evalu-
ate how well the algorithm predicts the outcome of cases. For exam-
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ple, individuals may use such algorithms to evaluate the likelihood
of them winning a court case. Similarly to judgement categorisation
determining the factors underlying a well-performing model is also
useful. While identification and categorisation tasks only allow for
the extraction of information and the analysis of past court decisions,
forecasting allows for the prediction of future decisions. It should be
noted that it does not matter if a model was trained on older cases
than those on which it was evaluated (e.g., the ‘predicting the future’
experiment conducted by us in Medvedeva et al., 2020a), because this
does not affect its classification as a judgement categorisation, as op-
posed to a judgement forecasting task. The type of data is the only
factor affecting task classification. Since we uses data extracted from
court judgements in Medvedeva et al. (2020a), the task was still an
outcome-based judgement categorisation task.

4.3.3.1 Research in Outcome Forecasting

Table 4.3 lists the papers that focus on forecasting court verdicts.
While many publications focus on ‘predicting court decisions’, only
five papers satisfy our criteria for outcome forecasting. We can ob-
serve that the performance of these studies is lower than for the cate-
gorisation and identification tasks. This is not surprising, as forecast-
ing can be expected to be a harder task. As there are only a small
number of papers, we discuss each of them in some detail.

The advantage of working with the US Supreme Court databases
is that it attracts much attention. Consequently, the trial data are al-
ways systematically and manually annotated by legal experts with
many variables, immediately after a case has been tried. Sharma et al.
(2015) and Katz et al. (2017) both use variables that were available to
the public once the case had been moved to the Supreme Court, but
before the decision was made by the SCOTUS. Sharma et al. (2015) use
neural methods, whereas Katz et al. (2017) use the more traditional
technique of random forests. Both approaches resulted in forecast-
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Paper Court Data Max. per-
formance
Sharma et al. (2015) | SCOTUS Court of Ap-| 70%
peal info
Katz et al. (2017) SCOTUS Court of Ap-| 70%
peal info
Waltl et al. (2017) German Decision of | 57% (F1)
Court of | the lower
Appeal (Tax | (fiscal)
Law) courts
Medvedeva et al.| ECtHR Facts as com- | 75%
(2020b) municated to
the parties
Medvedeva et al.| ECtHR Facts as com- | 66% (F1)
(2021b) municated to
the parties

Table 4.3]Research that falls under the category of outcome forecast-
ing, including relevant court, the data used for forecasting, the best
performance. When instead of accuracy, the f1-score (the average be-
tween precision and recall) is used as a performance indicator, this
is indicated.

ing 70% of the outcomes correctly, which was a small improvement
on the 68% baseline accuracy, in which the petitioner always wins
(suggested by Kaufman et al., 2019). Moreover, Sharma et al. (2015)
present the importance of different variables in their model, poten-
tially enabling a more thorough legal analysis of the data. The vari-
ables used in both studies contained information about the courts
and proceedings, but hardly any variables pertaining to the facts of
the case.

Waltl et al. (2017) attempted to forecast German appeal court de-
cisions on matters of tax law (the Federal Fiscal Court). The authors
used the documents and meta-data for the case (e.g., year of dispute,
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court, Chamber, duration of the case, etc.) from the court of first in-
stance. They extracted keywords from the facts and (lower) court rea-
soning, in order to forecast decisions. They tried a range of methods,
but selected the best-performing naive Bayes classifier as their final
model. However, their relatively low f1-score (0.57) indicates that it
may have been a rather difficult task.

Medvedeva et al. (2020b)® used raw text and facts within docu-
ments that were published by the ECtHR, (sometimes) years before
a final judgement was made. These documents are known as ‘com-
municated cases’. Specifically, facts presented by the applicant, then
communicated by the court to the state as a potential violator of hu-
man rights, were used. Communicated cases reflect the side of the
potential victim, and are only communicated when no similar cases
have been processed by the court before. Consequently, these docu-
ments include a very diverse set of facts, and they cover different is-
sues (although they are all within the scope of the European Conven-
tion on Human Rights). Medvedeva et al. (2020b) reported an accu-
racy of 75%, using SVMs on their dataset (the model is automatically
re-trained and run again every month). This system is integrated
in an online platform that also highlights sentences or facts within
the text of the (communicated) cases that are most important for the
model’s decision.” Medvedeva et al. (2021b)® used a slightly different
dataset of the same documents (i.e. only cases with the English judge-
ment were included, but the dataset was expanded by adding cases
that resulted in inadmissibility based on merit), and retrained the
model every year (as opposed to every month, as in Medvedeva et al.,
2020b). The authors compared how the state-of-the-art algorithms for
this court, BERT (Chalkidis et al., 2019), LegalBERT (Chalkidis et al.,
2020), and SVMs (Medvedeva et al., 2020a,b) performed on data avail-

bSee also Chapter 8 for all details of this study.
"https://jurisays.com
8See also Chapter 7 for all details of this study.
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able before the final judgement and the final judgements themselves.
The results showed that forecasting is indeed a much harder task, as
the forecasting models achieved a maximum f1-score of 66%, as op-
posed to 92% for categorisation of the same cases.

4.4 Discussion

Itis clear that ‘predicting court decisions’ is not an unambiguous task.
Therefore, there is a clear need to carefully identify the objective of
the experiments before conducting them. We believe such an objec-
tive has to be rooted within the specific needs of the legal community,
in order to prevent systems being developed which authors believe
to be useful, but which have no meaningful application in the legal
field. The purpose of this chapter has been to provide some terminol-
ogy which may be helpful in this endeavour.

While researchers may believe they are ‘predicting court deci-
siong’, this very seldom involves actually being able to predict the
outcome of future judgements. In fact, the prediction of court deci-
sions sometimes (likely inadvertently, due to sub-optimal filtering or
insufficient knowledge about the exact dataset) only resulted in iden-
tifying an outcome from a judgement text. While sophisticated ap-
proaches were often put forward in such cases, a simple keyword
search might have resulted in higher performance for this identifica-
tion task. Most often, however, predicting court decisions was found
to be equal to the task of categorising the judgements according to the
verdicts. This is not so surprising, given the available legal datasets,
which are more likely to contain complete judgements than docu-
ments which were produced before the verdict was known.

In sum, to identify the exact task and the concomitant goals which
are useful from a legal perspective, it is essential that researchers
are well aware of the type of data they are analysing. Unfortunately,
this is frequently not the case. For example, several researchers
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(Chalkidis et al., 2019; Quemy and Wrembel, 2020; Condevaux, 2020)
have recently started to develop (multilabel classification) systems,
which are able to predict the articles which would be invoked in an
ECtHR case. However, this task is not relevant from a legal perspec-
tive, as articles which are potentially violated have to be specified
when petitioning the ECtHR.

Therefore, when creating a new application (for instance, using
data from another court), the goal of such a system should first be
clearly determined, after which a review of the data is necessary to
establish if the data for the established task is available. Specifically,
one needs full judgements for the outcome identification task. In the
case of a judgement categorisation task, full judgements from which
the outcomes can be removed are necessary. If the system needs to
perform a forecasting task, it requires data that are available before
the judgement is made.

For all of the above tasks, explainability (i.e. being able to de-
termine the importance of various features, when determining the
model’s outcome) helps to improve performance analysis and gain
insight into the workings of the system. However, explainability is
essential for judgement categorisation, as this task is reliant on the
ability to investigate which features are related to the outcome.

As we mentioned before, the identification task does not always
require the use of machine learning techniques. This task can of-
ten be solved with a keyword search, which does not require any
annotated data. The use of machine learning is necessary when a
judgement text is not very structured, and when more complex de-
scriptions of the outcome need to be extracted. For both the judge-
ment categorisation task and the forecasting task, statistics may be
useful to assess the relationship between predetermined factors and
the outcome. However, for the categorisation task, machine learning
techniques may allow for the discovery of new patterns and factors
within the judgements that may not have been previously considered.
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Similarly, machine learning techniques can be used to forecast future
court decisions, by training the system on decisions that the court has
made in the past. Figure 4.1 illustrates these three tasks, their goals,
and their requirements.

Figure 4.1|Flowchart illustrating the goals and requirements for the
three court decision prediction tasks
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Finally, we would like to emphasise that, while the approaches
discussed in this chapter are suitable for use in legal analysis (for ex-
ample, to try to understand past court decisions), none of the systems
capable of solving any of the discussed tasks are appropriate for mak-
ing court decisions. Judicial decision-making requires (amongst other
things) knowledge of the law, knowledge of our ever-changing world,
and the skilled weighing of arguments. This is very different from
the (sometimes very sophisticated) pattern-matching capabilities of
the systems discussed in this chapter.

4.5 Conclusion

In this chapter, we have proposed several definitions for analysing
court decisions using computational techniques. Specifically, we dis-
cussed the difference between forecasting decisions, categorising
judgements according to the verdict, and identifying the outcome
based on the text of a judgement. We also highlighted the specific
goals potentially associated with each task, and illustrated how each
task is strongly dependent on the type of data used.

The availability of enormous amounts of legal (textual) data, in
combination with the legal discipline being relatively methodologi-
cally conservative (Vols, 2021), has enabled researchers from vari-
ous other fields to attempt to analyse these data. However, to con-
duct meaningful tasks, we argue for more interdisciplinary collabora-
tions, not only involving technically skilled researchers, but also legal
scholars. This should ensure that meaningful legal questions are an-
swered, while enabling this new and interesting field to be propelled
forwards.
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CHAPTER 5

Automatically Identifying
Eviction Cases and Outcomes
within the Case Law of Dutch

Courts of First Instance

In this chapter, we attempt to identify eviction judgements within
case law published by Dutch courts, in order to automate data collection,
which was previously undertaken manually. To do so, we performed two
experiments. The first focused on identifying judgements related to evic-
tion, while the second focused on identifying the outcome of the cases
in the judgements (eviction vs. dismissal of the landlord’s claim). In the
process of conducting the experiments for this study, we have created
a manually annotated dataset of eviction related judgements and their
outcomes.

Chapter adapted from:

Medvedeva, M., Dam, T., Wieling, M., and Vols, M. (2021a). Auto-
matically identifying eviction cases and outcomes within case law of
Dutch courts of first instance. In Legal Knowledge and Information
Systems, pages 13-22. IOS Press.
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5.1 Introduction

Legal scholars and practitioners are confronted with an enormous
and expanding body of case law. For example, in the Netherlands the
judiciary dealt with over 1.3 million cases in 2020 alone.! Many of
these cases involve bulk cases on, for example, family law or labour
law. Another area that results in a considerable number of bulk cases
is landlord-tenant law. It is estimated that courts have to decide
whether or not a tenant needs to be evicted in nearly 20,000 cases
every year (Vols, 2018). The Dutch judiciary does not publish all its
judgements online, but a significant number of cases can be found
online, in the Open Data van de Rechtspraak dataset.? Traditionally,
legal scholars and practitioners collect and analyse these cases man-
ually (Vols, 2021). Of course, this is time-consuming, and it will even-
tually become impossible, due to the increasing amount of case law
published online.?

In this chapter, we are trying to provide a solution for this legal re-
search issue. Specifically, we want to identify judgements concerning
eviction within all the judgements published by the Dutch judiciary,
and extract their outcome from the text (i.e. eviction/non-eviction).
This work builds upon existing research that until now has been done
manually (Vols, 2019), and our goal is to test how much of the data col-
lection and outcome extraction can be automated. Some of the case
law under review has already been annotated by hand, and it can be
used to train machine learning systems.

In this chapter, we use judgement’ to denote the text of a pub-

thttps://www.rechtspraak.nl/Organisatie-en-contact/
Rechtspraak- in-Nederland/Rechtspraak-in-cijfers (in Dutch), accessed on
04/04/2022
2https://www.rechtspraak.nl/Uitspraken/Paginas/Selectiecriteria.aspx
(in Dutch), accessed on 04/04/2022
3https://www.volkskrant.nl/nieuws-achtergrond/
raad-voor-de-rechtspraak-meer-vonnissen-online-publiceren~bf045df7
(in Dutch), accessed on 04/04/2022
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lished judgement. The word ‘outcome’, and its synonyms ‘verdict’
and ‘decision’, are used to define a specific closed class (i.e. a lim-
ited number) of labels for verdicts. An example of an outcome, in
the landlord-tenant law context, is eviction or non-eviction .

5.2 Related Work

This chapter deals with the identification of a judgement topic (i.e. an
eviction case or a non-eviction case). To our knowledge, the num-
ber of publications dealing with the automatic identification of a case
topic for dataset creation is limited. Similar work involves topic mod-
elling techniques which allow for the identification and clustering of
multiple topics at once (Dyevre, 2020; Silveira et al., 2021; Remmits,
2017), and the use of document similarity to find documents dealing
with similar issues (Novotna et al., 2020; Barco Ranera et al., 2019),
both of which can be particularly hard to evaluate.

Besides the identification of a judgement topic, this chapter con-
cerns outcome identification (i.e. extraction of the outcome from the
full text). This identification task can be useful in itself, for instance,
if one wants to know the statistics for cases concerning eviction that
actually resulted in a tenant being evicted.

Depending on the court, identifying the outcome can be more or
less complicated. Some courts publish their judgements with meta-
data stating the outcome (e.g., the European Court of Human Rights).
As a result, one simply needs to extract this information to obtain
outcomes. In other judgements, the wording of the outcome may be
standardised and therefore easy to extract (e.g., ‘The Court of Appeal
therefore affirms the decision of the Court of First Instance’). How-
ever, the majority of courts seem to formulate their decisions in free-
form natural language, making the task of extracting a specific out-
come a more complex task.

A small number of studies focus specifically on identifying the out-
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come within judgements. Recent papers extracted outcomes from
appellate decisions in US State courts (Petrova et al., 2020; f1-score:
0.82), and US federal court dockets (Vacek and Schilder, 2017; recall
up to 0.96), as well as from French courts (Tagny-Ngompé et al., 2020;
f1-scores: 0.8 up to 1.0), using various machine learning methods. In
this chapter, we compare the performance of a (simpler) keyword
search approach (not requiring any annotated data) with that of a
simple machine learning system.

5.3 Data

For our dataset we rely on the Open Data van de Rechtspraak ,* which
is the official, publicly available, database of the Dutch judiciary (De
Rechtspraak). Not all Dutch case law is published online, but merely
a subset of judgements that De Rechtspraak permits to be published.
Unfortunately, the exact criteria for this process are not available to
the public, although some guidance is provided on a dedicated page
on the Dutch judiciary website.> The Open Data van de Rechtspraak
dataset can be downloaded as one large archive (> 4GB) of XML files,
containing the texts of the judgements and some basic meta-data (e.g.,
court, date).

For this work, we are specifically interested in the cases of the
courts of first instance (rechtbanken ). A collection of 591 eviction
cases between 2000 and 2020 (manually collected and annotated, in-
cluding the verdicts: eviction or non-eviction) was already available
from the courts of first instance, based on existing research from our
lab. This dataset was compiled with the aim of including the major-
ity of all published eviction cases between 2000 and 2020. As this
dataset only contains a relatively limited number of eviction cases,

4https://www.rechtspraak.nl (in Dutch)
Shttps://www.rechtspraak.nl/Uitspraken/Paginas/Selectiecriteria.aspx
(in Dutch), accessed on 04/04/2022
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and no non-eviction cases, we aimed to supplement it by including
cases about eviction and cases on other topics (still somewhat related
to the subject matter). This was to ensure that the task was useful (not
trivial), and that we had a larger dataset for training the system.

To increase the likelihood of identifying eviction cases, we used
the following procedure. We extracted all (2,641,946) judgements be-
tween 2000 and 2020 from the Open Data van de Rechtspraak dataset.
From this set, we included only judgements from the courts of first
instance, and furthermore selected the judgements that contained at
least one of the following words: huurovereenkomst (rental agree-
ment), ontruiming (eviction), or woning (home). Subsequently, we
narrowed down the selection by only retaining judgements with the
label ‘private law’, which is the appropriate label for eviction cases.
These relatively simple filters allowed us to reduce the amount of
judgements to 24,268 cases. Unfortunately, this number was still
rather large. Consequently, we made a further reduction by only
including cases from 2016 to 2018, and excluding cases already in-
cluded in the original set of 591 cases, yielding a set of 4,795 judge-
ments. From this set, we randomly sampled 69 judgements (1 hour of
manual annotation) to assess the proportion of cases related to evic-
tion. A manual inspection showed that more than half of the judge-
ments (37) were eviction cases. This suggests that our manually cu-
rated dataset of 591 eviction cases was missing a substantial amount
of eviction related cases.

To increase the amount of data, we took all 591 manually anno-
tated eviction judgements and, once again, randomly sampled from
the 2016 to 2018 judgements, extracting twice the amount (1,182) of
manually annotated eviction judgements. We then built a simple
three-fold cross-validation support vector machine (SVM), only us-
ing 1-3 n-grams (i.e. sequences of one to three words from the text
of a judgement) as features. When training the model, we treated the
591 judgements as eviction cases and the 1,182 judgements as non-
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eviction cases.® Of course, this is a sub-optimal class distinction, as
potentially many of the 1,182 judgements may, in fact, be eviction
cases. Consequently, out of all the cases that were classified as non-
eviction cases, we only retained those which were (when included in
the test set during the three-fold cross-validation procedure) assigned
the non-eviction label with over 99% confidence (using Platt Scaling;
Platt et al., 1999). This reduced the number of non-eviction judge-
ments in our training set to 809. We then trained the system again
(using 809 non-eviction cases, and 591 eviction cases), and evaluated
it using the rest of the judgements from between 2000 and 2020. Out
of 22,868 judgements, 3,277 (14%) were predicted as eviction related.

Of course, not all predictions will be correct. To supplement our
final, correct training dataset, we did not use these predictions. In-
stead, we used them simply to guide two subsequent manual anno-
tation rounds (the first annotation round included the 69 aforemen-
tioned cases). Specifically, we asked two legal experts to spend a total
of eight hours annotating judgements that our model had predicted
as eviction related in the second annotation round (under the as-
sumption that many would not be eviction related), and an additional
total of four hours on a third annotation round, focussing on judge-
ments that our model had predicted as non-eviction . The annotators
were provided with the full text of a randomly selected judgement
and they simply had to identify whether the judgement concerned
an eviction or not. In the allocated time, 716 judgements were an-
notated. Out of the predicted eviction judgements, 298 (55%) turned
out to be eviction related, while 243 judgements (45%) were not. In
addition, the vast majority of non-eviction cases — 161 out 175 (92%)
—indeed turned out to be non-eviction related. The manual annota-
tion rounds left us with a dataset of 940 eviction judgements, and 436

For a more detailed explanation of machine learning classification and its
evaluation (i.e. precision, recall, f1-score, accuracy), as applied to legal texts, see
Chapter 3.
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non-eviction judgements. Table 5.1 provides an overview of our final
dataset.

Eviction | Non-eviction
Initial dataset 591 0
First annotation round 37 32
Second annotation round (predicted as 298 243
eviction)
Third annotation round (predicted as 14 161
non-eviction)
Total 940 436

Table 5.1|Number of available data in the initial dataset and after
three rounds of annotation

After identifying the eviction related judgements, we were also
interested in their outcome. In judgements concerning evictions, the
courts of first instance can decide either to evict the resident and/or
cancel the lease (labelled as eviction ), or to reject the property owner’s
claim (labelled as non-eviction ). The cases are decided on by a single
judge. All of the eviction cases in the court of first instance are prop-
erty owner vs. resident, with the latter being the defendant.

5.4 Experiment I: Identifying Eviction Related Judgements

5.4.1 Methodology

We used 200 judgements (100 eviction related and 100 non-related)
from the final dataset (see Table 5.1) to test and evaluate the model,
which left us with 840 eviction and 336 non-eviction judgements to
use to train and fine-tune the system. We then balanced this dataset
for training, leaving us with 336 eviction related judgements, and the
same number of non-related judgements. We used three-fold cross-
validation to fine-tune the parameters, and ended up using a linear
support vector machine, using the frequencies of 1-6 character n-
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grams (i.e. sequences of one to six characters) as features.” The re-
sults of the best model can be found in Tables 5.2 and 5.3.

Precision | Recall | Fl1-score | Support
Non-eviction 0.90 0.88 0.89 336
Eviction 0.88 0.90 0.89 336
Accuracy 0.89 672
Macro avg. 0.89 0.89 0.89 672
Weighted avg. 0.89 0.89 0.89 672

Table 5.2] Results (precision, recall, f1-score and accuracy) for identi-
fying eviction related judgements using three-fold cross-validation

Predicted topic
Non-eviction | Eviction
Non-eviction 294 42
Eviction 32 304

Actual topic

Table 5.3|Results (confusion matrix) for identifying eviction related
judgements using three-fold cross-validation

5.4.2 Results

The final results, when evaluating our model on the held-out test set,
are shown in Tables 5.4 and 5.5.

The results suggest that, when there is a reasonable amount of
annotated data, it is possible to identify eviction related cases with a
relatively high accuracy of about 88%. Consequently, this automatic
procedure is suitable to speeding up the process of finding relevant
(eviction related) case law.

"The following command, showing all used parameters, was used to fit
our final model: CountVectorizer(analyzer = “char”, ngram_range = (1,6),
max_features = None, max_df = 0.7, lowercase = False, binary = True);
LinearSVC(C = 0.01). For more details on each parameter, see the sklearn
documentation available at https://scikit-learn.org/. The full set of param-
eters we experimented with can be found in our code and data, available at
https://github.com/masha-medvedeva/EVICT.


https://scikit-learn.org/
https://github.com/masha-medvedeva/EVICT
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Precision | Recall | Fl1-score | Support
Non-eviction 0.92 0.81 0.87 100
Eviction 0.83 0.95 0.89 100
Accuracy 0.88 200
Macro avg. 0.89 0.88 0.88 200
Weighted avg. 0.89 0.88 0.88 200

Table 5.4 Results (precision, recall, f1-score and accuracy) on the test
set for identifying eviction related judgements

Predicted topic
Non-eviction | Eviction
Non-eviction 81 19
Eviction 5 95

Actual topic

Table 5.5]Results (confusion matrix) on the test set for identifying
eviction related judgements

When we evaluated the model on all of the (filtered) judgements
published between 2000 and 2020, which were not included in our
dataset, a total of 3,248 out of 22,872 cases (all original judgements
between 2000 and 2020, excluding annotated judgements) were clas-
sified as eviction related judgements. With an estimated precision of
83%, we expect about 2,695 cases to be actual eviction related judge-
ments. Similarly, with an estimated precision of 92% in identifying
non-eviction related judgements, we expect an additional 8% of these
(i.e. 1,569 judgements) to be eviction related.

5.5 Experiment ll: Identifying the Outcome

5.5.1 Methodology

Once we had identified the eviction related judgements, we became
interested in identifying how many of them actually resulted in the
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eviction of a resident. Identifying the verdict should not necessar-
ily always be a machine learning task. A simple keyword search
could potentially be sufficient. Therefore, we first tried determin-
ing words that may be characteristic of a specific outcome, because,
while courts of first instance judgements do not have a clear struc-
ture, they potentially use the same wording for different verdicts. We
compared these results to those produced by a more a more sophisti-
cated machine learning system, which is able to take more advanced
features into account.

For this experiment, we used the full set of 940 eviction related
cases shown in Table 5.1. Except for the cases included in the ini-
tial dataset, which already included an annotated outcome, we asked
two legal experts to annotate the outcome of each case: eviction or
non-eviction . We excluded 28 cases that had other types of verdicts,
such as only cancellation of the lease, but no eviction, etc. The final
dataset for this task contained 912 judgements (620 having an evic-
tion outcome, and 292 having a non-eviction outcome).

5.5.1.1 Keyword-based System

For the keyword-based system, we determined (via manual inspec-
tion of several cases) a number of terms that relate to each specific
outcome. We then automatically searched for these terms in the deci-
sion section of the published judgement, and in cases where the deci-
sion section was not specified, in the bottom part (2,500 characters) of
the text. The keywords that we chose as representative of an eviction
outcome were (including different forms of the same words): ontbind-
ing (cancellation), ontruiming (eviction), and verlaten (leave). If none
of these words were found, our keyword-based system determined
that no eviction had been ordered by the court.

We tested the method on all 912 judgements for which we had
labels. The results of this system can be found in Tables 5.6 and 5.7.
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Precision | Recall | Fl1-score | Support
Non-eviction 0.88 0.65 0.75 292
Eviction 0.85 0.96 0.90 620
Accuracy 0.86 912
Macro avg. 0.87 0.80 0.82 912
Weighted avg. 0.86 0.86 0.85 912

Table 5.6 | Results (precision, recall, f1-score and accuracy) for identi-
fying the outcome of eviction cases using keyword extraction

Predicted outcome
Non-eviction | Eviction
Non-eviction 189 103
Eviction 25 595

Actual outcome

Table 5.7 Results (confusion matrix) on the test set of identifying the
outcome of eviction cases using keyword extraction

This simple system achieved reasonably good results, although
we can see that non-eviction is not categorised very well: 103 (35%)
out of 292 non-eviction cases were misclassified. However, the issue
with a keyword-based system is that it is very hard to improve upon,
unless one can come up with more specific keywords. Moreover, if
the keywords from one type of outcome are found in a judgement
with a different outcome, this is hard to correct. For instance, a judge-
ment may contain the phrase, ‘at this point, eviction is not necessary’.
While the word ‘eviction’ is present in this judgement, the case clearly
resulted in no eviction. However, since we are dealing with individ-
ual words only, it is hard to incorporate all the possible nuances.

Nonetheless, as opposed to a system using machine learning,
which we will discuss in the next subsection, this system does not
require any prior annotation, other than to determine the keywords.
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5.5.1.2 Machine Learning System

During the keyword-based experiment, we determined that the out-
come usually appears within the last 2,500 characters of the judge-
ment. While we experimented with shorter and longer fragments,
this subset seemed to work best in identifying the verdict, for both
experiments. We used the initial dataset for training, and cases from
the first, second and third rounds of annotation for testing. We built
a linear SVM which uses character (1-7) n-grams, and optimised it for
a number of other parameters.® The results of the model during the
cross-validation stage can be found in Tables 5.8 and 5.9.

Precision | Recall | Fl1-score | Support
Non-eviction 0.97 0.96 0.96 183
Eviction 0.98 0.99 0.98 379
Accuracy 0.98 562
Macro avg. 0.98 0.97 0.97 562
Weighted avg. 0.98 0.98 0.98 562

Table 5.8 ] Results (precision, recall, f1-score and accuracy) for identi-
fying the outcome of eviction cases using three-fold cross-validation

Predicted outcome
Non-eviction | Eviction
Non-eviction 175 8
Eviction 5 374

Actual outcome

Table 5.9 Results (confusion matrix) for identifying the outcome of
eviction cases using three-fold cross-validation

8The following command, showing all used parameters, was used to fit
our final model: CountVectorizer(analyzer = “char’, ngram_range = (1,7),
max_features = 2000, max_df = 0.9, lowercase = True, binary = True);
LinearSVC(C = 0.001) The full set of parameters we experimented with can be
found in our code and data available at https://github.com/masha-medvedeva/
EVICT.
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5.5.2 Results

We then tested the model on the cases that we were able to extract
in the previous experiment. The performance on the test set can be
found in Tables 5.10 and 5.11.

Precision | Recall | Fl-score | Support
Non-eviction 0.82 0.94 0.88 109
Eviction 0.97 0.91 0.94 241
Accuracy 0.92 350
Macro avg. 0.90 0.92 0.91 350
Weighted avg. 0.92 0.92 0.92 350

Table 5.10| Results (precision, recall, f1-score and accuracy) on a test
set for identifying the verdict of eviction cases

Predicted outcome
Non-eviction | Eviction
Non-eviction 102 7
Eviction 22 219

Actual outcome

Table 5.11]Results (confusion matrix) on a test set for identifying the
verdict of eviction cases

As we can see from the results, we were able to achieve a very
high performance, especially for the eviction class. When inspecting
the cases manually, it is clear that the phrasing of the judgement out-
come varies to a large extent from case to case. As in many other
naturallanguage processing tasks, the best-performing model did not
include word n-grams, but only character n-grams (Basile et al., 2017;
Medvedeva et al., 2017). While we did try using word n-grams for this
experiment, in the hope of identifying additional keywords for the
keyword-based approach, we did not identify any additional unique
words for both outcomes. The performance of the machine learning
approach was substantially higher than that of the keyword-based ap-
proach. However, whereas the machine learning approach requires
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annotated data, the keyword-based method does not.

5.6 Discussion and Conclusion

In this chapter, we have presented two experiments, one to iden-
tify case law concerning a certain topic (judgements concerning
evictions), and one to subsequently identify the outcomes of these
eviction judgements. Both tasks have shown a high performance.
We were able to identify eviction related cases with 88% accuracy,
whereas we were able to correctly identify the outcome in eviction
related cases with 92% accuracy. While identifying this type of infor-
mation may seem easy (as the information is available when read-
ing the document), a keyword-based approach showed that it is not
straightforward when the information is provided as natural text.
While in this chapter we were not able to identify all eviction cases
perfectly, our machine learning approach is suitable to use for iden-
tifying cases which are likely to be eviction cases. Manually checking
this smaller set of cases (at a rate of about one case per minute) is fea-
sible, whereas checking the full set is not. With relatively little effort,
a new database containing thousands of cases can therefore easily be
created.

A more restricted, subject-specific database is also useful in the
context of an increasing body of research focussing on categorising or
forecasting court decisions (Medvedeva et al., 2020a; Chalkidis et al.,
2019; Katz et al., 2017; Waltl et al., 2017; Strickson and De La Iglesia,
2020). This type of research is mostly limited to a few courts, such as
the US Supreme Court or the European Court of Human Rights. This is
partly due to the courts’ publishing policies, although more and more
courts are now publishing their case law. The dominant focus on a
few courts, however, is also caused by the relatively wide diversity
of uncategorised cases in other courts. Therefore, narrowing down
the task, as we have done here, will likely help subject-specific ma-
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chine learning systems (e.g., to distinguish bankruptcy cases) to be
developed for these courts.






CHAPTER 6

Using Machine Learning to
Categorise Decisions of the
European Court of Human
Rights

When courts started publishing judgements, big data analysis
(i.e. large-scale statistical analysis of case law and machine learning) be-
came possible within the legal domain. Taking data from the European
Court of Human Rights as an example, we investigate how natural lan-
guage processing tools can be used to analyse the texts of court proceed-
ings, in order to automatically categorise court judgements. With an
average accuracy of 75% in categorising the judgements, according to
whether or not there was a violation of 9 articles of the European Con-
vention on Human Rights, our (relatively simple) approach highlights the
potential of machine learning within the legal domain. We also show,
however, that categorising future cases based on past cases negatively
impacts performance (with an average accuracy range from 58% to 68%).
Furthermore, we demonstrate that a relatively high classification perfor-
mance (average accuracy of 65%) can be achieved, when categorising
judgements based only on the surnames of judges trying cases.
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Chapter adapted from:

Medvedeva, M., Vols, M., and Wieling, M. (2020a). Using machine
learning to predict decisions of the European Court of Human Rights.
Arti cial Intelligence and Law , 28:237-266.

6.1 Introduction

Research presented in this chapter is aimed at understanding
whether or not it is possible to categorise ECtHR judgements. If we
can do so adequately, we may subsequently analyse which words
made the most impact on this decision, and thus identify what fac-
tors may be important for making judicial decisions.

Aswe discussed in Chapter 4, categorising court decisions is a task
that many researchers are trying to undertake. However, as we al-
ready mentioned, the majority of judgement categorisation papers
seem under the impression that they are able to predict future deci-
sions. Consequently, they are not set up to analyse the results appro-
priately, even though this is the most essential part of the categorisa-
tion task.

This chapter is aimed at providing a simple but strong baseline
for categorising ECtHR judgements. Our goal is to build a high-
performing system, with which we can analyse the predictors. To do
so, we take Aletras et al. (2016) as the base model to improve upon.
Their model aimed at predicting (but actually only identified; see
Chapter 4) the court’s decision by extracting the available textual in-
formation from relevant sections of other ECtHR judgements. They
derived two types of textual features from the texts, n-gram features
(i.e. contiguous word sequences) and word clusters (i.e. abstract se-
mantic topics). Their model achieved an accuracy of 79%, at case out-
come level.

Aletras et al. (2016), however, used only a limited number of cases
in their work. Further, due to the unavailability of case application
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numbers for the cases they used for their classifications, we were un-
able to reproduce their results. However, when using their methods
with the same and larger amount(s) of data, we consistently achieved
lower results than were reported in their paper. Therefore, we begin
our research using similar methods, and all the available data. We
then explore how we can gradually improve on these methods.

The following section is dedicated to describing the data and
methodology we used for our experiments. In Section 6.3, we de-
scribe three experiments conducted for this study, and we report the
results. In Sections 6.4 and 6.5, respectively, we discuss the results
and draw conclusions.

6.2 Data and Methodology

6.2.1 Collecting the Data

As we build on the results by Aletras et al. (2016), we will use publicly
available data published by the ECtHR. In order to understand the
data we are going to be working on, it is important to have some idea
about the composition of the court and the structure of its documents.

The European Court of Human Rights is an international court
that was established in 1959. It deals with individual and State appli-
cations that claim the violation of various rights laid out in the Euro-
pean Convention on Human Rights. Applications are always brought
against a State (or multiple States) which has ratified the ECHR, not
against individuals.

The number of judges in the court is equal to the number of States
Parties to the Convention, which is 47 at the time of writing. The
judges are currently elected for nine-year terms, with no possibility
of re-election. The cases are tried either in sections containing seven-
member Chambers, orin a 17-member Grand Chamber, for which the
judge from the State accused of the violation (the ‘national judge’) is
always present.
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To warrant a full judgement the cases have to be admissible, some
of the admissibility cases (especially when the entire case is found in-
admissible) can be published separately from the judgement. Those
can be decided by a single judge (who is not the ‘national judge’), a
Committee or a Chamber. Since ’00s the majority admissibility deci-
sions are published as part of the judgement. Most often the case will
be judged based on merit by a Chamber within one of the five sections
of the court or, in exceptional circumstances, by the Grand Chamber.

The rulings of the court are available online and have a relatively
consistent structure. An ECtHR judicial decision contains the follow-
ing main parts:

0 Introduction , consisting of the title (e.g., Lawless vs. Ireland),
date, Chamber, and section of the court and its constitution
(i.e. judges, president, registrar);

0 Procedure, containing the procedure that took place, from lodg-
ing and application until the court judgement;

0 Facts, consisting of two parts:

- Circumstances, containing relevant background informa-
tion on the applicant, and the events and circumstances
which led them to seek justice due to the alleged violation
of their rights in accordance with the ECHR;

- Relevant Law, containing relevant provisions from legal
documents other than the ECHR (these are typically domes-
tic laws, as well as European and international treaties);

0 Law, containing the legal arguments of the court, with each al-
leged violation discussed separately;

0 Judgement, containing the decision of the court regarding the
alleged violation;
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0 Dissenting/Concurring Opinions , containing judges’ additional
opinions, explaining why they voted with the majority (concur-
ring opinion), or why they did not agree with the majority (dis-
senting opinion).

There is often no dissenting or concurring opinions part, but the
other parts are typically included, and they can be of varying length
and detail.

In order to create a database which we could use for our experi-
ments, we had to automatically collect all the data online. We there-
fore created a program that automatically downloaded all the English
documents from the HUDOC website.! Our database? contains all
texts of admissible cases available via HUDOC, as of September 11,
2017. Cases which were only available in French or another language
were excluded. We used a rather crude automatic extraction method,
so it is possible that a few cases might be missing from our dataset.
However, this should not matter, because our sample size is very
large. For reproducibility, all of the documents that we obtained are
available online, together with the code we used to process the data.

In this study, our goal was to categorise the judgements, based
on whether there were any violations of each separate article of the
European Convention on Human Rights. We therefore created sep-
arate data collections, with cases that involved specific articles and
whether or not the court ruled that there had been a violation. As
many of the cases consider multiple violations at once, some of the
cases appear in multiple collections. The information about whether
or not a case was a violation of a specific article was automatically
extracted from the metadata available on the HUDOC website.

From the data (see Table 6.1), we can see that most of the admissi-
ble cases considered by the European Court of Human Rights result

'https://hudoc.echr.coe. int/
Zhttps://www.dropbox.com/s/ Ixpvvadwby30157/crystal_ball_data.tar.gz
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Art. | Title Violation Non-
cases violation
cases
2 | Right to life 359 161
3 | Prohibition of torture 1446 595
4 | Prohibition of slavery and 7 10
forced labour
5 | Right to liberty and security 1511 393
6 | Right to a fair trial 4828 736
7 | No punishment without law 35 47
8 | Right to respect for private and 854 358
family life
9 | Freedom of thought, con- 65 31
science and religion
10 | Freedom of expression 394 142
11 | Freedom of assembly and asso- 131 42
ciation
12 | Right to marry 9 8
13 | Right to an effective remedy 1230 170
14 | Prohibition of discrimination 195 239
18 | Limitation on use of restric- 7 32
tions on rights

Table 6.1]Initial distribution of admissible cases (in English) ob-
tained from HUDOC on September 11, 2017

in a decision of violation by the state. The specific distribution, how-
ever, depends on the article that is being considered.

6.2.2 Balanced Dataset

The machine learning algorithm we use learns the characteristics of
cases, based on the text it is presented with as input. The European
Court of Human Rights often considers multiple complaints within a
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case, even though they might relate to the same article of the ECHR.
However, we conduct this experiment as a binary task, only categoris-
ing the judgements according to two possible decisions: violation of
an article, and non-violation of an article. While some cases may fea-
ture both decisions for one article (if there are multiple offences), we
focus here on cases in which there is a single ruling (violation, or non-
violation). We do this to obtain a clearer picture of what influences
the two separate decisions of the court.

While excluding cases which have both decisions makes the task
more limited, the goal of our study is to determine the patterns that
are specific to violation or no violation of a particular article of the
convention. Limiting our task helps us to obtain a clear picture.

Crudely speaking, up to a certain amount, the more data that
is available for the training phase, the better the program will per-
form. However, it is important to control what sort of informa-
tion the program is provided with during the training phase. If we
blindly provide it with all cases, it might only learn the distribution
of violation/non-violation cases, rather than more specific character-
istics. For example, we might want to train a program that categorises
judgements according to whether or not there is a violation of Ar-
ticle 13, by feeding it all 170 non-violation cases, together with all
1,230 violation cases. With such a clear imbalance in the number of
cases per type, it is likely that the program will learn that most of
the cases feature a violation and then simply will assign the violation
label to every new case (the performance will be quite high: 88% cor-
rect). In order to avoid this problem, we created a balanced dataset
which included the same number of violation cases as non-violation
cases. We randomly removed the violation cases, so that the distri-
bution of both classes was balanced (i.e. 170 violation cases vs. 170
non-violation cases). The excluded violation cases were subsequently
used to test the system.

We decided to withhold 20% of the data, in order to use it in future
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research (i.e. as a test set, after several different systems have been
developed, one of which is discussed in this chapter). These cases
were randomly selected and removed from the dataset. The removed
cases are available online.3

The results of the present study are evaluated using the violation
cases that were not used to train the system. The number of cases
can be found in Table 6.2 (column ‘Test set’). Article 14 was the only
article for which there were more non-violation cases than violation
cases. Consequently, the test set used here consists of non-violation
cases.

For example, for Article 2 we had 559 cases with violation and
161 with non-violation. Ninety of these cases had both at the same
time. After removing those cases, we were left with 469 cases with
only violation, and 71 with only non-violation. As we wanted to have
the same number of cases with each verdict, we had to reduce the
number of cases with violation to 71, leaving us with 142 cases in total,
and a test set of 398 violation cases for Article 2. We then removed
20% of the cases (14 violation cases, and 14 non-violation), leaving us
with 114 cases for the training phase.

A machine learning algorithm requires a substantial amount of
data to be trained with. For this reason, we excluded articles with too
few cases. We included only articles having at least 100 cases, but also
included Article 11, as an estimate of how well the model performs
when only very few cases are available. The final distribution of cases
can be seen in Table 6.2.

6.3 Experiments

In this section, we describe the experiments that we conducted in
this study. In Experiment 1, we investigate the possibility of using

3See test20 at https://ww.dropbox.com/s/Ixpvvqdwby30157/crystal_ball_
data.tar.gz
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Article Violation Non- Total Test set
cases violation
cases

Article 2 57 57 114 398
Article 3 284 284 568 851
Article 5 150 150 300 1118
Article 6 458 458 916 4092
Article 8 229 229 458 496
Article 10 106 106 212 252
Article 11 32 32 64 89
Article 13 106 106 212 1060
Article 14 144 144 288 44*

Table 6.2]Final number of cases per ECHR article. The asterisk marks
the test set consisting of non-violation cases instead of violation cases

words and phrases extracted from the case text in order to categorise
the outcomes of judicial decisions. In Experiment 2, we use the ap-
proaches from the first experiment to estimate the potential of cate-
gorising future cases. Finally, in Experiment 3, we test whether we
can categorise the judgements based solely on objective (although
limited) information. Specifically, we evaluate how well we are able
to categorise the court’s judgements by using only the surnames of the
judges involved. In all experiments, we use a (linear) support vector
machine (SVM; see Section 3.3.5) as our machine learning system.
During the training phase of the SVM, different weights are as-
signed to the various bits of information given (i.e. n-grams), and a
hyperplane is created which uses support vectors to maximise the
distance between the two classes. After training the model, we in-
spect the weights to see what information had the most impact on
the model’s decision to determine a certain ruling. The weights rep-
resent the coordinates of the data points. The further the data point
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is from the hyperplane, the more positive the weight is for the vio-
lation class, or the more negative the weight is for the non-violation
class. These weights can then be used to determine how important a
particular n-gram was to the separation, which is an essential result
of a categorisation task (see Chapter 4). The n-grams that were most
important will hopefully yield some insight into what influences the
court’s decision making. The idea behind the approach is that we
will be able to determine certain keywords and phrases that are in-
dicative of specific violations (e.g., whether or not a case mentions a
minority group or children). Based on previous cases with the same
keywords, the machine learning algorithm will then be able to deter-
mine the verdict more effectively.

6.3.1 Experiment 1: Textual Analysis
6.3.1.1 Set-up

The data we provided to the machine learning program did not in-
clude the entire text of the court decision. Specifically, we removed
decisions and dissenting/concurring opinions from the judgement
text. We also removed the Law part of the judgement, as it includes
the judges’ arguments and discussions which partially contain their
final decisions. See, for instance, the statement (included in the Law
part) from the Case of Palau-Martinez vs. France (16 December 2003):

50. The Court found a violation of Articles 8 and 14, taken
together, on account of discrimination suffered by the ap-
plicant in the context of interference with the right to re-
spect for their family life.

This sentence makes it clear that, in this case, the court ruled
for a violation of Articles 8 and 14. Consequently, if we let our pro-
gram determine the decision based on this information it will be un-
fair, as the text already shows the decision (‘found a violation’). We
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also removed the information at the beginning of the case descrip-
tion, which contains the names of the judges. We do, however, use
this data in Experiment 3. The data we used can be grouped into
five parts: Procedure, Circumstances, Relevant Law , the latter two to-
gether (Facts), and all three together (Procedure + Facts).

Until now we have ignored one important detail, namely how the
text of a case is represented as input for the machine learning pro-
gram. For this, we need to define the features (i.e. an observable
characteristic) of each case. An essential question then becomes how
to identify useful features (and their values for each case). While
it is possible to use manually created features, such as particular
types of issues that were raised in the case, we may also use auto-
matically selected features, such as those which simply contain all
separate words or short consecutive sequences of words. The ma-
chine learning program will then determine which of these words
or word sequences are most characteristic for either a violation or
a non-violation. As indicated in Chapter 3, a contiguous sequence of
one or more words in a text is formally called a word n-gram . In this
study, we use n-gram features and the tf-idf score (see Section 3.2) as
the associated value for each n-gram.

In order to identify which sets of features we should include (e.g.,
only unigrams, only bigrams, only trigrams, a combination of these,
or even longer n-grams), we evaluate all the possible combinations.
It is important to realise that longer n-grams are less likely to occur
(i.e. it is unlikely that one full sentence occurs exactly the same in
multiple case descriptions), and are therefore less useful to include.
For this reason, we limit the maximum word sequence (i.e. n-gram
length) to four in this study.

However, there are also other choices to make (i.e. parameters
to set), such as if all words should be converted to lowercase, or if
capitalisation is important. For these parameters we take a similar
approach and evaluate all possible combinations. All parameters we
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have evaluated are listed in Table 6.3.* Because we had to evaluate
all possible combinations, there was a total of 4,320 different possibil-
ities. As indicated above, cross-validation is a useful technique to as-
sess (on the basis of training data only) which parameters are best. To
limit the computation time, we only used three-fold cross-validation
for each article. The program therefore trained 12,960 models. Given
that we trained separate models for five parts of the case descriptions
(Facts, Circumstances, etc.), the total number of models was 64,800
for each article, and 583,200 models for all nine articles of the ECHR.
Of course we did not run all these programs manually, but instead
created a computer program to conduct this so-called grid-search au-
tomatically. For each article, the best combination of parameters was
used to evaluate the final performance (on the test set). Table 6.4
shows the best settings for each article.®

During the grid-search, we identify which parameter setting per-
forms best, by testing each combination of parameters three times
(using random splits to determine the data used for cross-validation
training and testing) and selecting the setting which achieves the
highest average performance. We use this approach to make sure
that we did not just get ‘lucky’, but that the model performs well over-
all. Of course, it is still possible that the model will perform worse (or
better) on the test data.

“For a more detailed description of the parameters, see http:
//scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.
text.TfidfVectorizer.html and http://scikit-learn.org/stable/modules/
generated/sklearn_svm_LinearSVC.html

>The choice of all parameters per article can be found online: https://github.
com/masha-medvedeva/ECtHR_crystal_ball


http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
http://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://github.com/masha-medvedeva/ECtHR_crystal_ball
https://github.com/masha-medvedeva/ECtHR_crystal_ball
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Name Values Description
ngram_range | (1,1), (1,2), (1,3), (1,4), | Length of the n-grams;
(2,2), 2,3), (2,4), (3,3), | e.g., (2,4) contains bi-
(3,4), 4,4) grams, trigrams and

fourgrams

lowercase True, False Lowercase all words
(remove capitalization
for all words)

min_df 1,2,3 Exclude terms that ap-
pear in fewer than n
documents

use_idf True, False Use Inverse Document
Frequency weighting

binary True, False Set Term Frequency
to binary (all non-zero
terms are set to 1)

norm None, ‘11°, 12’ Norm used to nor-
malise term vectors®

stop_words None, ‘english’ Remove most frequent
English words from the
documents; None to
keep all words

C 01,1,5 Penalty parameter for

the SVM’

Table 6.3]List of evaluated parameter values
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Article Parts N-grams | Remove Remove
capitali- | stop-
sation words

Article 2 | Procedure + Facts 34 3 7

Article 3 | Facts 1 3 7

Article 5 | Facts 1 3 7

Article 6 | Procedure + Facts 2-4 3 7

Article 8 | Procedure + Facts 3 3 7

Article 10 | Procedure + Facts 1 7 7

Article 11 | Procedure 1 7 3

Article 13 | Facts 1-2 7 7

Article 14 | Procedure + Facts 1 3 3

Table 6.4]Selected parameters used for the best model

Unigrams achieved the best results for most articles, but longer
word sequences were better for some longer articles. As we ex-
pected, the Facts section of the case was the most informative, and
it was selected for eight out of nine articles. For many articles, the
Procedure section was also informative. This is not surprising, as
this section contains important information on the alleged violations.
See, for instance, a fragment from the Procedure part of the Case of
Abubakarova and Midalishova vs. Russia (4 April 2017):

%We can use normalization to account for bias towards high frequencies of
certain words as well as the length of the texts. For more information on the dif-
ferences between L1- and L2-norms see http://blog.christianperone.com/2011/
10/machine-learning-text-feature-extraction-tf-idf-part-ii/, accessed on
04/04/2022.

"The C-parameter determines the trade-off between training error and model
complexity. If C is too small, it will increase the number of training errors, while
a large value for C might lead to a model that cannot generalise and is thus un-
able to determine the decisions of the cases it has never seen before adequately
(Joachims, 2002).


http://blog.christianperone.com/2011/10/machine-learning-text-feature-extraction-tf-idf-part-ii/
http://blog.christianperone.com/2011/10/machine-learning-text-feature-extraction-tf-idf-part-ii/
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3. The applicants alleged that on 30 September 2002 their
husbands had been killed by military servicemen in Chech-
nya, and that the authorities had failed to investigate the
matter effectively.

6.3.1.2 Results

After investigating which combinations of parameters worked best,
we used these parameter settings and 10-fold cross-validation to en-
sure that the model performed well in general, and that it was not
overly sensitive to the specific set of cases on which it was trained.
When performing 10-fold cross-validation, instead of three-fold cross-
validation, there is more data available to use for training in each fold
(i.e.90%, rather than 66.7%). Note that, as we used a balanced dataset
during cross-validation, the number of violation cases is equal to the
number of non-violation cases. Consequently, if we were to randomly
guess the outcome, we would be correct in about 50% of the cases.
Percentages substantially higher than 50% indicate that the model is
able to use (simplified) textual information present in the case to im-
prove the performance. The first row of Table 6.5 shows the results
of the cross-validation procedure.

Art.2 Art.3 Art.5 Art.6 Art.8 Art.10 Art.11 Art.13 Art. 14 Avg.
cross-val | 0.73 080 0.71 0.80 0.72 0.61 083 0.83 0.75 0.75
test 082 081 0.75 0.75 065 052 066 082 084 0.74

Table 6.5] Cross-validation (10-fold) and test results for Experiment 1

In order to evaluate whether the model categorises judgements
into both classes well, we use precision, recall, and the f1-score to es-
timate performance. Precision is the percentage of cases for which
the assigned label is correct (i.e. violation or non-violation). Recall is
the percentage of cases with a certain label which are identified cor-
rectly. The f1-score can be described as the harmonic mean of preci-
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sion and recall.® More details about these measures can be found in
Chapter 3. Table 6.6 shows the values of these measures, per class, for
each model. As we can see from the table, violation and non-violation
are predicted very similarly for each article.

Article Class Precision | Recall | F1-score
Art. 2 non-violation 0.72 0.68 0.70
Art. 2 violation 0.70 0.74 0.72
Art. 3 non-violation 0.80 0.77 0.79
Art. 3 violation 0.78 0.81 0.80
Art. 5 non-violation 0.77 0.75 0.76
Art. 5 violation 0.76 0.77 0.77
Art. 6 non-violation 0.78 0.87 0.82
Art. 6 violation 0.85 0.76 0.80
Art. 8 non-violation 0.69 0.76 0.72
Art. 8 violation 0.73 0.66 0.69
Art. 10 | non-violation 0.63 0.66 0.65
Art. 10 violation 0.64 0.61 0.63
Art. 11 | non-violation 0.86 0.78 0.82
Art. 11 violation 0.80 0.88 0.8
Art. 13 | non-violation 0.83 0.86 0.85
Art. 13 violation 0.85 0.83 0.84
Art. 14 | non-violation 0.77 0.76 0.77
Art. 14 violation 0.77 0.77 0.77

Table 6.6 Precision, recall and f-score, per class, per article, obtained
during 10-fold cross-validation

In Figure 6.1 we visualise the phrases (i.e. trigrams and four-
grams) that ranked highest when identifying a case as a violation
(blue, on the right) or a non-violation (red, on the left) for Article 2.
This figure shows that the Chechen Republic is an important feature
inrelation to violation cases, while Bosnia and Herzegovina are more
highly weighted on the non-violation side.

8The exact description of the metric used can be found here: https://
scikit-learn.org/stable/modules/generated/sklearn.metrics.fl_score._html


 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
 https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
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We can also observe many relatively ‘meaningless’ n-grams, such
as in case no or the court of . This can be explained by the simplicity
of our model, which does not filter unnecessary information. As we
have already mentioned, we only process the text by lowering the
case of the words, or filtering out more common words (such as the,
a, these, on) for some of the articles.

Figure 6.1]Coefficients (weights) assigned to different n-grams for
categorising violations of Article 2 of ECHR. The top-20 violation pre-
dictors (blue on the right) and the top-20 non-violation predictions
(red on the left) are shown.

After tuning and evaluating the results using cross-validation,
we tested the system using the violation cases (for Article 14: non-
violation cases) that had not already been used to determine the best
system parameters. These are the ‘extra’ cases. The results can be
found in Table 6.5 (the second line). For several articles (6, 8, 10, 11,
and 13) the performance on the test set was worse, but for a few arti-
cles it performed substantially better (e.g., Articles 2, 5, and 14). Dis-
crepancies in the results might be explained by the fact that some-
times the model learns to categorise non-violation cases better than
violation cases. By testing the system on cases that only contain vio-
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lations, performance may appear to be worse. The opposite happens
when the model learns to categorise violations better. In that case, the
results for a violation-only test set appear to be better. It should be
noted that the test set for Article 14 contains non-violations only, and
an increase in performance here indicates that the model has proba-
bly learned to categorise non-violations better. Nevertheless, the test
set results are similar to the cross-validation results, suggesting that
the model is performing well with only very simple textual features.

6.3.1.3 Discussion

The results, with an average performance of 0.75, show substantial
variability across different articles. It is likely that the differences
are caused, to a large extent, by differences in the amount of training
data. The lower the amount of training data, the less the model is able
to learn from the data.

To analyse how well the model performs, it is useful to investigate
the confusion matrix . This matrix shows how cases were classified
correctly and incorrectly. For example, Table 6.7 shows the confu-
sion matrix for Article 6. There were 916 cases in the training set for
Article 6, half of which (458 cases) had a violation verdict, and half of
which had a non-violation verdict. The table also shows that, out of
458 cases with a non-violation, 397 were identified correctly, and 61
were identified as cases with a violation. Additionally, 346 cases with
a violation were classified correctly, and 112 cases were identified as
anon-violation. Given that the amount of non-violation and violation
cases is equal, it is clear from this matrix that the system for Article 6
is better at categorising non-violation cases than violation cases, as
we can also see in Table 6.6.

Cases themselves may also influence the results. If there are many
similar cases with similar decisions, it is easier to categorise the judge-
ment of another similar case. Whenever there are several very di-
verse issues grouped under a single article of the ECHR, the perfor-
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Predicted outcome
Non-violation | Violation
Non-violation 397 61
Violation 112 346

Actual outcome

Table 6.7] Confusion matrix for 10-fold cross-validation for Article 6

mance is expected to be lower. This is the likely cause of the rela-
tively low performance of Article 8 (right to respect for private and
family life ), which covers a large range of cases. The same can be said
for Article 10 (right to freedom of expression ), as the platforms for ex-
pression are growing in variety, especially online.

To investigate the categorisation errors made by each system,
we focus on Article 13 (having the highest accuracy score). Our ap-
proach was to first list the n-grams with top-100 tf-idf scores for the
incorrectly classified documents (for a violation classified as a non-
violation, and vice versa). We then included only the n-grams occur-
ring in at least three incorrectly classified documents, for each of the
two types. We did the same for the correctly identified documents
(also two types: violation correctly classified, and non-violation cor-
rectly classified), then looked at overlapping n-grams in the four lists.

While the lists contained very different words and phrases, we
were able to observe some general tendencies. For instance, phrases
related to prison (e.g., ‘the prison’, ‘prisoner’, etc.) generally appeared
in cases with no violation. Consequently, violation cases which do
contain these words are likely to be incorrectly classified (as non-
violation). Similarly, words related to prosecutors (e.g., ‘public pros-
ecutor’, ‘military prosecutor’, ‘the prosecutor’) are more often found
within cases with a violation. Therefore, non-violation cases contain-
ing such phrases may be mislabelled. Table 6.8 shows a subjective
selection of words which behave similarly.
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predicted: predicted:
non-violation violation
actual: applicant
non-violation police prosecutor
security criminal
commission .
imprisonment ukraine
actual: police prosecutor
violation security criminal
. military
prison ukraine
russian

Table 6.8]Comparison of selected n-grams within top-100 tf-idf
scores for correctly predicted and mislabelled documents for Arti-
cle 13 (bold face: overlapping across true categories)

It should be noted that the error analysis remains rather specula-
tive. It is impossible to pinpoint exactly what makes the largest im-
pact on the categorisation, because the decision for one document is
based on all the n-grams in that document.

In the future, more sophisticated methods (including semantic
analysis) should be used, in order not to simply categorise decisions
and potential basic determinants, but to identify the factors behind
the choices made by the machine learning algorithm.

6.3.2 Experiment 2: Categorising the Future
6.3.2.1 Set-up

The test set for the first experiment was randomly sampled, without
considering the year of the cases. In this section, we will assess how
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well we are able to categorise future cases by dividing the cases used
for training and testing on the basis of the year of each case. Such
an approach has two advantages. The first is that it results in a more
realistic setting, as categorising the outcome of a case for which the
actual outcome is already known has no practical application (see
Chapter 4). The second advantage is that times are changing, and
this affects the law as well. For example, consider Article 8 of the
ECHR. Its role is to protect citizens’ private lives, including (for exam-
ple) their correspondence. However, correspondence from 40 years
ago looks very different to today’s correspondence. This also suggests
that using cases from the past to predict the outcome of cases in the
future might reflect a lower, but more realistic, performance than the
results reported in Table 6.5. For this reason, we set up an additional
experiment to check whether this is indeed the case, and how sensi-
tive our system is to this change. Due to the more specific require-
ments for data for this experiment, we only considered the datasets
with the largest amounts of cases (i.e. Articles 3, 6, and 8), and we di-
vided them into smaller groups on the basis of the year of the cases.
Specifically, we evaluated the performance on cases from either 2014
to 2015 or 2016 to 2017, while using cases up to 2013 for training. Be-
cause violation and non-violation cases were not evenly distributed
between the periods, we had to balance them again. Where neces-
sary, we used additional cases from the violations test set (used in
the previous experiment) to add more violation cases to particular
periods. The final distribution of the cases over these periods can be
found in Table 6.9.

Art.3 | Art.6 | Art. 8

Training dataset up to and including 2013 | 356 746 350

Test set: 2014 - 2015 72 80 52

Test set: 2016 - 2017 140 90 56

Table 6.9 Number of cases
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We performed the same grid search (using three-fold cross valida-
tion) to determine the parameters for tf-idf and the SVM on the basis
of the new training data as was performed during the first experi-
ment. We did not opt to use the same parameters, as these were tai-
lored to categorising mixed-year cases. Consequently, we performed
the parameter tuning only using the data up to and including 2013.

The two periods are set up in such a way that we may evaluate
their performance in categorising judgements which immediately fol-
low those we train on, versus those which follow later on. In the latter
case, there is a gap in time between the training period and testing
period. Additionally, we conducted an experiment with a 10-year gap
between training and testing. In this case, we trained the model on
cases up to 2005 and evaluated its performance using the 2016 to 2017
test set.

In order to be able to interpret the results better, we conducted
one additional experiment. For Experiment 1* we reduced the train-
ing data from Experiment 1 to a random sample of a size equal to the
amount of cases available for training in Experiment 2 (i.e. 356 cases
for Article 3, 746 cases for Article 6, etc.), but with all the time periods
mixed together. We compared cross-validation results on this dataset
(Experiment 1%) to the results from the 2014 to 2015 and 2016 to 2017
periods in this experiment. The reason we conducted this additional
experiment is that it allows us to control for the size of the training
dataset.

6.3.2.2 Results

As Table 6.10 shows, training on one period and categorising another
is harder than when categorising a random selection of cases (as in
Experiment 1). We can also observe that the amount of training data
does not influence the results substantially. Experiment 1 resulted
in an average accuracy of 0.77 for the chosen articles, while Experi-
ment 1* had an accuracy which was almost as high. However, testing
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on separate periods resulted in a much lower accuracy. This suggests
that categorising future judgements is indeed a harder task, and it
gets harder if the gap between the training and testing data increases.

Period Art.3 | Art. 6 | Art. 8 | Avg.
2014-2015 0.72 0.64 0.69 | 0.68
2016-2017 0.70 0.63 0.64 | 0.66
2016-2017 0.69 0.59 0.46 | 0.58
(10 year gap)

Experiment 1* 0.78 0.78 0.72 | 0.76
Experiment 1 0.80 0.80 0.72 0.77

Table 6.10] Results for Experiment 2

6.3.2.3 Discussion

The results of Experiment 2 suggest that we must take the changing
times into account if we want to categorise future cases. Therefore,
while we can categorise the judgements of the past year relatively
well, performance drops when there is a larger gap between cate-
gorisation and the period on which the model was trained and tested.
This shows that a continuous integration of published judgements in
the system is necessary, in order to keep up with the changing legal
world, and to maintain an adequate performance.

While there is a substantial drop in performance on the basis of
the 10-year gap, this is also likely to be caused by a large reduction
in training data. Due to the limit on the period, the number of cases
used as training data was reduced to 112 (instead of 356) for Article 3,
354 (instead of 754) for Article 6, and 144 (instead of 350) for Arti-
cle 8. Nevertheless, the large drop in performance for Article 8 sug-
gests that the issues covered in that article have evolved more over
the past decade than those of the other two articles.
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Importantly, while these results show that categorising judge-
ments for future cases is possible, the performance is lower than it
is when simply categorising decisions for random cases (as in Exper-
iment 1, and in the approach employed by Aletras et al., 2016 and
Sulea et al., 2017).

6.3.3 Experiment 3: Judges
6.3.3.1 Set-up

We also wanted to experiment with a very simple model. Conse-
quently, we used only the names of the judges that constitute a Cham-
ber, including the president, but not including the Section Registrar
and the Vice-Section Registrar (when present), as they do not decide
cases. The surnames were extracted from the list provided by the
ECtHR on its website.® However, ad hoc judges were not extracted,
unless they were on the same list (e.g., from a different section), due
to the unavailability of a full list of ad hoc judges for the whole period
of the court’s existence. In our extraction efforts, we did not account
for any misspellings in the case documents. Therefore, only correctly
spelled surnames were extracted.

We set-up our categorisation model in line with the previous two
experiments. We used the surnames of the judges as input for the
model. In total, there were 185 judges representing 47 states, at differ-
ent times. The number of judges for a state largely depends on when
that particular state ratified the ECHR. Given that nine-year terms for
judges were established recently, some judges might have been part
of the court for a very long time. Some states, such as Serbia, An-
dorra, and Azerbaijan, have only had two judges, while Luxembourg
has had seven, and the United Kingdom has had eight. Only one judge
represents each state, at any one time.

https://www.echr.coe. int/Pages/home.aspx?p=court/judges, , accessed on
04/04/2022
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We retained the same set of documents in the dataset as in Ex-
periment 1, but provided the model with only the surnames of the
judges. However, for this experiment we did not use tf-idf weighing.
Instead, we represented features as the judge being either present at
the bench, or not present at the bench.

6.3.3.2 Results

Art.2 Art.3 Art.5 Art.6 Art.8 Art.10 Art.11 Art.13 Art. 14 Avg.
cross-val | 0.61 0.67 0.67 0.68 059 0.56 067 073 0.66 0.65
test 0.62 0.64 0.66 0.67 0.55 065 060 079 073 0.66

Table 6.11]10-fold cross-validation and test set results for Experi-
ment 3

Using the same approach as illustrated in Section 6.3.1, we ob-
tained the results shown in Table 6.11. In addition, Figures 6.2 and 6.3
show the weights, determined by the machine learning program, for
the top-20 predictors (i.e. the names of the judges) for categorising
the violation outcome versus the non-violation outcome.

6.3.3.3 Discussion

While one may not know which judges will be assessing a particular
case, the results show that the decision is influenced, to a large extent,
by the judges in the Chamber.

In this experiment we did not consider how each judge voted, but
what the final decision was in each case. Consequently, it is impor-
tant to note that, while some judges may be strongly associated with
cases which were judged to be violations (or non-violations), this does
not mean that they will always rule in favour of a violation, when it
comes to a particular article of the ECHR. It simply means that the
judge sits more often in a Chamber which votes for a violation, irre-
spective of the judge’s own opinion.
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Figure 6.2] Coefficients (weights) assigned to the names of the judges,
to categorise judgements according to whether or not there was a vio-
lation of Article 13 of the ECHR. The top-20 violation predictors (blue,
on the right) and the top 20 non-violation predictors (red, on the left)
are shown.

Importantly, judges have different weights, depending on the arti-
cle that we are considering. For example, Polish judge Lech Garlicki
is frequently associated with a non-violation of Article 13, but for Ar-
ticle 14 he is more often often associated with a violation. This is con-
sistent with the numbers we have in our training data. Garlicki was
in a Chamber that voted for a non-violation of Article 14 36 times,
and for a violation 34 times. On the other hand, Garlicki was in a
Chamber that voted for a violation of Article 13 six times, and for a
non-violation 38 times.
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Figure 6.3] Coefficients (weights) assigned the names of the judges to
categorise judgements according to whether or not there was a viola-
tion of Article 14 of the ECHR. The top-20 violation predictors (blue,
on the right) and the top-20 non-violation predictors (red, on the left)
are shown.

Itis interesting to see the results for the test set in this experiment.
While the average results are very similar to the cross-validation re-
sults, the scores are very high for particular articles. For instance,
when categorising judgements according to a potential violation of
Article 13 (right to an effective remedy ), the names of the judges are
enough to obtain a correct outcome for 79% of the violation cases.
Similarly, the number is also very high for Article 14 (prohibition of
discrimination): 73%.
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While the average results are lower than using the n-grames, it is
clear that the identity of the judges is still a useful predictor, given
that the performance is higher than the (random guess) performance
of 50%.

6.4 Discussion

In this chapter, we have shown that there is potential in treating case
law as quantitative data for the categorisation of judgements accord-
ing to the outcomes of cases. With respect to Aletras et al. (2016),
we increased the amount of articles, as well as the amount of cases
we used for each article. We also made different decisions regarding
which parts of the case should be used for by the machine learning al-
gorithm. By excluding the Law part of the cases (which Aletras et al.
(2016) did not), we reduced the potential bias of the model when it
was given access to court discussions.

We achieved slightly lower scores (0.77 vs. 0.79) for the three ar-
ticles analysed in Aletras et al. (2016). However, we believe that our
approach is more representative, as we make use of all available data.
After balancing the dataset, we have 1,942 cases for the three articles,
while Aletras et al. (2016) included only 584. Furthermore, as they use
the Law part of the cases, which sometimes also explicitly mentions
the verdict, their results are likely biased. Thus, we have created a
new, reproducible baseline that we (and others) may improve upon
in future.

In this study, we have chosen to build separate models for differ-
ent articles of the ECHR. When performing the parameter search, it
was clear that different parameters work better for different articles.
In all three experiments (using n-grams, categorising future cases, or
using only the judges’ names) we also observed varying performance
for the different articles.

We used only balanced datasets to categorise the judgements, but
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it is still important to remember that the court rules in favour of a
violation much more often than it rules against it. This can be partly
explained by the filtering out of non-violation cases during the ad-
missibility stage of a ruling. Many cases with non-violations never
make it to the merit stage. Therefore, if we were to teach the model
to categorise violation cases better (e.g., when in doubt, categorise
the case as a violation, or give violation features more weight), the
performance would increase. The models we introduced here do not
take this distribution into account, hence it is not fully representa-
tive to categorisation accuracy for all available cases. However, our
approach does allow us to more clearly identify which features are
most important for the system, and it therefore lets us make more
informed decisions about adapting the model in future. Moreover, it
would be interesting to experiment with various oversampling tech-
niques (i.e. artificially generating more cases with a non-violation ver-
dict), as well as targeted undersampling (i.e. removing only specific
cases with violation, instead of random sampling) to create a better,
more representative, training set.

It is important to note that, while we are trying to develop a sys-
tem that can categorise judicial decisions automatically, we have no
intention of creating a system that would replace judges. Rather, in
this work we assess to what extent judges’ decisions are predictable
(i.e. transparent).

In this work, we assessed how well a very simple model is able to
determine court judgements. Our method therefore may function as
a baseline for future improvements. In future work we are hoping to
be able to categorise court judgements more effectively, by including
the use of more advanced machine learning techniques, as well as
introducing more detailed linguistic information (such as semantics).

In addition to increasing the amount of information the model
is provided with, we would like to take into account the context in
which the words occur. For instance, an approach using so-called
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word embeddings (see Mikolov et al., 2013) would allow us to have
more abstract representations of words and sentences, instead of the
words themselves. Due to our desire to create models which are in-
tuitive and can be explained, the use of neural network approaches
is less suitable, as these are often considered to be black boxes. How-
ever, further experiments must evaluate if it is possible to use neural
network approaches for some parts of the data processing, while re-
taining the ability to analyse the results of the system.

Since the first version of the work described in this chapter
(Medvedeva et al., 2018) was published, many have tried improving
the scores for categorising decisions of the ECtHR. As we discussed
in Chapter 4, many have also used systems that are not appropriate
for a categorisation task, due to the use of unexplainable neural mod-
els. However, there are some notable exceptions to this. Specifically,
Chalkidis et al. (2019) suggests using hierarchical attention networks
that allow for the analysis of what the model paid attention to during
the categorisation process, whereas Chalkidis et al. (2021) attempt to
extract the rationale behind judicial decisions. It is important to note
that even these steps are likely not sufficient by themselves, see, for
instance, Branting et al. (2021), where the authors experimented with
providing attention-based highlights in World Intellectual Property
Organization cases to MITRE employees (with and without legal ex-
perience) as decision support, and found no benefit.

6.5 Conclusion

In this chapter, we conducted several experiments that involved
analysing the language of European Court of Human Rights judge-
ments, in order to categorise them according to whether or not there
had been a violation of a person’s rights. Our results showed that, us-
ing relatively simple and automatically obtainable information, our
models are able to categorise decisions correctly in about 75% of
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cases, which is much higher than chance (50%). We also discussed
the possibility of analysing weights, assigned to different phrases by
the SVM machine learning algorithm, and how the weights can be
used to identify patterns within the text of the proceedings. Further
research needs to assess how these systems can be improved by using
more sophisticated legal and linguistic analysis.






CHAPTER 7

Automatic Judgement
Forecasting for Pending
Applications to the European
Court of Human Rights

This chapter is dedicated to forecasting future decisions on pending
applications to the European Court of Human Rights. To address this task,
we released an initial benchmark dataset, consisting of documents from
the European Court of Human Rights. The dataset included raw data,
as well as pre-processed text from final judgements, admissibility deci-
sions, and communicated cases. The latter are published by the court for
pending applications (generally) many years before the case is judged,
allowing judgements for pending cases to be forecasted. Here, we estab-
lish a baseline for this task, and show that it is much harder than simply
categorising judgements.

Chapter adapted from:

Medvedeva, M., Ustun, A., Xu, X., Vols, M., and Wieling, M. (2021b).
Automatic judgement forecasting for pending applications of the Eu-
ropean Court of Human Rights. In Proceedings of the Fifth Workshop
on Automated Semantic Analysis of Information in Legal Text (ASAIL
2021).
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7.1 Introduction

Digital access to case law (i.e. court judgements) provides us with a
unique opportunity to process legal data automatically, and on a large
scale, using natural language processing techniques. It is therefore
not surprising that the use of machine learning for judgement cate-
gorisation has seen a substantial increase in recent years (see Chap-
ter 4). If we rely on the presumption that legal systems and legal
decision-making are consistent and predictable, we should be able
to ultimately create a system that can automatically predict judicial
decisions correctly. Consequently, such a system could also be used to
identify patterns which might be less consistent, and could perhaps
reveal biases in the legal system and judicial decision-making.

Much work has already been done on categorising the outcomes
of final judgements (Aletras et al., 2016; Sulea et al., 2017; Kaufman
et al,, 2017; O’Sullivan and Beel, 2019; Chalkidis et al., 2019; Kaur and
Bozic, 2019; Condevaux, 2020; Salatin et al., 2020; Medvedeva et al.,
2020a; Shaikh et al., 2020). Categorisation of final judgements is (in
principle) a useful task, as it may be used to identify important fac-
tors and court arguments, and thereby may provide insight into the
process of decision-making. Some previous research even suggests
that, one day, such categorisation systems will be able to provide le-
gal assistance (Sulea et al., 2017) and promote accessibility to justice
(Chalkidis et al., 2019), while others suggest that courts, such as the Eu-
ropean Court of Human Rights (ECtHR), may eventually use it to pri-
oritise violation cases (Aletras et al., 2016; O’Sullivan and Beel, 2019).
Additionally, it has been argued that these systems will eventually be
able reduce the human error of judges (Kaur and Bozic, 2019). While
each of these suggestions can be scrutinised from a legal perspective,
it is also clear that there are a large number of potential applications
for a successful categorisation system.

While many of the currently proposed systems show promising re-
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sults, with a categorisation performance of about 80% accuracy, this
is an overly optimistic view of their performance. One reason for this
is that categorisation performance is generally evaluated by predict-
ing the outcome for a random subset of cases which were already
known, but not considered, when creating the model. While this may
seem fair, an arguably more interesting task is to predict future judge-
ments.!

Importantly, however, all of the aforementioned studies claim to
‘predict judicial decisions, which suggests that these systems are able
to predict (future) rulings on the basis of available information. Un-
fortunately, classifying future judgements causes performance to suf-
fer (see Chapter 6). This lower performance may be caused by, for
example, changes in the interpretation of the law, or new social phe-
nomena and developments due to changing societies. In addition, al-
most all categorisation systems rely on data about the case, which
is made available when the outcome of the case is known. Having
knowledge about the outcome of a case might influence how the facts
of the case are described (e.g., facts irrelevant to the outcome may be
removed, or facts identified after an investigation and relevant to the
outcome may be highlighted), compared to a situation in which the
outcome would not have been known. This would mean that systems
using information composed when the outcome was not known may
be disadvantaged, compared to systems using information composed
when the outcome was known. One goal of this chapter is to evaluate
whether this is indeed the case.

A further goal of this chapter is to demonstrate how large the dis-
tinction is between the two tasks of forecasting judgements and cate-
gorising judgements proposed in Chapter 4. The former requires tex-

1t is important to note that predicting court judgements is a very different
task from actual decision-making. The machine learning systems that are the
focus of this study make pattern-based guesses, on the basis of (sequences of)
words in the text of a case. We discuss the ethical considerations for making this
distinction in Chapter 9.
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tual data describing the (facts of the) case, which were created before
the decision was reached, so that the input of the forecasting system
is not influenced by the outcome. For the latter, textual data about
the (facts of the) case need to have been created after the decision
was reached.

Forecasting thus requires data related to a judgement that were
published before the actual judgement was delivered. While the
courts publish more and more case law every day (Markovic¢ and Gos-
tojic, 2018), very little access is provided to documents that were avail-
able before the judgements were made. Forecasting future judge-
ments is therefore an impossible task for many datasets available
online. For this reason, the large majority of machine learning sys-
tems for legal data were built to provide categorisation of court judge-
ments, as opposed to forecasting judgements.

In this study, however, we concentrate on the ECtHR, as it pub-
lishes all of its final judgements online, together with many sup-
plementary documents, including admissibility cases, press releases,
summaries of cases, etc. Several of these documents were created
before the decision was reached, and, therefore, this specific dataset
enables both categorisation and forecasting of the judgements.?

In addition to evaluating whether forecasting is indeed a harder
task than categorisation (by using the same cases to evaluate both sets
of algorithms), we aim to compare the relative performance of clas-
sification algorithms previously used in this field for both tasks. For
the forecasting task, specifically, we use the information published
in the communicated cases (see Section 7.2.2). We do not introduce
any new algorithms, as the purpose of this study is to determine the
performance difference between the two types of tasks.

2To enable reproducibility, we provide our dataset containing pending ECtHR
applications, as well as the admissibility decisions and final judgements of the
court, which can be used for a variety of tasks: https://drive.google.com/drive/
folders/11tlpHIcqcRIT_JDebHsylLgvgoa4Vbxo8?usp=sharing


https://drive.google.com/drive/folders/1ltIpHlcqcRlT_JDebHsyLgvgoa4Vbxo8?usp=sharing
https://drive.google.com/drive/folders/1ltIpHlcqcRlT_JDebHsyLgvgoa4Vbxo8?usp=sharing
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To our knowledge, only one study has tried to show that using
documents from the early stages of the legal process may not always
be as useful and predictive as final judgements. Specifically, Branting
et al. (2020) conducted experiments using statements from attorney
misconduct complaints submitted to the Bar Association in the USA.
The researchers set up a task of predicting whether the case would
be investigated or closed. Using six different machine learning sys-
tems, the authors showed that the text of the complaints themselves
had verylow predictive accuracy (maximum weighted f1-score: 0.52),
and that adding more metadata (i.e. extra information filled in during
the complaint, attorney history, sentiment score, etc.) was not very
beneficial (maximum weighted f1-score: 0.55). Only data from later
stages in the process (in particular, allegation codes assigned by the
intake staff) improved the results (maximum weighted f1-score: 0.70).
Nevertheless, these scores are still substantially lower than those re-
ported by many studies classifying final decisions (see above). While
Branting et al. (2020) also deal with legal documents, the documents
are not judicial decisions, but rather disciplinary proceedings con-
ducted by the Bar Association. They are therefore not directly com-
parable to the experiments conducted on court judgements.

As Chapter 4 showed, there are currently only very few studies
that focus on forecasting judgements, and most show a lower perfor-
mance level than studies on judgement categorisation. In this study,
we aim to directly compare the performance of both tasks explicitly.

The following section is dedicated to describing the data we have
used for our experiments, and the larger dataset we are releasing
alongside this paper. In Section 7.3, we discuss various methods
that can be used to forecast decisions, including their strengths and
limitations. In Section 7.4, we report the results of the experiments
we have conducted for this study. In Section 7.5, we discuss the re-
sults and make suggestions regarding future work. Finally, in Sec-
tions 7.6 and 7.7, respectively, we note the ethical issues to take into
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consideration, and we draw conclusions.

7.2 Data

7.2.1 The Court

Similarly to the categorisation task we presented in Chapter 6, we
used the case law of the European Court of Human Rights to conduct
our experiments. In 2020 the court has made decisions on 39,190 ap-
plications. A total of 37,289 applications were dismissed, based on
admissibility criteria, while the rest were decided by a Chamber or
Grand Chamber (1,901 applications, resulting in fewer judgements
as similar applications are often merged). The majority of the docu-
ments produced by the court during the process were published on-
line by the court.? From 871 published judgements 762 found to have
at least one violation of human rights.

7.2.2 Communicated Cases

In order to describe the data we use for our forecasting experiment
system, it is important to clarify what the court application process
entails.

A resident of any State that has ratified the ECHR can claim a po-
tential violation within a certain time frame. The application is sub-
mitted via mail. On arrival, the application is registered by the court,
and sent to the legal division dealing with cases for that particular
State, as it will be familiar with the State’s national legislation. Subse-
quently, the case is allocated to one of the court’s judicial formations.

Most of the cases are found to be inadmissible without meriting
an investigation, because they do not meet the formal admissibility
criteria. For example, often the application is dismissed because the
applicant did not file the complaint within the required time frame. A

3https://hudoc._echr.coe.int


https://hudoc.echr.coe.int
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decision regarding these cases is normally rendered by a single judge.
If the application is not dismissed directly, the decision on admissibil-
ity is taken either by a Committee of three judges (if the court has
dealt with a number of similar cases before) or by the Chamber of
seven judges. In some cases, admissibility decisions may even bhe
made by the Grand Chamber (consisting of seventeen judges). The
latter usually concern either interpretation of the ECHR itself, or the
risk of inconsistency with the court’s previous judgements.

When an application is judged to be admissible based on formal
parameters, the Chamber will examine its merits. Before doing so,
the court will communicate the application to the government po-
tentially violating the rights of the applicant (Rule 60 of the Court:
Claims for Just Satisfaction). This is only carried out for some appli-
cations (approximately 15-20%). Such communicated cases contain a
summary of the facts of the case, as well as questions to the govern-
ment pertaining to the applicant’s complaint. This document allows
the government concerned to submit its observations on the disputed
matter. These documents are often communicated years before the
case is judged, which provides a unique opportunity to use them to
predict future case judgements. Moreover, the questions posed to the
State often reflect the court’s legal characterisation of the complaint.
See, for instance, a question from the case of Arki against Hungary
(application no. 10755/14, communicated on June 6, 2014):

1. Have the applicants been subjected to inhuman or de-
grading treatment on account of their cramped prison con-
ditions, in breach of Article 3 of the Convention?

As a consequence, these documents can potentially be used to
identify the facts, or even (parts of) arguments, related to certain
judgements, before those judgements are made.

Cases concerning repetitive issues do not merit a communicated
case, and not every communicated case corresponds directly to a spe-
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cific judgement. Multiple applications concerning the same events
can be merged into a single case during the communication stage,
but may be separated during final decision-making. Similarly, mul-
tiple applications can be communicated separately, but eventually
judged together. Each year, thousands of applications are commu-
nicated (i.e. 6,442 in 2019, and 7,681 in 2020). Only communicated
cases from the year 2000 and later are available online. The court
decides on the order in which the cases are dealt with, based on the
importance and urgency of the issues raised (Rule 41 of the Court: Or-
der of Dealing with Cases).* Therefore, the cases being judged may be
mixed, and not always be judged in the same chronological order as
they were submitted.

For the machine learning systems created in our study, we will
only use communicated documents that have judgements, or have
been found inadmissible based on their merit for training and testing.

7.2.3 Data Collection

We collected the data for this study in the following way. We scraped
the ECtHR’s ‘HUDOC’ website® and downloaded all the communicated
cases. We did the same for the judgements and admissibility deci-
sion documents, such as the admissibility cases from the Chamber
and Committee. We filtered the cases on the website to only down-
load English versions of the documents. As the filter did not always
work adequately, we also filtered using Google’s language detection
(langdetect )library.® In addition, we extracted all the available meta-
data, such as the application number, state, importance level, etc. We
used the application number of each communicated case to link the
associated documents to corresponding admissibility decisions and

“https://ww.echr.coe. int/Documents/Rules_Court_ENG.pdf, accessed on
04/04/2022

Shttps://hudoc.echr.coe. int/

Shttps://pypi.org/project/langdetect/


https://www.echr.coe.int/Documents/Rules_Court_ENG.pdf
https://hudoc.echr.coe.int/
https://pypi.org/project/langdetect/
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judgements. We then extracted the conclusions of court proceedings
(‘violation’ or ‘no violation’), as well as the facts of cases, from the
judgement text. We used these facts in a categorisation model, so we
could compare its performance to that of a forecasting model using
data from the communicated cases.

While the facts in communicated cases are a summary of events
as described by the applicant, the facts that end up in the final judge-
ment are compiled after the investigation, and therefore also include
the State’s arguments. We only use the facts of a case from the fi-
nal judgement, since these are most comparable to the communi-
cated cases. Specifically, these have also been argued to be potentially
available before an outcome was reached (Medvedeva et al., 2020a),
and they do not contain references to the outcome (Medvedeva et al.,
2020a; Chalkidis et al., 2019). Only extracting the facts also mirrors
the set up in Chalkidis et al. (2019), which we follow.

To enable a fair comparison, the cases (but not the extracted in-
formation about them) used for training and testing are identical for
both models. We assume that cases that were found to be inadmis-
sible based on merit are similar to cases that were judged as having
no violation. From a legal point of view, these cases can be charac-
terised simply as clearer ‘non-violation’ cases. The court has made
judgements on similar applications many times before, hence, these
do not merit a full judgement. For cases that went though to the final
judgement stage, we assigned the ‘violation’ label to all those judged
to show a violation of at least one article of the ECHR.

As we mentioned before, individual communicated cases do not
always correspond directly to unique cases which received a judge-
ment or admissibility decision, as communicated cases can be either
split or merged during the process. For the split cases, the assigned
label depended on whether any of the corresponding judgements
had a violation of at least one article (‘violation’ label), or not (‘non-
violation’ label, i.e. none of the split cases exhibits a violation of any
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article). To ensure that the set of cases considered for the categori-
sation task and the forecasting task was identical, we randomly se-
lected a single judged case (from the associated split cases), where
the assigned label matched that assigned to the communicated case.
For judgements associated with multiple and merged communicated
cases, we randomly chose one of the communicated cases and re-
moved the rest. Finally, duplicate cases and judged cases which did
not have (correctly formatted) facts were excluded from the dataset
used for both tasks. In this way, we ensured that the set of cases con-
sidered for the categorisation task and the forecasting task was iden-
tical.

Subsequently, we split the data into training and test sets accord-
ing to the years when the judgements were made, resulting in on av-
erage a 77% - 23% split. We trained each system three times, with dif-
ferent setups (with a decreasing amount of training data), to assess
the robustness of the results. Setup 1 concerns model training with
cases that received a judgement in the years 2000 to 2019, whereas
model testing was conducted with cases that received a judgement
in the year 2020. Setup 2 uses data from 2000 to 2018 for training,
and 2019 data for testing. Setup 3 uses data from 2000 to 2017 for
training, and 2018 data for testing. Each setup is used once to fore-
cast judgements using data from the communicated cases, and once
to classify judgements using data from facts extracted from the final
judgement. As the number of violation cases exceeded the number
of non-violation cases in every setup, we balanced the training set in
each setup by removing older violation cases, until the same number
of documents was present for each label. Table 7.1 shows the number
of documents available for training and testing in each setup.

The data used for the two different tasks differs somewhat. For
the communicated cases, we used all the available data (i.e. the facts
and questions as they were presented in the text), whereas for the
judgements we only used data from the facts section. In general,
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the average number of words associated with the facts extracted
from each judgement are only slightly higher (i.e. 2000 words) than
the number of words in the associated communicated case (i.e. 1800

words).

Setup 1: | Setup 2: | Setup 3:
2020 2019 2018
Training data (balanced) 2264 1806 1386
Testing data (no violation) 167 229 210
Testing data (violation) 342 311 309

Table 7.1]Distribution of training and testing data for different se-
tups

7.2.4 Published Dataset

In addition to the data used in this study, we extracted data for a large
set of additional cases, which were not taken into account in our anal-
ysis in this chapter. This dataset is released together with this disser-
tation.” Specifically, this dataset contains all of the communicated
cases, admissibility cases, and final judgements of the court which
were published between 1960 and 2020. We provide the raw text,
the metadata (e.g., date, court-assigned importance, parties, and sec-
tion), the pre-processed text of communicated cases (split into facts
and questions), the admissibility decisions (extracted facts) and the
final judgements (split into sections: Procedure, Facts, Relevant do-
mestic law, Law - including the arguments of the court, Outcome,
and Dissenting opinions), in order to facilitate further research in
ECtHR judgement forecasting and categorisation. In addition, the
case numbers are linked throughout each stage of the court proceed-
ings (where applicable). This dataset is suitable for a number of cate-
gorisation tasks in legal analysis, including judgement categorisation

"https://drive.google.com/drive/folders/11tlpHlcqeRIT_
JDebHsylLgvgoa4Vbxo8?usp=sharing


https://drive.google.com/drive/folders/1ltIpHlcqcRlT_JDebHsyLgvgoa4Vbxo8?usp=sharing
https://drive.google.com/drive/folders/1ltIpHlcqcRlT_JDebHsyLgvgoa4Vbxo8?usp=sharing
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based on facts (using the Facts, and possibly the Procedure, section)
and/or arguments (using the Law section).

7.3 Methodology

The approach most relevant to our study is that of Chalkidis et al.
(2019). Specifically, in one of their tasks they focused on classify-
ing court judgements depending on whether or not at least one ar-
ticle of the ECHR had been violated.® In addition, they experimented
with using anonymised vs. non-anonymised data. While we perform
the same task as Chalkidis et al. (2019), enabling us to benefit from
more data than if we predict (non-)violation per article separately, we
use non-anonymised data only. For an anonymised setup, Chalkidis
etal. (2019) removed named entities (such as names or locations) from
the text, to make sure that the model was not biased towards demo-
graphic information. While removing this potential bias is under-
standable when building a decision-making system, forecasting or
classifying judgements is different. Specifically, given that locations
may offer relevant information about the case (i.e. some countries
are notorious violators of specific rights), models used for forecast-
ing or categorisation benefit from including this information (which
is also known to judges).

In our study, we implemented three systems used by Chalkidis
et al. (2019), and compared their performance in categorisation and
forecasting tasks. Specifically, we included the SVM model, the
Hierarchical-BERT (H-BERT) model, and the LEGAL-BERT model (see
below for more details). All the models were re-created on the basis of

8The purpose of Chalkidis et al. (2019) second task was to identify all of the
violated articles for a single court document (i.e. multi-label classification). How-
ever, as the articles involved are known as soon as the application is submitted,
the practical use of predicting the list of articles potentially violated is not clear.
A realistic scenario for the ECtHR would only involve deciding whether or not a
given article was violated.
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the description provided by Chalkidis et al. (2019) and Chalkidis et al.
(2020). As not all of the settings and (hyper)parameters were speci-
fied in their paper, our reproduction of their models may be slightly
different. However, we believe these differences to be minor. Our
goal is to see how some of the state-of-the-art models, which have
been shown to perform very well when applied to final ECtHR judge-
ments, perform when they are only provided with (communicated)
data from applicants to the ECtHR (i.e. victims of an alleged human
rights violation).

Our SVM classifier is a linear support vector classification model,
including 1 to 5 n-grams. For a detailed explanation of text classifica-
tion using machine learning (including linear SVM), see Chapter 3.

BERT (or, Bidirectional Encoder Representations from Transform-
ers; Devlin et al.,, 2019) is a popular pre-trained transformer-based
(Vaswani et al., 2017) machine-learning technique, which results in
a so-called language model. The method also allows the language
model to be fine-tuned for a specific task (i.e. adapting the pre-trained
model to the target task), which in our case is categorising or forecast-
ing ECtHR judgements.

To use BERT (which has a limit of 512 tokens) on long(er) case doc-
uments, without introducing a maximum text length restriction, H-
BERT (Chalkidis et al., 2019) was introduced to process each fact sep-
arately, after combining them by using a self-attention layer to gener-
ate an embedding for a case. The embedding is then used for categori-
sation and forecasting.’ Instead of the standard BERT model (which
Chalkidis et al. (2019) reported to have sub-par performance), we
used LEGAL-BERT (Chalkidis et al., 2020) in our experiments. LEGAL-
BERT is a BERT model which was pre-trained on legal texts from dif-
ferent sources.

®While BERT can process each case including up to 512 tokens (i.e. meaning-
ful word parts), our H-BERT implementation can use up to 1,024 tokens (i.e. 128
tokens for each of the first eight facts).
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BERT and many of its variations, including H-BERT, have re-
sulted in substantial improvements in a large variety of text classi-
fication tasks, compared to the previous state-of-the-art. Specifically,
Chalkidis et al. (2019) have shown that using H-BERT resulted in very
high performance (f1-score of 0.82) for the binary task (violation of
at least one article of ECHR vs. no violation), and an even higher f1-
score of 0.83 for LEGAL-BERT, on the same dataset (Chalkidis et al.,
2020).

In the following, we report the results per class, for each model.
Our main evaluation metric is the f1-score (see Chapter 3).

7.4 Results

We started our experiments with Setup 1, by testing on all the data
from 2020. To our surprise, the results (see Tables 7.2 and 7.3 for
the performance, per class) for classifying the final judgements were
very low, compared to Chalkidis et al. (2019). In contrast with our
expectations, forecasting final judgements on the basis of communi-
cated cases, instead of on the basis of the facts of final judgements,
yielded better results when using H-BERT. Compared to Chalkidis
et al. (2019), however, our training set was much smaller (2,264 cases
vs. 7,100 cases, respectively). The reason for this difference was that
not all cases are communicated by the court (a requirement for inclu-
sion in our dataset).

However, when trying Setup 2, where we trained using less data
(i.e. until 2018) and tested on all the 2019 data, results were as ex-
pected. Specifically, f1-scores ranged between 0.79 and 0.92 for the
categorisation task (see Table 7.4), and performance was much lower
for the forecasting task, with f1-scores ranging from 0.60 to 0.65 (see
Table 7.5).

In line with Setup 2, the results of Setup 3 (i.e. training with
data up to and including 2017 and testing on all of the 2018 data)
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2020 - Final judgements
Prec. | Recall | F1 | Accuracy | #

SVM noviol. | 0.46 | 0.93 | 0.62 167
violation | 0.93 0.46 | 0.62 342

avg. 0.70 0.70 | 0.62 0.62 509

H-BERT | noviol. | 0.42 | 0.92 | 0.58 167
violation | 0.91 0.38 | 0.53 342

avg. 0.66 0.65 | 0.56 0.56 509

LEGAL- | noviol. | 0.42 0.90 | 0.58 167
BERT violation | 0.89 0.40 | 0.55 342
avg. 0.66 | 0.65 | 0.57 0.57 509

Table 7.2]Performance (precision, recall, f1-score, and accuracy) for
SVM, H-BERT, and LEGAL-BERT models (per class) for final judgement
categorisation, trained on cases between 2000 and 2019 and tested on
cases decided in 2020 (setup 1)

show a similar (and expected) pattern. Tables 7.6 and 7.7 provide
an overview of these results.

When running the same experiments using successively smaller
datasets (i.e. testing on data from 2017 and 2016), the same pattern
is visible as for Setups 2 and 3. That is, the performance when clas-
sifying final judgements is much higher than when forecasting final
judgements. Table 7.8 shows the f1-scores, for both tasks, for all years
(of the test set) ranging from 2016 to 2020, and for all three algo-
rithms. Besides showing that categorisation performance is generally
(except for 2020) higher than forecasting performance, these results
also show that while H-BERT and LEGAL-BERT generally outperform
SVM in categorisation (except for 2020), they do not perform better
than SVM in forecasting.
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2020 - Communicated cases
Prec. | Recall | F1 | Accuracy | #

SVM no viol. | 0.47 0.51 | 0.49 167
violation | 0.75 0.72 | 0.73 342

avg. 0.61 0.61 | 0.61 0.65 509

H-BERT | noviol. | 0.45 0.61 | 0.52 167
violation | 0.77 0.63 | 0.69 342

avg. 0.61 0.62 | 0.60 0.62 509

LEGAL- | no viol. 0.42 0.54 | 047 167
BERT violation | 0.74 0.63 | 0.68 342
avg. 0.58 0.58 | 0.57 0.60 509

Table 7.3|Performance (precision, recall, f1-score and accuracy) for
SVM, H-BERT, and LEGAL-BERT models per class for forecasting
judgements, trained on communicated cases between 2000 and 2019
and tested on communicated cases that received a judgement in 2020
(setup 1)

7.5 Discussion

Our results confirm our intuition regarding the increased difficulty of
the task of forecasting judgements, as opposed to categorising judge-
ments. However, the tasks are conceptually very different, and there-
fore comparing them in terms of accuracy may not be entirely fair.
Nevertheless, both fall under ‘predicting court decisions’ in the exist-
ing literature. Our results illustrate that predicting court decisions
which have not yet been made is a much harder task than current
academic research may suggest.

One potential explanation for the higher performance of the cate-
gorisation approach, compared to the forecasting approach, may be
the higher amount of data used (i.e. an average of 2,000 words for
the facts part of the judgement, versus 1,800 words for the commu-
nicated case). Since LEGAL-BERT and H-BERT have a limited input
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2019 - Final judgements
Prec. | Recall | F1 | Accuracy | #

SVM noviol. | 0.69 | 0.95 | 0.80 229
violation | 0.95 0.68 | 0.79 311

avg. 0.82 0.81 | 0.79 0.79 540

H-BERT | no viol. 0.90 0.92 0.91 229
violation | 0.94 | 0.93 | 0.93 311

avg. 0.92 0.92 | 0.92 0.92 540

LEGAL- | noviol. | 0.87 | 0.90 | 0.88 229
BERT violation | 0.92 0.90 | 091 311
avg. 0.90 0.91 | 0.90 0.90 540

Table 7.4 Performance (precision, recall, f1-score and accuracy) for
SVM, H-BERT, and LEGAL-BERT models per class for final judgement
categorisation, trained on cases between 2000 and 2018 and tested on
cases decided in 2019 (setup 2)

length of up to 512 or 1,024 tokens (respectively), the difference will
not play a role for these models. However, the SVM does not have
such a limit. Consequently, we also evaluated the SVM on the ‘short-
ened’ facts of the final judgements. Specifically, we removed the facts
from the middle of the text (under the presumption that the most im-
portant information is present at the beginning and the end), until it
was approximately the same length as the text of the corresponding
communicated case. This change, however, did not affect the perfor-
mance, as the SVM on this trimmed data yielded f1-scores of 0.61, 0.83,
and 0.77 for 2020, 2019 and 2018, respectively (compared to 0.62, 0.79,
and 0.78). This suggests that the facts are formulated so as to be af-
fected by the final ruling, rather than that the higher amount of data
brings a tangible benefit.

The SVM model allows us to inspect the top coefficients (weights)
of n-grams assigned by the system. We observe that the system often
prioritises longer n-grams (the average length for the 100 top features
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2019 - Communicated cases
Prec. | Recall | F1 | Accuracy | #

SVM no viol. | 0.62 0.53 | 0.57 229
violation | 0.69 0.77 | 0.73 311

avg. 0.66 0.65 | 0.65 0.67 540

H-BERT | no viol. 0.57 0.67 | 0.61 229
violation | 0.72 0.63 | 0.67 311

avg. 0.64 0.65 | 0.64 0.65 540

LEGAL- | noviol. | 0.55 0.50 | 0.52 229
BERT violation | 0.66 0.70 | 0.68 311
avg. 0.60 0.60 | 0.60 0.61 540

Table 7.5| Performance (precision, recall, f1-score and accuracy) for
SVM, H-BERT, and LEGAL-BERT models per class for forecasting
judgements, trained on communicated cases between 2000 and 2018
and tested on communicated cases that received a judgement in 2019
(setup 2)

2018 - Final judgements
Prec. | Recall | F1 | Accuracy | #

SVM noviol. | 0.67 0.91 | 0.77 210
violation | 0.92 0.70 | 0.79 309

avg. 0.79 0.80 | 0.78 0.78 519

H-BERT | noviol. | 0.86 0.72 | 0.78 210
violation | 0.83 | 0.92 | 0.87 309

avg. 0.84 0.82 | 0.83 0.84 519

LEGAL- | noviol. | 0.88 | 0.78 | 0.83 210
BERT violation | 0.86 | 0.93 | 0.89 309
avg. 0.87 0.85 | 0.86 0.87 519

Table 7.6 Performance (precision, recall, f1-score and accuracy) for
SVM, H-BERT, and LEGAL-BERT models per class for final judgement
categorisation, trained on cases between 2000 and 2017 and tested on
cases decided in 2018 (setup 3)
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2018 - Communicated cases
Prec. | Recall | F1 | Accuracy | #

SVM no viol. | 0.62 0.55 | 0.58 210
violation | 0.72 0.77 | 0.74 309

avg. 0.67 0.66 | 0.66 0.68 519

H-BERT | noviol. | 0.60 0.63 | 0.61 210
violation | 0.73 0.71 | 0.72 309

avg. 0.67 0.67 | 0.67 0.68 519

LEGAL- | noviol. | 0.59 0.52 | 0.55 210
BERT violation | 0.69 0.75 0.72 309
avg. 0.64 0.63 | 0.64 0.66 519

Table 7.7|Performance (precision, recall, f1-score and accuracy) for
SVM, H-BERT, and LEGAL-BERT models per class for forecasting
judgements, trained on communicated cases between 2000 and 2017
and tested on communicated cases that received a judgement in 2018

(setup 3)

Fl-score

2020 | 2019 | 2018 | 2017 | 2016
Training set size 2264 | 1806 | 1386 | 976 | 640
Test set size 509 | 540 | 519 | 503 | 447
SVM (forecasting) 0.61 | 0.65 | 0.66 | 0.65 | 0.64
H-BERT (forecasting) 0.60 | 0.64 | 0.67 | 0.66 | 0.66
LEGAL-BERT (forecasting) 0.57 | 0.60 | 0.64 | 0.64 | 0.58
SVM (categorisation) 0.62 | 0.79 | 0.78 | 0.78 | 0.75
H-BERT (categorisation) 0.56 | 0.92 | 0.83 | 0.84 | 0.82
LEGAL-BERT (categorisation) | 0.57 | 0.90 | 0.86 | 0.84 | 0.82

Table 7.8]F1-scores for the SVM, H-BERT, and LEGAL-BERT models
for both tasks, evaluated on test set data from 2016 - 2020, including
the size of training and testing sets
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is 2.475) for final judgements, while for communicated cases it pri-
oritises unigrams and common collocations consisting of two words,
such as ‘public prosecutor’ or ‘minor offences’ (the average length for
the 100 top features is 1.405).

We should also take into account that a communicated case is a
summary of one applicant’s complaint. As a result, it only reflects one
party’s version of events, and it may therefore be subjective and in-
complete. After sending the communicated case to the State involved,
the court conducts an investigation and inspects the arguments of
the State as well. Consequently, the final judgement contains a more
thorough and objective description of the facts, which takes the argu-
ments of both parties into account. This explains why the facts avail-
able in communicated cases can differ considerably from the set of
facts presented in the final judgement.

This bias towards a violation of human rights can also be observed
in the results. For the forecasting task, all the models show a higher
performance when predicting the ‘violation’ label than when predict-
ing the ‘non-violation’ label (see Tables 7.3, 7.5, and 7.7). In contrast,
the gap in performance when predicting the two labels for the cat-
egorisation task is considerably smaller (see Tables 7.2, 7.4, and 7.6),
which confirms our expectation that the description of the facts in the
final judgements is a better representation of the events, and there-
fore a better predictor of the outcome. Nevertheless, for the 2018
and 2019 data, the performance when predicting the ‘violation’ label
using the communicated cases data (i.e. the forecasting task) is still
lower than the overall performance (or the ‘violation’ label perfor-
mance) when using facts extracted from the final judgements (i.e. the
categorisation task).

The only time that forecasting judgements showed a higher per-
formance than categorising judgements was when the 2020 test data
was used. However, this was caused by the much lower than usual
categorisation performance. Unfortunately, we have no explanation
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for this pattern, despite the effort we spent trying to investigate
whether or not the 2020 data showed deviating patterns compared
to the data from earlier years. For example, the average length of
the 2020 cases and the overall vocabulary is consistent with previous
years, as well as the distribution of cases between different States,
and therefore between different Chambers. The court judged only
slightly (4%) fewer cases in 2020 than in 2019, and it did not adopt any
new policies compared to previous years. There is no indication that
the court used a different selection approach for the cases it ruled on.
Since the cases originated in the years before 2020, it is also unlikely
that this pattern is due to pandemic-related human rights violations.
Finally, the format of case law has also remained the same. For now,
we are forced to consider the performance based on 2020 data to be
an anomaly (as with so many other things in 2020). Whether this de-
viating pattern will continue in 2021 remains to be seen.

7.5.1 Future Work

We have discussed a range of approaches to forecasting the out-
comes of pending applications. Each of these could be improved with
more careful tuning, pre-processing, data selection, feature selection,
etc. Additional categorisation or forecasting algorithms could also be
used. However, this was not the goal of the present paper. By releas-
ing our dataset, together with a number of baselines reported in this
paper, we hope to have provided a new starting point for the task of
forecasting ECtHR judgements.

Regarding future research, it would be interesting to assess
whether or not selecting the last tokens, or tokens from specifically
chosen facts, would be beneficial for BERT-like models. For example,
these models might yield better results, as initial facts are generally
about the procedure and the applicant themselves, while facts from
the end of the document are often more closely related to events con-
nected with the alleged violation of human rights. Due to the limited
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data available, we only investigated whether or not a case violated
any article of the ECHR. However, it would be interesting to assess
how the difference in performance between forecasting and categori-
sation is affected when individual articles are investigated.

While we can forecast pending applications using data from com-
municated cases, this does not allow us to forecast the judgements
for any given future case, as this data may not always be available
(e.g., not all cases are communicated to the State). Forecasting de-
cisions using other data that are available before the judgement is
known (i.e. from other sources, such as submissions by the parties,
etc.) may be even harder than using the uniform documents created
by the court for communicated cases.

While predicting judgements is an interesting task in itself, it is
beneficial to also gain insight into how the system reaches a certain
outcome, and therefore to take a step toward explainable Al (Bench-
Capon, 2020; Collenette et al., 2020) and large-scale automatic legal
analysis. This requires (for example) an understanding of which facts
lead to which judgement. Determining the basis of a categorisation
is important for the categorisation task in particular, as there is no
practical use in determining a an already known outcome (see Chap-
ter 4).

Several methods that are often used in categorisation tasks allow
for the categorisation basis to be determined (to some extent). An
SVM (for example) allows the inspection of its coefficients, to evalu-
ate which words and phrases are more characteristic for one class
than another. In Chapter 8 we also suggest evaluating such a system
at the sentence level, to identify and highlight sentences that have the
highest probability of belonging to a specific class. Furthermore, the
architecture of H-BERT (for example) allows one to assess which of
the (eight) facts (or questions) included had the largest impact on cat-
egorisation, on the basis of so-called attention (Vaswani et al., 2017).
Unfortunately, LEGAL-BERT cannot be used for this. While it often
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produces very high scores, especially for final judgement categorisa-
tion, and it may function as a good reference point for high categori-
sation performance, it remains a black box.

7.6 Ethical Considerations

We believe it is important to emphasise that our goal with this work
is only to (try to) forecast and classify court judgements. Our interest
is scientific, and it is focused on assessing whether natural language
processing systems are able to identify certain patterns in legal judge-
ments. We do not think that any of the models described in this chap-
ter can or should be used for making decisions in court, especially
those where human rights are at stake (which concerns the majority
of the courts around the world). Moreover, we are opposed to the use
of such models in other high-stakes situations, due to the inability of
these types of models to deal with new legal developments and inter-
pretations, previously unobserved issues (Campbell, 2020; Berk et al.,
2019), a lack of transparency (Zavrsnik, 2020; Deeks et al., 2019), and
cybersecurity concerns (Nichols, 2019). Chapter 9 provides a further
discussion on the ethical considerations in this field.

7.7 Conclusion

In this chapter, we investigated the distinction between forecasting
court judgements and classifying court judgements. Forecasting of
court judgements is based on data which are available before the
outcome is known (such as the ECtHR cases that have already been
communicated), whereas classifying court judgements is based on (a
subset of) data compiled when the outcome was already known (such
as facts from an ECtHR ruling). As we suggested in Chapter 4, making
this distinction is important. Both earlier research (Branting et al,,
2020) and the experiments conducted in this chapter show that per-
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formance seems to be substantially lower when forecasting future
judgements than when decisions already made by the court are cate-
gorised. Categorisation performance should therefore not be used as
an indication of how well these types of systems are able to forecast
court judgements. Interestingly, while more sophisticated models ap-
peared to be beneficial for the simpler categorisation task, this was
not the case for the harder forecasting task.



CHAPTER 8
JURI SAYS

In this short chapter we present the web platform JURI SAYS, which
automatically predicts European Court of Human Rights decisions based
on communicated cases, similar to the system described in Chapter 7.
Our system therefore forecasts future court judgements. The platform is
available at https://jurisays.com , and it shows predictions of the court
decisions, compared to its actual decisions. It is automatically updated
every month, by including predictions for all new cases. Additionally, the
system highlights the sentences and paragraphs that are most important
for forecasting (i.e. violation vs. no violation of human rights).

Chapter adapted from:

Medvedeva, M., Xu, X., Wieling, M., and Vols, M. (2020b). Juri says:
Prediction system for the European Court of Human Rights. In Legal
Knowledge and Information Systems: JURIX 2020: The Thirty-third An-
nual Conference, Brno, Czech Republic, December 9-11, 2020, volume
334, page 277.10S Press.

8.1 Introduction

In this chapter, we introduce an online platform, JURI SAYS, which au-
tomatically retrieves legal documents from the ECtHR database, and
subsequently forecasts the outcomes of cases on the basis of informa-
tion which was available before a judgement was made. In addition
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to forecasting decisions, JURI SAYS identifies and highlights sentences
that were key to its prediction process.

The JURI SAYS system can be divided into three parts: 1) a
database, 2) a machine learning system, and 3) a web platform. Each
part is independent from the others and offers an Application Pro-
gramming Interface (API) to add flexibility for the future, allowing
(for example) more documents to be added, new machine learning
models to be included, or the interface to be adjusted. Before dis-
cussing the architecture of the system, we provide some necessary
background on the legal data supporting our system.

8.2 JURI SAYS

8.2.1 Database

Our database only includes documents in English. Every month new
documents are automatically downloaded, and a new machine learn-
ing model is automatically trained to forecast the ECtHR decisions
of that month (see below). At the moment of the platform going on-
line, the database contained 4,929 communicated cases, along with
the decisions they are associated with. As opposed to the dataset in
Chapter 7, only admissible cases were used for JURI SAYS. While the
forecasting is based only on communicated cases, we also include in-
formation from cases over the last ten years that were not communi-
cated in order to increase the amount of data available to train our
model. For those cases, we only extract the Facts part from the final
judgement document, as in Chapter 6.

Our system automatically extracts the raw text of communicated
cases from the database of the ECtHR, in addition to some metadata,
such as decisions (for admissibility cases and judgements), dates, par-
ties, articles involved, etc. The decisions are then associated with the
communicated cases, according to their application numbers.
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Figure 8.1]Accuracy of JURI SAYS in 2018-2020

8.2.2 Machine Learning System

Every month, after downloading the new documents, the system pow-
ering our web platform JURI SAYS carries out three tasks automati-
cally. It first trains a new SVM machine learning model using all data
except for data from the most recent month. It then forecasts the out-
comes of judicial decisions for cases from the most recent month on
the basis of the newly-created model. The performance (accuracy) of
JURI SAYS for each month up to July 2020 can be found in Figure 1. Fi-
nally, the system identifies how strongly each sentence in the text of
the communicated case is related to the actual judgement of the court
(by estimating the probability of the sentence belonging to a case with
aviolation of human rights, versus a case without a violation; see also
Figure 2).
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Figure 8.2] An example of a correctly forecasted case by JURI SAYS
with highlighted sentences. Sentences highlighted in green are con-
sistent with the actual outcome.
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8.2.3 Web Platform

JURI SAYS is the web platform which presents the results of applying
our machine learning system to the extracted ECtHR data. JURI SAYS
is updated every month, publishing predictions for the most recent
ECtHR cases. It also offers a list of all the historical cases that may be
ordered or filtered, by date or by the relevant article. For every sin-
gle case there is a separate page offering more detailed information,
including the forecasted outcome of the case, together with an asso-
ciated probability of that forecasted outcome, and the actual court
judgement. For each sentence in the text of the communicated case,
the forecasted label and associated probability is shown when the
mouse pointer is hovered over a sentence. This is implemented by
splitting the text into sentences, and forecasting the outcome using
each sentence separately. Then, confidence scores ! produced by the
classifier are used to determine the probability. Sentences which are
highlighted in green are consistent with the court’s actual decision,
and those in red are more likely to be associated with the opposite
decision. See Figure 8.2 for an example. The intensity of the colour
reflects how strongly associated the sentences are with the respective
decisions.

8.3 Conclusion

In this short chapter, we presented JURI SAYS, an automatic outcome
forecasting system for ECtHR judicial decisions. Our system uses au-
tomatically extracted textual information from documents which are
available long before the court decision is made. In addition, our
model predicts cases for the following month (i.e. the future), which
is a hard task, as we have demonstrated in Chapter 6. Therefore, it is
nice to see the relatively high performance of our system, which has

1The confidence scores are computed by the classifier using Platt scaling
(Platt et al., 1999).
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an accuracy of 75% (as of July 2020). By automatically highlighting
important sentences, and automatically updating every month, our
system aims to offer a user-friendly web platform for legal profes-
sionals.
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CHAPTER 9

Innocent until Predicted Guilty

In this chapter, we discuss the implications of using machine learning
for judicial decision-making in situations where human rights may be
infringed. We argue that the use of such tools in these situations should
be limited, due to the inherent status quo bias and dangers of reverse-
engineering. We discuss how these issues already exist in judicial sys-
tems, before any machine learning tools are used, and how introducing
these tools might exacerbate such issues.

9.1 Introduction

Ever since legal technology began rapidly gaining popularity, law
firms and government organisations have been using tools to auto-
mate, speed up, and simplify their work. For example, Estonia intro-
duced a robo-judge to resolve small claims in its courts (Niiler, 2019),
and courts in the USA are using risk assessment tools to determine
amounts of bail granted (Stevenson, 2018).

Most of the technology and algorithms used in legal tech were de-
veloped in other domains, then applied to legal data later on. How-
ever, in the legal domain, as in (for instance) the medical domain, the
consequences of using these algorithms may be much greater than
for the domains for which the algorithms were originally created. Of-
ten, these consequences are not considered when the algorithms are
applied to a new domain.
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One of the subjects which fascinates people working in the field of
Al and Law is how to create a fair and unbiased decision-making sys-
tem that would be able to assist judges in their decision-making, or
even replace them in court (Bex and Prakken, 2020). The idea of mak-
ing judges’ work easier, and courts faster and more transparent, is ap-
pealing. We agree that automatic systems may be suitable for use at
some levels of judicial decision-making (see Stranieri and Zeleznikow,
2006 and Berk et al., 2019 for a variety of methods), particularly in
low-stakes environments dealing with minor claims. However, we
also argue that this might not be a good idea in situations where hu-
man rights may have been infringed.

Consider the following hypothetical situation, in which a criminal
court uses a fully automated system to make decisions, based on the
facts of a case provided by the parties. The model weighs the facts,
and comes up with a decision based on precedents. The system is
completely transparent and explainable, and it makes its decisions
with very high accuracy. Now consider this from the perspective of
a prosecutor’s office that uses this system to deal with many cases
appearing before the court. Having dealt with a very large number
of cases, the prosecutor is able to understand (almost) exactly how
the automatic system works, and reverse-engineer (i.e. determine the
rules which determine the judgements) it, in order to evaluate the
outcome when presenting the case to the courtin a certain way. Let us
assume that they were able to reverse-engineer the system, and that
their system overlaps with the court’s system 99% of the time. They
play out every scenario before the trial, and make sure that they use
the strategy which (almost) guarantees that they will win. If they are
not able to identify a winning strategy, they decide not to prosecute,
thereby providing the office with a 99% winning rate. Would such
a scenario be desirable? What if, instead of the prosecutor’s office,
the system is available to a very large law firm which defends violent
criminals or corrupt politicians, and is able to present the facts in
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such a way that the system would be favourable to its clients?

We are, of course, quite a long way from building such a system
yet. Predictive models that are developed today do not have a high
enough accuracy to be used for decision-making in actual courts. We
have demonstrated in previous chapters that the accuracy of forecast-
ing future decisions remains much lower, reaching only up to 75%
(see Chapter 8). Unfortunately, this does not stop the courts from us-
ing such models. Specifically, decision-predicting systems are now
used for decision-making, for example, by courts in the United States.
The most common system is a risk assessment tool called COMPAS,!
which is used to decide on bail and probation, and is sometimes even
used to decide sentencing (Angwin et al., 2016), even though it may
show aracial bias. Unfortunately, the system predicts recidivism with
the same accuracy as a random person with little or no criminal ex-
pertise (Dressel and Farid, 2018).

While the performance of decision-predicting models is not very
high, the interest in using such systems is still growing. Aletras
et al. (2016) suggested that using predictive models could be use-
ful for prioritising certain cases over others in the European Court
of Human Rights. Chen et al. (2019) suggested using their prison-
term-prediction system (for the Chinese Supreme Court) to anony-
mously check a judge’s decision, although their system predicts ex-
actly the same term as the judge in only about 9% of cases. Zhong
et al. (2018a) suggested that legal judgement predictions can be used
to assist lawyers and judges. Their model, TopJudge, is designed to
predict prison terms, but it occasionally suggests a death penalty in
cases where the judge had decided on a prison term of less than one
year.

In this chapter, we argue that in high-stakes court cases (e.g., cases
in which people’s lives or fundamental rights are at stake, or which

thttps://www_equivant.com/practitioners-guide-to-compas-core/, ac-
cessed on 04/04/2022
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may have a strong influence on public policy), the use of such sys-
tems might have implications that are detrimental to people’s lives
and accessibility to justice, which should be prevented.

While previous research considered several ethical and technical
considerations regarding such systems, we focus specifically on the
dangers of reverse-engineering. In addition, we discuss several rea-
sons why decision-making tools should be developed with extreme
caution. Such reasons include the risk of misinterpreting decision
predicting as decision-making, and an unavoidable inherent status
quo bias.

9.2 Arguments against Automatic Decision-making

The push for transparency in court settings is natural and intuitively
clear. The courts should be able to judge systematically and pre-
dictably, and should be accountable in cases where that does not hap-
pen. A multitude of laws, including constitutions, ensure that this is
the case in countries across the world.

With predictive legal models becoming better and better, there
appears to be an increasing tendency to evaluate whether judges and
their biases may be replaced by machines which can control biases
(Chohlas-Wood et al., 2020; Khademi et al., 2019). We would like to
note that the idea of having a completely unbiased judge is somewhat
peculiar. When we think about laws, we think of very elaborate in-
structions that (try to) account for any situation. And while laws are
written in the hope that they would cover most issues, they can of-
ten be interpreted in several different ways, whenever a new situa-
tion is encountered. Legal systems rely on judges to interpret general
laws in individual cases (Zavrsnik, 2020). By doing so, they introduce
their personal bias. Two different judges might judge the same case
differently, and neither of them would be absolutely wrong in their
decision. Of course, this does not mean that all judicial biases are



9.2. Arguments against Automatic Decision-making 151

justified. For example, discrimination based on gender, skin colour,
or ethnicity is, of course, unacceptable. However, in the high-stakes
situations we focus on in this chapter, some level of judge bias is in-
evitable.

At present, judicial assistance tools are being introduced and
(unfortunately) they can be (incorrectly) used as judicial decision-
making systems. Below, we discuss why attempts to build such sys-
tems may be misguided in high-stakes situations.

9.2.1 Decision-predicting vs. Decision-making Systems

The first issue in discussions on automatic judicial decision-making
is that of mixing up definitions. In many tasks that involve machine
learning, decision-predicting and decision-making may appear syn-
onymous. However, this is not the case in a court setting.

Classification using machine learning functions by providing the
model with some kind of representation of (the text of) old cases
(i.e. data points for each case). The model then tries to identify which
data points (for example, whether or not the word ‘children’ occurs
in the description of facts available to the court) are most representa-
tive for each class (i.e. verdict). Therefore, if there are any biases that
can be found within those data points, the system will exploit them
to improve its prediction. However, it may not always be the case
that these biases should remain present in the decision-making pro-
cess (Edwards and Veale, 2017). In essence, the decision-predicting
system is able to determine and distinguish between past decisions ,
whereas a decision-making system should be able to generate new de-
cisions. It is clear that (past) decision-predicting systems should not
be used for making new decisions.
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9.2.2 Status Quo Bias

Given that one always has to train a machine learning system on
older cases, for it to be able to predict decisions in future cases, the
system will always reflect the way old cases were decided (Campbell,
2020; Berk et al., 2019). It is no surprise, therefore, that predicting the
decisions of future judgements is consistently harder than predicting
judgements from the same period (see Chapter 6).

Without explicit knowledge about gradually changing concepts
(e.g., the introduction of electronic mail), even the most advanced
NLP-based machine learning techniques cannot predict changes in
how the law needs to be interpreted. Human intervention is neces-
sary, to prevent an inherent status quo bias.

9.2.3 Dangers of Reverse-engineering

Another issue when using these types of algorithms lies within the
area of cybersecurity. Nichols (2019) raised a concern about the pos-
sibility of hacking and manipulating algorithms, in order to benefit
self-interested third parties. Nichols thus argued for transparency
in the development of algorithms, as have many others (Zavrsnik,
2020; Thomsen, ming; Deeks et al., 2019). This intuitive argument
for transparency, however, may also be problematic. Specifically, a
transparent predictive system may create opportunities to abuse the
algorithm, using adversarial machine learning techniques (Kurakin
et al.,, 2016).

Consider the following artificial example regarding a low-risk
decision-making machine. In the hallway of the court, there is an au-
tomatic cookie-vending machine that decides whether or not you can
have a cookie. It bases its decision on your personal history. Conse-
quently, the vending machine asks a range of questions to determine
either that you can have another cookie, or that you have already
had enough cookies. To do so, it asks what kind of cookies you have
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already eaten, if you ate any fruit for breakfast, etc., and it uses stored
information from times you previously used the cookie machine (in
a similar way as risk-assessment tools). You do not know how the ma-
chine works, you just answer the questions and, unfortunately, you
are denied a cookie. You think this is unreasonable, as you really
wanted a cookie. If you ask for an explanation, and it appears the
system is (in legal terms) not explainable, you were denied justice.
However, if the model is explainable, it should provide you with the
details on how the answers were weighted and how a certain deci-
sion was reached. If you know what the system already knows about
you and how the system determines its decision, you may be able to
create a computer program which provides you with the answers you
have to give to increase the number of cookies you are able to obtain.
Importantly, if the system is consistent, it is also possible to recreate
the algorithm, even without access to the specifics of how it works.

Of course, when the risks are higher, the consequences of being
able to reverse-engineer a system may be a lot more dire. Similarly
to deceiving the cookie machine, one could play out every scenario
before appearing in court, and (for instance) subsequently decide ei-
ther to go to trial or to settle.

9.3 Discussion and Conclusion

All of the aforementioned issues also exist in judicial systems where
machine learning tools are not used. Judges and lawyers deal with
precedents, to make their cases and come to a certain decision, and
law firms and lawyers try to ‘reverse-engineer’ the judge, to predict
their behaviour given the specific circumstances of the case (Bruijn
and Vols, 2020). The presence of an automated system, however, am-
plifies the problem.

In this chapter, we pointed out the difference between legal
decision-predicting and legal decision-making, and argued that the
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latter has no place in a court where human rights may be at stake. We
pointed out that, given how machine learning works, it is impossible
to avoid a status quo bias in decision-making, and we stressed that ex-
plainable Al is vulnerable to reverse-engineering. If one knows that
the machine will judge systematically, given enough data, one may
be able to predict the outcome of all cases. This could allow law firms
to play out various strategies “in-house” (evaluating what the results
of a case will be), before going to court, which creates ample oppor-
tunities to abuse the system.

In this chapter, we unfortunately are not able to offer a solution
to this issue. We merely caution the reader that, although using ma-
chine learning has substantial potential in legal analytics and deci-
sion support, we think it should not be introduced for making judicial
decisions in situations where human rights are at stake. In addition,
in cases where it has already been introduced, stricter regulations
need to be enforced, to ensure that decisions are never made solely
on the basis of a machine learning system’s predictions.



CHAPTER 10

Discussion and Conclusion

Judicial systems across the world suffer from a backlog in terms of
handling court cases, which limits accessibility to justice.! The tech-
nology available today has the potential to automate many legal pro-
cesses and radically change the way that litigation is approached. In
this dissertation, we therefore focused on automatic legal analysis,
and specifically, on predicting court judgements.

After a general introduction (in Chapter 1), and a high-level
overview of the early quantitative techniques used in legal analysis
(in Chapter 2), we provided an introduction to the techniques which
are presently used in the field of automatically predicting court judge-
ments (in Chapter 3). In these chapters, we opted for a high-level dis-
cussion that should be comprehensible to researchers working in the
legal domain.

We then provided definitions of different tasks that have histori-
cally fallen under the term of ‘predicting court decisions’ in Chapter 4.
We specifically distinguished outcome identi cation , outcome-based
judgement categorisation , and outcome forecasting and provided a re-
view of the previous research within each of the three tasks.

'https://www. ibanet.org/article/62C03066-B9C0-452F-950B-37718E5AD5B6,
accessed on 23/01/2022)
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In the following chapters, we demonstrated our own research and
experiments within each of the three tasks. In Chapter 5, we dis-
cussed an identification task we undertook, where eviction-related
cases were extracted from a large Dutch case law database, after
which we identified their outcomes. This approach was very useful
for collecting datasets on a specific topic. In Chapter 6, we demon-
strated a categorisation task which involved classifying final judge-
ments from the ECtHR, using facts extracted from the judgements. Ad-
ditionally, we experimented with using earlier data for training and
newer data for testing, and demonstrated that doing so had a consid-
erable negative effect on performance. In the same chapter, we also
experimented with categorising judgements using only judges’ sur-
names. In Chapter 7, we conducted experiments in forecasting ECtHR
decisions, by using documents published by the court long before a
certain judgement was made. We demonstrated that this is a much
harder task, which produces an overall lower performance than the
categorisation of final judgements. In Chapter 8, we presented an on-
line platform, JURI SAYS, which automatically forecasts outcomes of
ECtHR judgements. In addition, the system highlights the sentences
and paragraphs which are the largest contributors to a particular pre-
diction. Finally, Chapter 9 was dedicated to discussing ethical consid-
erations regarding the use of predictive models in high-stakes situa-
tions. Specifically, we discussed the issues of the status quo bias, and
the dangers of reverse-engineering these predictive models.

It is important to realise that the experiments described in this
dissertation should be seen only as a first step in a more elaborate
legal analysis. The identification results can be used to supplement
datasets and benefit research on a specific topic. The categorisa-
tion experiments may point towards particular patterns within judge-
ments, but they still need to be analysed and made sense of from
a legal perspective. Similarly, if the forecasting results are used to
make estimates about the future, the systems must become easier to
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explain, so that the estimates are understandable.

The results of the three tasks are dependent on the information
that is available in (publicly accessible) judgements from different
courts, and how this information is structured. Since dealing with
text requires the use of natural language processing techniques, one
needs to take into account that the majority of NLP systems are no-
toriously reliant on the specific language of the text. Whereas many
different techniques are available for English, this is not the case for
all the other languages used in courts around the world. More effort,
therefore is needed, to make NLP techniques (in the legal domain)
available for other languages than English.

Another potential issue for all of the automation tasks using case
law as input is selection bias (Berk, 1983). Since most courts do not
publish all their case law online, one must always take into account
that systems developed with the available data might not be general
enough. Whereas these systems may be good at classifying decisions
in the test set, they might also show much worse performance when
dealing with completely new cases. While such a situation is rela-
tively easy to identify, more nuanced situations are also possible. For
example, consider a system for forecasting supreme court decisions
using (textual) information extracted from court of appeal cases. The
first issue might be that the court of appeal does not publish all of its
cases online. This creates a selection bias, generated by the court of
appeal. In this situation, one needs to consider the publishing policy,
and whether or not this might have an effect on prediction. Of course,
this is not an issue if one has access to all case law of the court in
question. The second issue, however, is harder to solve. When using
the decisions of the court of appeal, one relies on the fact that some-
one decided to proceed to appeal in the supreme court, and that the
supreme court has not dismissed the case. Cases that were not moved
to the supreme court, but which would have been won, are not part
of the dataset, as these are unknown. To alleviate this problem some-
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what, the system should be made easier to explain. In this case, it is
clear which parameters lead to a specific outcome, and can be com-
pared against cases that have not (yet) been judged. One should also
never rely on information which might have been biased at the outset.
For example, if one tries to predict recidivism in committing a crime,
that information only becomes available when someone is caught re-
offending, which may result in a biased dataset. Consequently, it is
essential to be aware and transparent about the (potential) selection
bias present in the data one is analysing.

In conclusion, in this dissertation we have tried to show that the
field of predicting court decisions shows potential with regard to
the automation of legal processes and legal analysis. We have also
demonstrated that there are many limitations to what today’s systems
are able to do. We have tried to introduce terminology that can be
used to categorise the research on predicting court decisions, which
should help to show the purpose of each task for the legal community.
Finally, through this dissertation, which brought together legal anal-
ysis and natural language processing, we have shown the benefits of
cross-disciplinary collaboration.
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Summary

In this dissertation, we address the potential of using language analysis and
automatic information extraction to facilitate statistical research in the legal do-
main. More specifically, we demonstrate and discuss the possibilities of natural
language processing (NLP) techniques for the automatic prediction of judicial
decisions, as well as their limitations.

Our experience shows that, in the majority of cases, true interdisciplinary
collaborations are essential to producing technological systems that provide so-
lutions to existing issues in the legal domain, therefore we have put extra effort
into making sure that this dissertation is accessible for both legal professionals
and NLP specialists. We chose to do so, because we believe that this interdisci-
plinary field should always be a collaboration between the two disciplines, where
both sides play different roles but are familiar with each other’s field.

Part I, Background and de nitions , discusses previous work in natural legal
language processing, and suggests new terminology for the field of predicting
court decisions. Specifically, Chapter 2 discusses a range of previous quantita-
tive (non-machine learning) research conducted on legal data, this includes dif-
ferent methods, as well as available legal datasets.

Chapter 3 explains the machine learning terminology applicable to the field,
to support the reader in understanding the methodology presented in previous
work and our own experiments.

Chapter 4 provides a review of the main research in predicting court deci-
sions. In this chapter, we discuss why existing terminology in the field is prob-
lematic, and suggest new terminology that better reflects the tasks that have un-
tilnow been generalised under the term ‘predicting court decisions’. Specifically,
we define and discuss the differences between outcome identification, outcome-
based judgement categorisation, and outcome forecasting, and review how vari-
ous studies fall into these categories.
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We present outcome identification as the task of identifying a verdict in the
full text of a published judgement, judgement categorisation as the task of cate-
gorising documents based on the outcome, and outcome forecasting as the task
of predicting the future decisions of a particular court. Through these definitions
we discuss how important it is to understand the legal data one works with, in
order to determine which task can be performed. After reviewing existing litera-
ture it becomes clear that the majority of papers that claim to predict court deci-
sions are unable to make predictions about the cases that have not been judges
yet. Finally, we reflect on the needs of the legal discipline regarding the analysis
of court judgements.

Part II, Experiments , describes our experiments as three sub-tasks that we de-
fined in Chapter 4. Chapter 5 describes a method for identifying eviction-related
cases and their outcomes, within all the Dutch judiciary case law available on-
line. In this chapter we suggest a practical method for collecting legal datasets
on a specific topic, using machine learning. To do so, we performed two exper-
iments. The first focused on identifying judgements related to eviction, which
were able to do with with 88% accuracy. The second experiment focused on iden-
tifying the outcome of the cases in the judgements (eviction vs. dismissal of the
landlord’s claim). We were able to identify eviction related cases, for which we
achieved 92% accuracy. We have also found that a keyword-based approach is
not straightforward when the information is provided as natural text, and thus,
machine learning might often yield better results. In the process of conducting
the experiments for this study, we have created a manually annotated dataset of
eviction related judgements and their outcomes.

Chapter 6 focuses on NLP methodology for judgement categorisation, to
identify factors that may result in finding patterns, as well as a better under-
standing of judicial decision-making, using the European Court of Human Rights
as an example. With an average accuracy of 75% in categorising the judgements,
according to whether or not there was a violation of 9 articles of the European
Convention on Human Rights, our approach highlights the potential of machine
learning within the legal domain. We also show, however, that categorising fu-
ture cases based on past cases negatively impacts performance (with an average
accuracy range from 58% to 68%). Furthermore, we demonstrate that a rela-
tively high classification performance (average accuracy of 65%) can be achieved,
when categorising judgements based only on the surnames of judges trying case,
and discuss how this does not indicate judicial bias since the judges are not as-
signed the cases randomly.
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Chapter 7 is focused on forecasting the (future) decisions of the European
Court of Human Rights, using documents published by the court (sometimes)
years before a decision is made. To address this task, we released an initial
benchmark dataset, consisting of documents from the European Court of Hu-
man Rights. The dataset included raw data, as well as pre-processed text from
final judgements, admissibility decisions, and communicated cases. The latter
are published by the court for pending applications before the case is judged,
allowing judgements for pending cases to be forecasted. In this chapter we es-
tablished a baseline for this task (0.57-0.67 F1-score), and showed that it is much
harder than simply categorising judgements (0.56-0.92 F1-score) We have also
found that performance of machine learning systems in the categorisation task
can sometimes fluctuate throughout the years, and therefore one should not ex-
pect that the results will always remain consistent.

Chapter 8 describes an online interface that incorporates the experiment of
Chapter 7. The web platform JURI SAYS, automatically predicts European Court
of Human Rights decisions based on communicated cases, similar to the system
described in Chapter 7. The platform is available at https://jurisays.com, and
it shows predictions of the court decisions, compared to its actual decisions. It is
automatically updated every month, by including predictions for all new cases.
Additionally, the system highlights the sentences and paragraphs that are most
important for forecasting (i.e. violation vs. no violation of human rights).

In Part 111, Ethical consideration and conclusions , we discuss ethical concerns
associated with systems that deal with case law, as well as discuss the overall
findings of our work and draw conclusions. In Chapter 9 we point out that
while the ethical concerns regarding predicting court decisions has already been
widely discussed in the legal community, we hope to have introduced a perspec-
tive which acknowledges the technological limitations of such systems. We argue
that the use of such tools in these situations should be limited, due to the inherent
status quo bias and dangers of reverse-engineering. We discuss that these issues
already exist in judicial systems, before any machine learning tools are used, but
how introducing these tools might exacerbate such issues by creating a situation
where the system can be tested an unlimited amount times until a desired result
is achieved.

In Chapter 10 we discuss how all the sub-tasks described in the dissertation
are only first steps in a more elaborate legal analysis. The identification results
can be used to supplement datasets and benefit research on a specific topic. The
categorisation experiments may point towards particular patterns within judge-


https://jurisays.com

180 Summary

ments, but they still need to be analysed and made sense of from a legal perspec-
tive. Similarly, if the forecasting results are used to make estimates about the
future, the systems must become easier to explain, so that the estimates are un-
derstandable. We also discuss how the models built for one court’s judgements
might not work well on the other, due to specific structure of the text, and even
more so due to dependency on language of the majority of NLP techniques. We
also point out that the case law data is imperfect due to selection bias. Firstly, due
to selective publishing of judgements by many courts, and secondly, due to some
cases not going through the some of the steps of the judicial process that they
could potentially go through. For instance, when using the decisions of the court
of appeal, one relies on the fact that someone decided to proceed to appeal in the
supreme court, and that the supreme court has not dismissed the case. Cases that
were not moved to the supreme court, but which would have been won, are not
part of the dataset, as these are unknown. We then discuss how an explainable
system can help one understand which parameters it relies on, and therefore
somewhat alleviate the issue.

In conclusion, in this dissertation we have tried to show that the field of pre-
dicting court decisions shows potential with regard to the automation of legal
processes and legal analysis. We have also demonstrated that there are many
limitations to what today’s systems are able to do.



Samenvatting

In dit proefschrift gaan we in op het potentieel van het gebruik van taalana-
lyse en automatische informatie-extractie om statistisch onderzoek in het juridi-
sche domein te vergemakkelijken. Meer specifiek demonstreren en bespreken
we de mogelijkheden van natural language processing (NLP) technieken voor de
automatische voorspelling van rechterlijke beslissingen, evenals hun beperkin-
gen.

Onze ervaring leert dat in de meeste gevallen echte interdisciplinaire samen-
werking essentieel is voor het produceren van technologische systemen die op-
lossingen bieden voor bestaande problemen in het juridische domein. Om deze
reden hebben we extra moeite gedaan om ervoor te zorgen dat dit proefschrift
toegankelijk is voor zowel juristen als specialisten op het gebied van NLP. We
hebben hiervoor gekozen omdat we van mening zijn dat dit interdisciplinaire
vakgebied altijd een samenwerking tussen de twee disciplines zou moeten zijn,
waarbij beide partijen verschillende rollen spelen maar wel bekend zijn met el-
kaars vakgebied.

Deel I, Background and de nitions , bespreekt eerder werk in natuurlijke ju-
ridische taalverwerking, en stelt nieuwe terminologie voor op het gebied van
het voorspellen van rechterlijke beslissingen. In het bijzonder bespreekt hoofd-
stuk 2 eenreeks van eerdere kwantitatieve (niet-machine learning) onderzoeken
uitgevoerd op juridische data, die gebruik maken van verschillende methoden,
evenals verschillende beschikbare datasets.

In hoofdstuk 3 wordt de terminologie van machine learning uitgelegd, om
de lezer te helpen de methodologie van eerder werk en onze eigen experimenten
te begrijpen.

Hoofdstuk 4 geeft een overzicht van het belangrijkste onderzoek naar
het voorspellen van rechterlijke beslissingen. In dit hoofdstuk bespreken we
waarom de bestaande terminologie op dit gebied problematisch is, en stellen we
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nieuwe terminologie voor die beter de taken beschrijft die tot nu toe werden ver-
algemeend onder de noemer ‘predicting court decisions’. In het bijzonder defini-
éren en bespreken we de verschillen tussen uitkomstidentificatie, op uitkomsten
gebaseerde categorisering van beslissingen, en voorspelling van uitkomsten, en
bekijken we hoe verschillende studies in deze categorieén vallen.

Wij presenteren uitkomstidentificatie als de taak om een uitspraak te iden-
tificeren in de volledige tekst van een gepubliceerde beslissing, beslissingcate-
gorisatie als de taak om documenten te categoriseren op basis van de uitkomst,
en uitkomstvoorspelling als de taak om de toekomstige uitspraken van een be-
paalde rechtbank te voorspellen. Aan de hand van deze definities bespreken we
hoe belangrijk het is om de juridische gegevens waarmee men werkt te begrij-
pen, om te kunnen bepalen welke taak kan worden uitgevoerd. Na bestudering
van de bestaande literatuur wordt duidelijk dat de meeste papers die beweren
rechterlijke uitspraken te voorspellen, niet in staat zijn voorspellingen te doen
over de zaken die nog niet door rechters zijn behandeld. Ten slotte denken we
na over de behoeften van de juridische discipline met betrekking tot de analyse
van rechterlijke uitspraken.

Deel II, Experiments , beschrijft onze experimenten in de vorm van drie sub-
taken die we in hoofdstuk 4 hebben gedefinieerd. Hoofdstuk 5 beschrijft een
methode voor het identificeren van aan huisuitzetting gerelateerde zaken en
hun uitkomsten, binnen alle Nederlandse rechtspraak die online beschikbaar is.
In dit hoofdstuk stellen we een praktische methode voor om juridische datasets
over een specifiek onderwerp te verzamelen, met behulp van machine learning.
Daartoe hebben wij twee experimenten uitgevoerd. Het eerste experiment was
gericht op hetidentificeren van uitspraken met betrekking tot uitzetting, wat met
88% nauwkeurigheid lukte. Het tweede experiment was gericht op het identifi-
ceren van de uitkomst van de zaken in de vonnissen (ontruiming vs. verwerping
van de vordering van de verhuurder). We waren in staat om ontruimingsza-
ken te identificeren, waarbij we een nauwkeurigheid van 92% behaalden. Wij
hebben ook vastgesteld dat een aanpak op basis van keywords niet eenvoudig
is wanneer de informatie als natuurlijke tekst wordt verstrekt, en dat machine
learning dus vaak betere resultaten kan opleveren. Tijdens het uitvoeren van de
experimenten voor deze studie hebben we een manueel geannoteerde dataset
van uitzettingsgerelateerde uitspraken en hun resultaten gecreéerd.

Hoofdstuk 6 richt zich op NLP methodologie voor het categoriseren van be-
slissingen, om factoren te identificeren die kunnen leiden tot het vinden van pa-
tronen, alsook tot een beter begrip van de rechterlijke besluitvorming, met het
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Europees Hof voor de Rechten van de Mens als voorbeeld. Met een gemiddelde
nauwkeurigheid van 75% bij het categoriseren van de beslissingen, op basis van
het al dan niet schenden van 9 artikelen van het Europees Verdrag voor de Rech-
ten van de Mens, benadrukt onze aanpak het potentieel van machine learning
binnen het juridische domein. We tonen echter ook aan dat het categoriseren
van toekomstige zaken op basis van zaken uit het verleden een negatieve invloed
heeft op de prestaties (met een gemiddelde nauwkeurigheid die varieert van 58%
tot 68%). Verder tonen we aan dat een relatief hoge classificatieprestatie (gemid-
delde nauwkeurigheid van 65%) kan worden bereikt wanneer uitspraken wor-
den gecategoriseerd op basis van slechts de achternaam van de rechters die de
zaak behandelen, en bespreken we hoe dit niet duidt op rechterlijke vooringeno-
menheid omdat de rechters de zaken niet willekeurig toegewezen krijgen.

Hoofdstuk 7 richt zich op het voorspellen van de (toekomstige) uitspraken
van het Europese Hof voor de Rechten van de Mens, gebruikmakend van docu-
menten die het Hof (soms) jaren voordat een uitspraak wordt gedaan, publiceert.
Om deze taak uit te voeren, hebben we een eerste benchmark dataset vrijgege-
ven, bestaande uit documenten van het Europees Hof voor de Rechten van de
Mens. De dataset bevat ruwe gegevens, maar ook voorbewerkte tekst van de-
finitieve vonnissen, ontvankelijkheidsbeslissingen, en communicated cases. De
laatstgenoemde worden door het hof gepubliceerd voor aanhangige zaken voor-
dat de zaak is beoordeeld. Wij gebruiken deze communicated cases om toekom-
stige uitspraken voor aanhangige zaken voorspellen. In dit hoofdstuk hebben
we een baseline voor deze taak vastgesteld (0.57-0.67 F1-score), en aangetoond
dat deze taak veel moeilijker is dan het categoriseren van beslissingen (0.56-0.92
F1-score). We hebben ook vastgesteld dat de prestaties van machine learning
systemen in de categorisatietaak soms door de jaren heen kunnen schommelen,
en dat men dus niet moet verwachten dat de resultaten altijd consistent zullen
blijven.

Hoofdstuk 8 beschrijft een online interface waarin het experiment van
hoofdstuk 7 is verwerkt. Het webplatform JURI SAYS voorspelt automatisch uit-
spraken van het Europees Hof voor de Rechten van de Mens op basis van com-
municated cases, vergelijkbaar met het systeem dat beschreven wordt in hoofd-
stuk 7. Het platform is beschikbaar op https://jurisays.com en toont voorspellin-
gen van uitspraken van het Hof, vergeleken met de werkelijke uitspraken. Het
wordt elke maand automatisch bijgewerkt met voorspellingen voor alle nieuwe
zaken. Bovendien benadrukt het systeem de zinnen en paragrafen die het be-
langrijkst zijn voor de voorspellingen (d.w.z. schending vs. geen schending van
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de mensenrechten).

In deel IT1, Ethical consideration and conclusions , bespreken we ethische over-
wegingen en de algemene bevindingen van ons werk, en trekken we conclusies.
In hoofdstuk 9 wijzen we erop dat, hoewel de ethische bezwaren met betrek-
king tot het voorspellen van rechterlijke uitspraken reeds uitgebreid besproken
zijn in de juridische gemeenschap, wij hopen een perspectief te hebben geintro-
duceerd dat de technologische beperkingen van dergelijke systemen erkent. Wij
stellen dat het gebruik van dergelijke hulpmiddelen in deze situaties beperkt zou
moeten zijn, wegens de inherente status quo bias en de gevaren van reverse-
engineering. We bespreken dat deze problemen al bestaan in gerechtelijke sys-
temen voordat er machine learning hulpmiddelen worden gebruikt, maar dat
de invoering van deze hulpmiddelen deze problemen zou kunnen verergeren
door een situatie te creéren waarin het systeem een onbeperkt aantal keren kan
worden getest tot het gewenste resultaat is bereikt.

In hoofdstuk 10 bespreken we hoe alle in het proefschrift beschreven deel-
taken slechts de eerste stappen zijn in een meer uitgewerkte juridische analyse.
De identificatieresultaten kunnen worden gebruikt om datasets aan te vullen en
het onderzoek naar een specifiek onderwerp ten goede komen. De categorisatie-
experimenten kunnen wijzen op bepaalde patronen binnen beslissingen, maar
die moeten nog worden geanalyseerd en vanuit een juridisch perspectief worden
geinterpreteerd. Ook als de voorspellingsresultaten worden gebruikt om ramin-
gen over de toekomst te maken, moeten de systemen gemakkelijker uit te leggen
zijn, zodat de ramingen begrijpelijk zijn. Wij bespreken ook hoe de modellen die
zijn gebouwd voor de uitspraken van de ene rechtbank misschien niet goed wer-
ken voor de andere, vanwege de specifieke structuur van de tekst, en nog meer
vanwege de afhankelijkheid van taal van de meeste NLP-technieken. Wij wijzen
er ook op dat de juridische datasets onvolmaakt zijn als gevolg van selectiebias.
Ten eerste door de selectieve publicatie van beslissingen door veel rechtbanken,
en ten tweede door het feit dat sommige zaken niet alle stappen van de gerech-
telijke procedure doorlopen die ze potentieel zouden kunnen doorlopen. Wan-
neer men bijvoorbeeld gebruik maakt van de beslissingen van het gerechtshof,
vertrouwt men op het feit dat iemand heeft besloten om in beroep te gaan bij het
hogere gerechtshof, en dat het hogere gerechtshof de zaak niet heeft verworpen.
Zaken die niet zijn doorverwezen naar het hogere gerechtshof, maar die wel zou-
den zijn gewonnen, maken geen deel uit van de dataset, omdat deze onbekend
zijn. Vervolgens bespreken we hoe een verklaarbaar systeem kan helpen te be-
grijpen op welke parameters het zich baseert, en zo het probleem enigszins kan
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verlichten.

Concluderend hebben we in dit proefschrift geprobeerd aan te tonen dat het
gebied van het voorspellen van rechterlijke uitspraken potentieel vertoont met
betrekking tot de automatisering van juridische processen en juridische analyse.
We hebben ook aangetoond dat er veel beperkingen zijn aan waartoe de huidige
systemen in staat zijn.
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