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Chapter 7
General discussion
Summary

Prediction models that estimate the probabilities of developing a specific disease (diagnostic model) or a specific endpoint of disease (prognostic model) given a set of subject’s characteristics are closely connected to personalized medicine of which the key idea is to base medical decisions on individual patient characteristics rather than on population averages. Depending on decision point, prediction models can be divided into two categories: static prediction models (making one-off decision) and dynamic prediction models (making dynamically updated decisions). While multivariable logistic and Cox regression are commonly used to develop prediction models, they are not the master key to every situation. Various issues such as clustered data, competing risks and time-dependent variable may occur when a simple logistic or Cox model cannot estimate the risk correctly in static and dynamic prediction. Although adapted or more advanced approaches have been developed to address those issues in medical statistics field, they are not appropriately applied in clinical research. To fill this gap, this thesis illustrated how sophisticated statistical models can be appropriately applied to obtain better predictions using a series of clinical case studies.

The first part of the thesis consists of two studies focusing on the issue of between-study heterogeneity and competing risks in static prediction. Chapter 2(1) presented a practical example of developing a clinical prediction model by addressing between-study heterogeneity in the population. The purpose of this study was to develop a
heart failure (HF) phenotype stratified model for predicting 1-year mortality in patients admitted with acute HF through an individual participant data meta-analysis of four European cohorts. Two aspects of heterogeneity were addressed in this study. One is the potential different baseline mortality rates of three HF subtypes. The other one is the potential different predictor-outcome associations across HF phenotypes. Using data collected from 3577 patients across four European cohorts, we developed an HF phenotype stratified model with 11 readily available predictors. Four of the predictors, namely systolic blood pressure, serum creatinine, myocardial infarction, and diabetes, influenced mortality risk differently in the HF phenotypes. The model showed excellent discriminative ability with a weighted internal-external cross-validated AUC of 0.79 (0.74-0.83) for HF with reduced ejection fraction, 0.74 (0.70-0.79) for HF with mid-range ejection fraction, and 0.74 (0.71-0.77) for HF with preserved ejection fraction. Calibration was also good with the average predicted 1-year mortality risks close to the average observed ones, especially after recalibration of the baseline mortality risks. Our model showed excellent generalizability across four European cohorts and may provide a useful tool in HF phenotype-specific clinical decision making. In Chapter 3(2), we used data from a retrospective cohort in Wuhan, China to develop a prognostic model to predict in-hospital mortality in COVID-19 patients. A competing risk analysis treating discharged alive as competing risk was conducted in this study to avoid over-estimation of in-hospital mortality. The final model with five routinely measured demographic and clinical predictors was internally validated using the bootstrap approach and externally
validated in another cohort in Wuhan. The model showed very good discriminative and calibration accuracy. The model may assist physicians to early stratify the patients according to the estimated mortality at 7-day (14-day or 30-day) after admission, thus giving patients targeted supporting care and better allocating the limited medical facilities (e.g., ventilators), especially when critical care capacities are overwhelmed.

The second part of the thesis includes three studies regarding dynamic prediction. Chapter 4 and 5 presented the application of two different joint modelling approaches in the clinical setting, illustrating how we could model a time-dependent variable and study its association with a survival outcome. Chapter 6 empirically evaluated the predictive accuracy of the above-introduced joint models in a clinical context. Specifically, in Chapter 4(3), we introduced the shared random effects model (SREM) to study the association between a continuous time-dependent variable and a survival outcome using an example in respiratory medicine. We introduced readers to the terminology of the SREM and explained why compared to the more commonly applied time-dependent Cox model (TDCM), the SREM is expected to result in less biased estimates of the effect of the time-dependent variable. A practical example studying the association between repeated central apnea hypopnea index (cAHI) measurements and cardiovascular mortality was used to illustrate the approach. Both the SREM and the TDCM were fitted to estimate the association between the current value of cAHI and the risk of cardiovascular mortality. We found the estimated HR from the TDCM to be attenuated as expected...
based on the statistical literature. Our study showed that the SREM may be a more appropriate approach to study the association between a continuous time-dependent variable and a survival outcome. **Chapter 5** presented an application of a misclassification model, an important special case of the hidden Markov model (HMM), to study the association between a categorical time-dependent variable and a survival outcome. Our aim was to study the association between chronic kidney disease (CKD) stage and new-onset HF by taking into account declining kidney function with age and potential misclassification of CKD stages. Previous studies have shown that kidney dysfunction is associated with incident HF(4). However, less is known about how a subject’s risk of developing HF changes with age in response to the subject’s change in CKD stage with age. To address this question, we fitted a multi-state model with three CKD stages as transient states and new-onset HF (outcome of interest) and death before new-onset HF (competing risk) as absorbing states. We found that the risk association between CKD stage and new-onset HF attenuated with age on the relative scale but strengthened with age on the absolute scale. Besides, the estimated incidence rates between states (e.g., less severe CKD stage to more severe CKD stage and various CKD stages to HF/death) were very informative in describing the individual risk of transitioning from one state to another, thus delineating the cardiorenal disease course. The SREM introduced in **Chapter 4**, and the HMM used in **Chapter 5** can be both used to dynamically predict disease prognosis. In **Chapter 6**, the predictive performance of the two models were emperically compared in the context of dynamically predicting all-cause mortality.
for patients with acute HF based on serial NT-proBNP measurements. Our results demonstrated that dynamic prediction approaches incorporating serial NT-proBNP measurements have the potential to improve prediction accuracy compared to the approach using baseline NT-proBNP measurement only. The HMM performed better than the SREM in dynamically predicting mortality using serial NT-proBNP measurements in this patient cohort. Therefore, the HMM can be a useful tool to aid dynamic prediction in clinical research.

Application scenarios for dynamic prediction

Dynamic prediction is very useful to update predictions in response to changes in the disease status of patients. However, the increase in predictive performance that one would gain from dynamic prediction may vary on a case to case basis. Previous research found dynamic prediction to be very useful in predicting disease prognosis in patient populations. For example, Fontein et al. (5) developed a dynamic prediction model to predict 5-year survival in early breast cancer patients treated with endocrine treatment (ET). The model was able to predict additional 5-year survival at any prediction timepoint up to 3 years after starting adjuvant ET and showed a cross-validated c-index that improved from 0.70 to 0.79. This means that the model performed better in distinguishing patients who will versus those who will not die of breast cancer by incorporating additional information after diagnosis. Similarly, dynamic prediction has been shown to improve the predictive ability in other disease areas including but not limited to prostate cancer(6,7), kidney disease(8), diabetes(8)
and cystic fibrosis(9). However, dynamic prediction seems less useful in predicting disease/mortality in healthier general populations. Using data from the Atherosclerosis Risk in Communities (ARIC) study, Barrett et al. found dynamic prediction models incorporating repeated measurements of systolic blood pressure resulted in little improvement in cardiovascular risk prediction compared to static prediction models(10). A similar conclusion was reached by Paige et al. in a more-powered individual participant data meta-analysis with 191,445 adults from 38 cohorts(11). The different effects of age in primary versus tertiary prevention settings may partly explain the divergent predictive performance of dynamic prediction in the above-mentioned two scenarios. When developing dynamic prediction models in patient populations (tertiary prevention), the ‘survived’ population some time after baseline (e.g., one year) is very different from the population at baseline in the sense that the ‘survived’ population either had a lower baseline risk or benefited more from the interventions provided. Age in this case cannot explain much of the heterogeneity between the population at baseline and the population after baseline. However, when developing dynamic prediction models in general populations (primary prevention), the heterogeneity between the population at baseline and the population after baseline may be largely explained by the aging effect. For example, assuming two subjects aged 60 and 61 with similar values of other risk factors for cardiovascular disease, the subject aged 60 essentially becomes the one aged 61 after surviving one year. Therefore, there is little gain to develop a dynamic prediction model compared with a static prediction model in which age is included as a predictor. Although
dynamic prediction is of more value in predicting prognosis in the patient populations, it may be still very useful for predicting diseases in general populations. For example, when certain disease has a highly predictive biomarker that varies considerably over time, dynamic prediction models may be very useful in making personalized screening strategies in high-risk populations.

Dilemma between predictive accuracy and model complexity

Numerous prediction models have been developed for all kinds of diseases, e.g., 363 models predicting cardiovascular disease (CVD) (12) and 796 models predicting outcomes for patients with CVD (13). Nevertheless, only a small fraction of those models are incorporated in clinical guidelines. One of the potential reasons behind this gap is the dilemma between predictive accuracy and model complexity. In this thesis, we were devoted to building more advanced prediction models to achieve better predictive accuracy. Beyond this thesis, medical statisticians are also working hard to improve predictive accuracy by considering many other methodological issues, such as avoiding dichotomizing continuous predictors (14) and non-linearity modelling (15). When applied and interpreted correctly, improved predictive accuracy that results from a wider adoption of more advanced prediction models can be translated into gains in clinical benefit. However, most of these advanced prediction models are also more complex and less friendly to be used in clinical practice. For example, in Chapter 6, we developed joint models to dynamically predict mortality in patients with HF by incorporating serial NT-proBNP
measurements. The joint models are very demanding in the sense that it requires the study to repeatedly measure NT-proBNP and that it also requires model users to well understand the model terminology. Another example of this dilemma is that machine learning approaches could not get wider clinical adoption despite achieving more accurate predictions compared with traditional multivariable regression models(16). Lack of transparency means that doctors and patients don’t understand how predictions are made. In this regard, doctors cannot explain the clinical decisions to patients. Consequently, patients are reluctant to trust the clinical decisions that doctors made for them.

There are many ways to balance model accuracy and model complexity in order to make better clinical decisions. We find it may be promising to correct the bias in different stages. For example, when the objective is to correct biases from a naive approach, the common way as we did in this thesis is to use a more complex model in the stage of model development. This approach, however, requires the model developers to illuminate the complex methodology to model users. Overall, fewer efforts have been put into making the prediction model more transparent, although we do see some endeavors in this direction like the utilization of the risk-scoring system(17) and Shiny App(18). Patients, doctors and statisticians must collaborate more to develop prediction models that can be both statistically sound and clinically useful. An alternative way that could be a future direction is to correct the bias in the stage of decision-making. For example, when developing a prognostic model in the presence of competing risks, the simple Cox model can still be used to calculate the
event risk given that a bias-adjusted cut-off point is used to make medical decision. However, the quantity of bias from the simple model should be precisely estimated to obtain the correct cut-off point.

As an alternative to the dynamic prediction approaches considered in this thesis, landmarking(19) is a more transparent approach to obtain dynamic predictions. The idea of landmarking is very straightforward: construct a separate prediction model for each time period that is relevant to the study objective. For time-dependent variables, the values at the baseline of each separated model are used as time-fixed variables in these analyses. The landmarking approach can easily incorporate any type of information about the subjects’ history. Also, it results in relatively parsimonious models with fewer parameters compared to more complex joint models(20). For example, in the above-mentioned example that predicts HF prognosis using serial NT-proBNP measurements, only one parameter is needed to estimate the effect of NT-proBNP on mortality in each separate model in landmarking approach while far more parameters are needed in estimating the NT-proBNP trajectory in joint model. However, in the naïve landmarking approach, multiple model estimations are needed to make dynamic predictions. People may argue that some advanced versions of landmarking approach such as the landmarking supermodel proposed by van Houwelingen(19) can be used to avoid multiple model estimations. These more advanced versions go however against the transparent feature of the landmarking approach and do not match with the general idea of building clinical prediction models. In summary, the choice of using joint models, naïve
landmarking, or landmark supermodels is not only dependent on model accuracy, but also related to the degree to which model users can accept the model complexity.

Time-dependent variables in etiological studies
While the joint models that incorporate the time-dependent variables have the potential to improve predictive accuracy, great care should be exercised when modelling time-dependent variables to answer causal questions. In addition to the time-dependent exposure that is of interest, confounders may be also measured repeatedly during follow-up, resulting in the issue of time-varying confounding(21). Previous research showed that inadequately adjustment for time-varying confounding may lead to biased estimates because the time-varying confounder could be both a confounder and an mediator in the causal pathway(22,23). Another difficulty in modelling time-dependent variables in etiological studies is the results interpretation. Compared with the traditional Cox model where the regression coefficient can be interpreted as a long-term effect of a risk factor on the outcome, the models accounting for time-dependent variables, e.g., the SREM in Chapter 4, are typically addressing short-term effects and the regression coefficients are always a weighted average of those short-term effects. Therefore, as Dekker et al. discussed in their study, clinical reasoning and a sound research question should drive the choice of the model used to analyze the data(23). For example, it may be less useful to investigate the short-term effect of some traditional lifestyle risk factors like BMI on mortality since people should be more likely to die after long exposure to obesity.
On the contrary, it may be quite meaningful to investigate the short-term effect of biomarkers like NT-proBNP on the prognosis of HF.

Concluding remarks
This thesis focused on some practical issues in clinical prediction studies, such as between-study heterogeneity, competing risks, and time-dependent variables. Clinical case studies were used to demonstrate how advanced statistical approaches can be appropriately applied to obtain better predictions. Furthermore, we empirically evaluated different dynamic prediction approaches in a clinical context to inform the application scenarios of those complex models. Future studies are needed to balance the tradeoff of predictive accuracy and model complexity when developing clinical prediction models.
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