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Absolute cross sections for single electron capture by Sn$^{3+}$ colliding with H$_2$ and D$_2$ have been measured and calculated in the energy range of 1–100 keV. The cross sections are determined by measuring the change in ion beam current with varying target density and by measuring the yields of charged target fragments by means of a time-of-flight spectrometer. The results for D$_2$ show good agreement with our seven-state semiclassical calculations, while for H$_2$ the experimental results increase more strongly than the calculations toward lower energies. This discrepancy is attributed to vibrational effects, not included in the calculations, that lead to the breakdown of the Franck-Condon approximation.
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I. INTRODUCTION

Charge exchange in collisions of keV-energy multiply charged ions with neutral species remains an active research topic ever since the advent of highly charged ion sources (e.g., Refs. [1–3]). Experiments have continually challenged, in ever-increasing detail, the theoretical approaches, which were initially classical and subsequently semiclassical in their description of the electron dynamics during the interactions (e.g., Ref. [4]). The bulk of the research has dealt with low-Z ions, because the number of active electrons and quantum states to be included in the calculations is limited and because intense ion beams can most easily be produced from low-Z, gaseous species. More complex and heavier ions, in particular intermediately charged Fe ions, have been studied (e.g., Refs. [5–7]) because of their astrophysical and fusion plasma relevance. Over the past years, Sn ions have moved into the focus of highly charged ion physics [8–14] as Sn alloys are considered for fusion plasma vapor shielding [15–17] and because laser-produced Sn plasma is the source of 13.5-nm extreme ultraviolet (EUV) light driving state-of-the-art EUV nanolithography machines [18–22]. In such machines, multi-layer mirror optics collect and guide the EUV light [23,24]. To prevent damage to the optics by the energetic Sn ions [25–27], the plasma is embedded in H$_2$ gas. Fundamental data on charge exchange and stopping in Sn$^{q+}$ + H$_2$ collisions is missing though it is crucial for accurate and predictive modeling.

Here in a joint experimental and theoretical study, absolute cross sections for single electron capture (SC) from H$_2$ (and its heavier isotopologue D$_2$) by Sn$^{3+}$, i.e., for the reaction

$$\text{Sn}^{3+} + \text{H}_2 \rightarrow \text{Sn}^{2+} + \text{H}_2^+ \quad (1)$$

are determined. The choice for starting out with Sn$^{3+}$ ions is based on its alkali-like electronic configuration: [Kr]$5d^{10}5s$. For alkali-like ion beams, metastable fractions are negligible [28], making the collision systems tractable to experiment and theory. In the experiments, Sn$^{3+}$ ions in the energy range of 9 to 51 keV are used as projectiles. Due to the high mass of the Sn ions, this corresponds to low velocities of 0.05 to 0.13 a.u. The cross section measurements are based on the measurement of the changes in ion beam current with changing target density. Therefore, in the determination of the SC cross sections one needs to consider possible contributions of two-electron processes: bound double capture [BDC, Eq. (2a)] and autoionizing double capture [ADC, Eq. (2b)].

$$\text{Sn}^{3+} + \text{H}_2 \rightarrow \text{Sn}^{\ast} + 2\text{H}^+, \quad (a)$$

$$\text{Sn}^{3+} + \text{H}_2 \rightarrow \text{Sn}^{2+} + 2\text{H}^+ + e. \quad (b)$$

BDC is expected to have a small cross section because the two-electron capture channel closest to resonance is the one leading to capture into the [Kr] $5d^{10}5s^2 5p$ ground electronic configuration of Sn$^+$ which is endothermic by approximately 6 eV. All other $5s^2 nl$ configurations are more endothermic and thus not likely to be populated at all. ADC requires population of doubly excited levels of even much higher endothermicity. Therefore, it is safe to exclude ADC from our analysis. The BDC contribution is extracted from time-of-flight (ToF) spectrometry on the target fragments. In BDC, the two protons resulting from the Coulomb explosion of [H$_2$]$^{2+}$ get kinetic
energies of 9.7 eV each, while in SC reactions the few protons created next to the by far dominant H$_3^+$ production channel have energy close to 0 eV. The yield of 9.7-eV protons is used to correct the data for any BDC contribution. At the same time, this allows for an assessment of the BDC cross sections.

The calculations of SC total cross sections for ion-molecule collisions are carried out by applying methods based on those developed for ion-atom collisions; for instance, at the energies of the present work, expansions in terms of electronic functions of the quasimolecule formed during the collision, within either semiclassical or quantal frameworks. Besides the obvious difference of treating a many-center system, there are two important characteristics of ion-molecule collisions that must be taken into account. First, in the semiclassical treatment, where the projectile follows a classical trajectory, the probabilities of a given process depend on the orientation of the molecule with respect to the ion trajectory. It is necessary to average the calculated cross sections over a set of collisions with different molecular orientations. The methodology employed in this work (Ref. [29] and references therein) employs molecular data (electronic energies and dynamical couplings) calculated along the trajectory. The second important difference of ion-molecule collisions with respect to ion-atom collisions is the presence of molecular nuclear motion. The use of vibronic bases to simultaneously describe the electronic and vibrational motions leads to cumbersome treatment, where the projectile follows a classical trajectory, the probabilities of a given process depend on the orientation of the molecule with respect to the ion trajectory. It is necessary to average the calculated cross sections over a set of collisions with different molecular orientations. The methodology employed in this work (Ref. [29] and references therein) employs molecular data (electronic energies and dynamical couplings) calculated along the trajectory. The second important difference of ion-molecule collisions with respect to ion-atom collisions is the presence of molecular nuclear motion. The use of vibronic bases to simultaneously describe the electronic and vibrational motions leads to cumbersome calculations, however, that allowed us to reproduce the maximum of the electron capture cross section found in detailed experiments for H$^+$–H$_2$ collisions, and explain this maximum as a consequence of the interplay between electronic and nuclear motions [30].

In the following section, Sec. II A describes the experimental setup, while Secs. II B–II E present the actual measurement procedure and all the calibration and data analysis steps. Section III describes the theoretical approaches used to calculate single-electron capture in collisions of Sn$^{3+}$ on either H$_2$ or D$_2$. Thereafter, the experimental and theoretical data are compared and discussed in Sec. IV.

II. EXPERIMENTAL METHODS

The data presented in this work have been obtained by colliding a beam of monoenergetic Sn$^{3+}$ ions with a neutral gas target (H$_2$ or D$_2$) in a series of crossed-beam type of experiments. The ions are extracted from an Electron Cyclotron Resonance Ion Source (ECRIS) stationed at the ZERNIKE Low Energy Ion-Beam Facility (ZERNIKELEIF) at the University of Groningen. Ions with energies in the range of 3q to 25q keV can be generated, where q is the charge state of the ion. The ions extracted from the ion source are selected for a given mass-over-charge ratio (m/q) using a 110° analyzing magnet with a resolution of about 0.5%. $^{120}$Sn is the most abundant isotope of Sn but for a charge state of 3, the corresponding m/q is 40 which is the same as that of Ar$^+$. Hence, to prevent possible contamination of the Sn$^{3+}$ beam by Ar$^+$ impurities, $^{118}$Sn$^{3+}$ is used. Sn atoms are introduced into the source chamber by heating a crucible oven filled with solid tin. The analyzed ion beam is transported through the central beamline and steered into the gas target setup by a 45° bending magnet.

A. The crossed-beam setup

The relevant features of the gas target setup, CHEOPS (charge exchange observed by particle spectroscopy) are depicted in Fig. 1. The ion beam is collimated by a set of four apertures, the smallest one of 1 mm diameter, positioned at the entrance of the collision chamber. In the chamber, the base pressure is $\approx 2 \times 10^{-8}$ mbar. A $\phi$ 0.5-mm grounded capillary is located 14 mm above the center of the ion beam. The gas flowing into the chamber, via the capillary, is regulated by a high-precision mass flow controller (Bronkhorst FG-200CV), thus creating a localized jet of H$_2$ target gas, which is crossed by the beam. A flow rate of 1 ml/min was used throughout the experiments unless stated otherwise and the corresponding chamber pressure for that flow is $\approx 1.5 \times 10^{-4}$ mbar. The ions are collected at the end of the setup by a Faraday cup (FC) and the beam current is measured using a Keithley 6485 picoameter. The FC assembly consists of three components: (i) the entrance cap with a $\phi$ 3-mm aperture, (ii) a $\phi$ 6-mm guard ring, and (iii) the FC. The guard ring is biased at $-38$ V to suppress the escape of secondary electrons from the FC. The cap shields the collision chamber from the field of the guard ring. The whole FC assembly is mounted on an $XY$ translation stage. By scanning the assembly in the horizontal and vertical plane and recording the current at the cap and FC, a typical beam width of $\approx 1.5$ mm at the FC is determined.

Charged collision fragments produced in the central crossed-beam region can be extracted towards a time-of-flight (ToF) spectrometer, which allows for measuring the yields of atomic H$^+$ and molecular H$_2^+$ ions. The ToF measurements (see Sec. II D) require the continuous ion beam to be chopped in short pulses to have a start pulse for the spectrometer. At a rate of up to 8 kHz, short $\approx 20$ ns ion beam pulses are generated by sweeping the ion beam over the entrance aperture by means of alternating the opposite voltages on two electrodes (chopper plates; see Fig. 1).

Figure 1. Schematic of the crossed-beam setup, CHEOPS, used to measure charge exchange cross section for keV Sn$^{3+}$ ions colliding on H$_2$ (and D$_2$).
In the low-density, single-collision regime the set of equations is reduced to

$$\frac{dN_i^{j}}{dz} = -(\sigma_{j2} + \sigma_{j1})nN_i^{j}.$$ (4)

Here, $\sigma_{ij}$ denotes the cross section for electron capture by an ion in an initial charge state $i$ leading to a final charge state $j$, $n$ is the number density of the target, and $N_i^{j}$ denotes the number of Sn ions with charge state $q$. The numbers of ions are related to the ion current $I$ measured in the FC via

$$I = qN_i^{q+j} + (q - 1)N_i^{(q-1)+} + (q - 2)N_i^{(q-2)+}.$$ (5)

where $L_0$ is the initial ion current, $f$ is the ratio between two- and one-electron capture ($f = \frac{\sigma_{20}}{\sigma_{10}}$), $a = \frac{1 + f}{1 + 2f}$, $b = \frac{1 + f}{1 + 2f}$, $I_0$ is the initial ion current, $f$ is estimated experimentally from ToF measurements on target fragments ($H^+$ and $H^+_2$). However, first in Sec. II C the determination of the integral target density $\int_0^L n(x)dx$ is presented.

C. Calibration of the integral target density

Accurate, absolute target density measurements over the ion trajectory are difficult. Therefore, we determine the integral target density using a reference collision system for which the charge exchange cross sections are very well known: H$^+$ + H$_2$; see, e.g., the data review by Nakai et al. [32]. From the review paper, we see that for protons only single electron capture ($\sigma_{10}$) needs to be considered; in the energy range of 5 to 20 keV, double electron capture is approximately two orders of magnitude smaller than one-electron capture [32]. This implies that Eq. (5) for protons on H$_2$ simplifies significantly (with $f = 0$ and $q = 1$) and can be rewritten to

$$\int_0^L n(x)dx = -\frac{\ln L}{\sigma_{10}} = \beta P$$ (6)

to extract the integral target density from a measurement of the change of proton current. Here $\beta$ is introduced as the proportionality factor between the integral target density and the pressure $P$ in the collision chamber. From the many studies reported in Nakai’s review paper [32], we used the cross sections $\sigma_{10}$ reported by McClure [31] for calibration. McClure’s set of cross sections covers our range of interest, and at energies of 5 keV and lower, there is excellent agreement with the results of an elaborate joint experimental and theoretical study by Urbain et al. [30].

Figure 3 shows $\sigma_{10}$ cross sections for H$^+$ + H$_2$. The dashed curve shows a trend line through the reference data of McClure [31] and the associated gray band depicts the systematic ±5% uncertainty on the McClure data. The solid squares represent our measurements, which were fitted to the reference line with a single common factor. In this way, for the
of the ratio between BDC and SC. SC [Eq. (1)] generates the distribution of target fragments allowing for the assessment of this ratio between BDC and SC, to obtain the SC cross sections. The integral target density changes with the choice of gas. Therefore, we also measure \( f \), the scaling factor \( \beta \) a value of \( 1.03 (\pm 0.07) \times 10^{18} \text{ cm}^{-2} \text{ mbar}^{-1} \) is determined.

The integral target density changes with the choice of gas. Therefore, we also measure \( \beta \) for \( D_2 \), the other target gas used in the experiments, and find a value of \( 1.15 (\pm 0.08) \times 10^{18} \text{ cm}^{-2} \text{ mbar}^{-1} \). Here it is assumed that the cross sections for \( H_2 \) and \( D_2 \) are the same as their ionization potentials are equal and the proton velocities are rather high (0.4–1 a.u.) [33,34].

**D. Determination of two-electron capture contributions to the CX measurements**

From Eq. (5) it is seen that one needs to know \( f \), the ratio between BDC and SC, to obtain the SC cross sections. The distribution of target fragments allows for the assessment of the ratio between BDC and SC. SC [Eq. (1)] generates molecular ions \( H_2^+ \) of \( \approx 0 \) eV. The capture of two electrons [Eqs. (2b), (2a)] leads to dissociation of the \( H_2 \) molecule into two energetic protons of 9.7 eV. Figure 4 shows two typical ToF spectra, one for \( \text{Sn}^{3+} \) and one for \( \text{N}^{5+} \) colliding on \( H_2 \). In both cases, the strongest peak is the \( H_2^+ \) peak associated with SC [cf. Eq. (1)]. The contribution of protons to the ToF spectrum is weak.

As can be seen in the zoom in Fig. 4, the proton “peak” consists of three peaks of which the central one is located at the expected ToF of \( H^+ \) fragments and represents protons of \( \approx 0 \) eV stemming from gentle dissociation of \( H_2^+ \) molecular ions excited just above the dissociation limit (see, e.g., Ref. [35]). The two peaks on either side of the 0-eV proton peak correspond to 9.7-eV protons from BDC where the peak at slightly shorter ToFs belongs to 9.7-eV protons emitted in the forward direction to the ToF spectrometer (\( H_f^+ \)) and the one at longer ToFs is due to protons emitted backward, away from the ToF spectrometer (\( H_b^+ \)). Backward emitted protons get reflected by the extraction field [see Fig. 4(a)] into the direction of the ToF spectrometer, explaining the time difference between the forward and backward emitted 9.7-eV protons. The difference in ToF \( (\Delta T) \) scales with the square root of the kinetic energy release \( (U_{\text{KER}}) \) of the dissociation process (e.g., Ref. [36]) and for singly charged fragments it is given by

\[
\Delta T = \frac{\sqrt{8 \mu U_{\text{KER}}}}{E},
\]

with \( E \) being the extraction field (in the present experiment 40 V/cm) with the reduced mass, \( \mu \), being 0.5 and 1 for \( H_2 \) and \( D_2 \) respectively.

The 9.7-eV protons emitted along the beam axis are intercepted by the entrance diaphragm of the ToF spectrometer; see Fig. 4(b). Therefore, in general, only 9.7-eV protons emitted in small cones towards or away from the ToF spectrometer are detected, leading to the two proton peaks labeled \( H_f^+ \) and \( H_b^+ \) in Fig. 4, respectively. Using 50-keV \( N^5+ \) and 60-keV \( O^{6+} \) ions colliding with \( H_2 \) as reference systems for which cross sections for single-electron capture and for bound and autoionizing double-electron capture have been measured [37–43], the percentage of the 9.7-eV protons that is detected in our experimental setup, \( \alpha \), is determined to be \( (5 \pm 1)\% \).

Figure 4 compares the ToF spectra, normalized to their \( H_2^+ \) peak heights, of 48-keV \( \text{Sn}^{3+} \) and 50-keV \( \text{N}^{5+} \) colliding with \( H_2^+ \). While the 9.7-eV \( H_f^+ \) and \( H_b^+ \) are very prominent for \( \text{N}^{5+} \) they are barely present for \( \text{Sn}^{3+} \). This hints at a significantly lower double capture contribution in the case of \( \text{Sn}^{3+} \) ions than for \( \text{N}^{5+} \) for which single and double capture are of...
similar magnitude. Over the energy range of 10–50 keV, the ratio \( f \) of double-over-single capture for \( \text{Sn}^{3+} \) is determined to be \((11 \pm 4)\%\). The uncertainty in \( f \) is quite considerable due to the low intensities of the 9.7-eV \( \text{H}_2^+ \) and \( \text{H}_b^+ \) peaks. Peak areas for \( \text{H}_2^+ \) and \( \text{H}_b^+ \) are assessed by fitting Gaussian peaks to the spectrum while applying the following constraints: (i) the positions and separation (223 ns) between the 9.7-eV \( \text{H}_2^+ \) and \( \text{H}_b^+ \) peaks are fixed; (ii) the ratio of the 9.7-eV \( \text{H}_2^+ \) and \( \text{H}_b^+ \) peak areas is set to 1.3; and (iii) the width of the \( \text{H}_2^+ \) peak is fixed at 1.5 times the width of the \( \text{H}_b^+ \) peak.

The fitting constraints for the 9.7-eV \( \text{H}_2^+ \) and \( \text{H}_b^+ \) peaks, which were determined on basis of the \( \text{N}^5+ \) and \( \text{O}^6+ \) spectra, were also observed in numerous ToF measurements with other ions, e.g., \( \text{Xe}^{4+} \), \( \text{Sn}^{5+} \), and \( \text{Ar}^{6+} \).

### E. Contributions of double collisions

Finally, it is checked that the experiments are performed in the single-collision regime by varying the target pressure over one order of magnitude. Figure 5 shows as an example the dependence of the measured beam current of \( \text{Sn}^{3+} \) ions (black symbols) as a function of the \( \text{H}_2 \) target pressure with simulated results (solid curves) taking different values for the \( \sigma_{21} \) cross section \((\text{Sn}^{3+} \rightarrow \text{Sn}^{4+})\). For \( \sigma_{21} \), the following cross sections are used (in units of \( 10^{-16} \text{ cm}^2 \)) for the lines of different colors and styles: black, 0; blue dashed, 2.5; red dash dotted, 5; green dash dot dotted, 7.5; and gray dotted, 10.

\[ \text{FIG. 5. Comparison of the measured beam current of 39-keV Sn}^{3+} \text{ ions (black symbols) as a function of the H}_2 \text{ target pressure with simulated results (solid curves) taking different values for the } \sigma_{21} \text{ cross section (Sn}^{3+} \rightarrow \text{Sn}^{4+}). \text{ For } \sigma_{21}, \text{ the following cross sections are used (in units of } 10^{-16} \text{ cm}^2 \text{) for the lines of different colors and styles: black, 0; blue dashed, 2.5; red dash dotted, 5; green dash dot dotted, 7.5; and gray dotted, 10.} \]

III. THEORY

We have calculated the SC cross sections using a semiclassical method with nuclear straight-line trajectories. The calculation assumes that the \( \text{H–H} \) internuclear distance, \( \rho \), is fixed during the collision (Franck-Condon approximation). The electronic wave function has been expanded in terms of seven molecular functions of the \( \text{SnH}_2^{3+} \) quasimolecule. The molecular wave functions are approximate eigenfunctions of the Born-Oppenheimer electronic Hamiltonian, obtained by means of a multireference configuration interaction method.

In practice, the calculation explicitly considers the three valence electrons, which move in the field created by the \( \text{H} \) nuclei and the \textit{ab initio} pseudopotential STUTTGART RLC ECP [44] that describes the electrons’ interaction with the \( \text{Sn}^{3+} \) core. We have carried out the calculation of electronic wave functions by employing a three-center basis set of Gaussian-type-orbitals (GTO) that includes the \((8s, 4p) \rightarrow [3s, 2p] \) basis [45] centered on the \( \text{H} \) nuclei and a \( [4s, 4p, 3d, 2f] \) basis [46] on the \( \text{Sn} \) nucleus. In a first step, we have obtained a set of molecular orbitals (MOs) in a restricted Hartree-Fock calculation in this basis for the \( \text{SnH}_2^{3+} \) system, and we have created the configuration space by allowing single and double excitations from a set of eight reference configurations. The configuration space is restricted by allowing between one and three electrons in five MOs, the first four orbitals of \( \text{A} \) symmetry and the first \( \text{A}^\prime \) MO. Up to two electrons can occupy the remaining orbitals. We have calculated the nonadiabatic couplings numerically as explained in Refs. [47,48] with a differentiation step of \( 10^{-4} \text{ a.u.} \). The molecular expansion includes a common translation factor based on the switching function of Ref. [49].

The asymptotic energy differences between the entrance channel \( \text{Sn}^{1+}(5s^15\Sigma^+) + \text{H}_2 (X^1\Sigma^+) \) and the exit channels \( \text{Sn}^{2+}(5s^25\Sigma^+, 5s5p^13P^0, 5s5p^13P^0, 5p^23P^0) \) have been compared with NIST data [50], after subtracting the calculated ionization potential of \( \text{H}_2 \) at the equilibrium distance \((\rho = 1.4 \text{ a.u.})\). The differences with the average energies of each multiplet are smaller than 0.03 a.u.. In Fig. 6, we show the energies of the seven lowest molecular states for a nuclear geometry with the angle between the vectors \( \mathbf{R} \) (\( \mathbf{R} \) is the position vector of the \( \text{Sn} \) nucleus with respect to the midpoint of the \( \text{H–H} \) internuclear axis) and \( \rho \) equal to 60°, which has been found in previous calculations [51] to be a representative geometry that leads to cross sections in good agreement with the orientation-averaged (OA) ones. In the nonrelativistic approach, only transitions to doublet states are allowed. Also, transitions to \( \text{A}^\prime \) are forbidden, and we have plotted only the energies of the molecular states \( ^2\text{A}' \). The energy of the entrance channel exhibits avoided crossings with those of the states dissociating into \( \text{Sn}^{2+}(5s5p^13P^0)+\text{H}_2 (X^1\Sigma^+) \) and the data used for the final determination of the single-electron cross sections \( \sigma_{32} \) have been taken at \( 1.5 \times 10^{-4} \text{ mbar} \), the influence of double collisions is very small and might have been neglected. Nevertheless, we have chosen to correct the data for double collisions assuming a common \( \sigma_{21} \) cross section of \((5 \pm 5) \times 10^{-16} \text{ cm}^2 \). Such inclusion of double collisions reduces the uncorrected \( \sigma_{32} \) cross sections by \( \approx 3\% \) on average.
Sn$^{2+}$($5s5p^3p^o$)+H$^+_2$($X^2Σ^+_g$). The first one takes place at a very large distance, $R \approx 17.5$ a.u., and is very narrow. In practice, it is traversed diabatically, as plotted in Fig. 6. At not too high collision energies, the transitions in the neighborhood of the second avoided crossing, $R \approx 8.5$ a.u., furnish the main mechanism of the electron capture process. As the collision energy increases, the transitions in the wide avoided crossing between the energies of the ground and the first excited state at $R \approx 5$ a.u., become more important, and are responsible for the population of the channel Sn$^{2+}$($5s2^1S$)+H$^+_2$($X^2Σ^+_g$).

The numerical solution of the eikonal equation leads to the probabilities for transitions to the different capture channels, $P_k(b)$ and the corresponding integral cross sections,

$$\sigma_k = 2\pi \int_0^{\infty} b P_k(b) db,$$

where $b$ is the impact parameter.

In Fig. 7, we plot the opacity functions, $b P_k$, for the electron capture into Sn$^{2+}$($1S$)+H$^+_2$($X^2Σ^+_g$), Sn$^{2+}$($3P^o$)+H$^+_2$($X^2Σ^+_g$) and Sn$^{2+}$($3P^o$)+H$^+_2$($X^2Σ^+_g$) for the collision energies of 250 eV/u and 500 eV/u. One can note that the charge transfer channel, Sn$^{2+}$($3P^o$)+H$^+_2$($X^2Σ^+_g$), is populated for relatively large impact parameters, which are coherent with the predicted transitions in the avoided crossing at $R \approx 8.5$ a.u. At these energies, the transitions near the avoided crossing between the two first energy curves give rise to the observed transitions at $b \lesssim 5.5$ a.u. to the electronic state dissociating in Sn$^{2+}$($1S$)+H$^+_2$($X^2Σ^+_g$), which are more important as $E$ decreases. On the contrary, the probabilities for capture to Sn$^{2+}$($3P^o$)+H$^+_2$($X^2Σ^+_g$) are less important as $E$ increases, which corresponds to a more diabatic crossing of the avoided crossing near $R \approx 8.5$ a.u..

A more elaborate treatment of the orientation average is provided by the trajectory average where the energies and couplings are calculated along the projectile trajectory (see Ref. [29]). In the present case, we have carried out cross section calculations with three trajectory orientations as explained in Ref. [52].
case of the calculated cross sections, the increase toward lower energy is much weaker with the cross section increasing by only a factor of $\approx 1.2$ on going down from 0.43 to 0.08 keV/u in impact energy. In search of the prospective cause of this discrepancy, experiments with the heavier isotopologue D$_2$ have been conducted, the results of which are given by the red solid squares in Fig. 8. A remarkable isotope effect is observed in the experiments. Also, the calculations, which are independent of the molecular mass, evidently show better agreement (even at lower energies) with the experiments performed with D$_2$.

At relatively high impact energies, the main difficulty of the semiclassical calculation comes from the need to perform calculations for different orientations of the molecule with respect to the projectile trajectory or, equivalently, for different trajectory orientations with respect to a fixed molecule. We show in Fig. 8 the cross sections calculated for three trajectory orientations (T1, T2, and T3), where T1 is a trajectory with $v \parallel \rho$ and $b \perp \rho$, T2 with $v \perp \rho$ and $b \parallel \rho$, and T3 with $v \perp \rho$ and $b \perp \rho$, with [52]

$$\sigma_{OA} = \frac{1}{4} [\sigma(T1) + \sigma(T2) + \sigma(T3)]. \quad (9)$$

In this system, the orientation effects are expected to be small because the main transitions take place at large internuclear separations. This is confirmed by the small differences between the three orientation-dependent results, and also between the OA cross section and that obtained using the energies and couplings calculated for $\theta = 60^\circ$ ($\approx 6\%$). It can be noted in this figure that the oscillatory behavior of the cross section is similar in all calculations. The origin of these oscillations can be traced back to the interferences between transitions in the avoided crossing at $R \approx 8.5$ a.u. and those at $R \approx 3.6$ a.u. (see Fig. 6), which also appear in the calculations along the trajectories T1–T3. Since the transitions take place at relatively large values of $R$, the oscillations are similar and they do not disappear in the OA cross section.

The seven-state molecular calculation has been carried out within the framework of the semiclassical method, which may limit the validity of the calculation at relatively low collision energies. To estimate the limitation of this approximation, we have carried out exploratory full quantal calculations with a basis set of two molecular states, those involved in the avoided crossing at $R \approx 8.5$ a.u.: $\text{Sn}^{2+}(\Sigma^+ \!+\! 2S) + \text{H}_2$ and $\text{Sn}^{2+}(\Pi^0 \!+\! P) + \text{H}_2(\Sigma^+ \!+\! \Delta^+ \!+\! \Pi^0 \!+\! \Sigma^+)$. The semiclassical and the quantal two-state calculations show good agreement in the energy region $20 \text{ eV/u} < E < 100 \text{ eV/u}$ (Fig. 9), which indicates that the differences found with the experimental values are not due to the use of the semiclassical formalism. In this respect, one must note that in the semiclassical method, the two molecular states are coupled by the two components of the nuclear gradient in the collision plane. However, in the quantal formalism (see Ref. [30]), only the component in the radial direction is included. In Fig. 9, we have plotted the semiclassical cross section calculated without the coupling that comes from the gradient component perpendicular to the radial direction, which is identical to the quantal one. Therefore, trajectory and quantal effects can be neglected in the energy range of the experiment.

A second approximation of the semiclassical calculation is the neglect of the spin-orbit coupling. An estimate of the influence of this effect is obtained in both the quantal and the multichannel Landau-Zener (MCLZ) calculations with the Hamiltonian matrix elements given by the formulas of Ref. [53] and adding the asymptotic splitting of the $\text{Sn}^{2+}(\Pi^0)$ term [50] to the diagonal matrix elements. The ensuing cross section has similar values to the experimental ones for $E > 0.2 \text{ keV/u}$, but it decreases at lower energies. To further check this model, we have carried out a similar estimate by performing a four-state quantal calculation with the numerical H data previously employed in the two-state calculation and adding the asymptotic L-S splitting at all ion-molecule separations. At low energies, the cross section is dominated by transitions at large $R$ to the highest state with $J = 2$ and it is increased with respect to that from the two-state calculation by up to 10%, because the avoided crossing is moved to a larger $R$ as a consequence of the energy shift. For $E > 500 \text{ eV/u}$ (not shown in Fig. 9), the model cross section shows an increase that is due to transitions to the lowest level ($J = 0$) that take place at smaller $R$, where the approximation of keeping the two-state interaction is not valid. We have also carried out a numerical experiment by integrating numerically the matrix elements of Ref. [53] with the asymptotic splitting, as in the MCLZ estimate. For the sake of clarity, the results are not included in Fig. 9; they are similar to those using the numerical data, but without the oscillations, because the matrix elements of Ref. [53] do not include the modeling of the inner avoided crossing.

Finally, the increasing difference between the experimental cross sections for collisions with H$_2$ and D$_2$, as energy decreases, can be due to vibrational effects. In this respect, a similar isotopic dependency was found in the experiment of Kusakabe et al. [33] for $\text{H}^+(\text{H}_2, \text{D}_2)$. It is expected that the Franck-Condon calculation shows better agreement with D$_2$ data than with H$_2$ because it assumes that the target

![FIG. 9. Comparison of the isotropic seven-state semiclassical calculation with $\theta = 60^\circ$ (solid pink line) with a two-state quantal calculation and a two-state semiclassical calculation without rotational couplings (dash-dotted lines). The dashed lines are the estimates including the effect of the L-S coupling (labeled J splitting) in a four-state quantal calculation and in the multichannel Landau-Zener (MCLZ) model. The experimental results are also included as in Fig. 8.](image-url)
bond length remains fixed during the collision and this is a more realistic description for D₂ than for H₂, given that the larger reduced mass of the first is linked to a more localized initial vibrational wave function. Nevertheless, as the collision energy decreases, the vibrational effects will also start to be relevant for D₂ and we expect that the OA Franck-Condon calculation will not be valid for D₂ at energies below the experimental ones. Calculations of charge transfer beyond the Franck-Condon approximation [34] for H⁺+(H₂, D₂) found good agreement with experiments for both isotopic targets.

V. CONCLUSION

In this work, we have presented both an experimental determination and a theoretical calculation of the absolute single electron capture cross section for Sn³⁺ on H₂ in the energy range 1–100 keV. The experiments are based on measuring a reduction in ion beam current due to the charge exchange interaction. The calculations are done in a semiclassical way using molecular orbitals. At the higher energies, there is a fair agreement between the experimentally determined and the theoretically calculated values. However, the experimental cross sections show a considerable increase toward lower energies, whereas this effect is only weakly present in the calculated values. Exploratory full quantal calculations have been performed and these show good agreement with the semiclassical calculations. From this, we conclude that the discrepancy is not due to the invalidity of the semiclassical approach in our energy regime. The effect of spin-orbit coupling has been found to be small (∼15%) and it does not explain the rise of the cross section for the collision with H₂ at E < 200 eV/u. The experiments have also been performed for the heavier isotopologue D₂ and show a less strong increase of cross section toward the lower energies and are in good agreement with the semiclassical Franck-Condon calculations. This leads us to conclude that the increase for H₂ is due to vibrations in the target molecule. This effect is weaker in D₂ because of the higher mass and it is not included in the calculations, which make use of the Franck-Condon approximation.
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