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Abstract  
Context and motivation: All too frequently functional requirements (FRs) for a (software) 

system are unclear. Written in natural language, FRs are underspecified for software 

developers; when written in formal language, FRs are insufficiently comprehensible for users. 

This is a well-known problem in RE. As long as this either/or dichotomy exists, FRs cannot be 

a “basis for common agreement among all parties involved”, as Barry Boehm puts it.  

Question/problem: On the one hand, FRs should unambiguously specify the functional 

behaviour of the system to be written or adapted, and on the other hand be fully understandable 

by the customer that must agree with them. What is required to achieve this goal?  

Principal ideas/results: A specification must describe the Statics as well as the Dynamics. In 

our approach it consists of a Conceptual Data Model (the data structure, i.e., the Statics) plus 

a set of System Sequence Descriptions (SSDs) representing the processes (i.e., the Dynamics).  

SSDs schematically depict the interactions between the primary actor (user), the system (as a 

black box), and other actors (if any), including the messages between them. 

We provide a set of rules to generate natural language expressions from both the Conceptual 

Data Model and the SSDs that are understandable by the user (‘Informalisation of formal 

requirements’). Generating understandable representations of a specification is relevant for 

requirements validation tasks. 

Contribution to validation: We introduce a form of Natural Language Generation (the NLG in 

the title) by defining a grammar and mapping rules to precise and unambiguous expressions in 

natural language, in order to improve understandability of the FRs and the data model by the 

user community. 

Keywords  2 
Functional Requirement, Explainability, Conceptual Data Model, System Sequence 

Description, Use Case, Grammar, Syntax-directed Mapping, Validation  

 

1. Introduction 

In his seminal article [1], Barry Boehm defined software requirements engineering as “the discipline 

for developing a complete, consistent, unambiguous specification - which can serve as a basis for 

common agreement among all parties concerned - describing what the software product will do (but not 

how it will do it; this is to be done in the design specification)”. For our paper, the three most relevant 

phrases of the definition are underlined. Firstly, the definition entails that unambiguous software 

development requires a specification of the behaviour of the software that must be as precise as the 

software itself, hence expressed in a formally defined language. (Please note: not all specification 

languages are formally defined.) Secondly, requirements engineering is about the what (the functional 

behaviour) and not about the how. Thirdly, the definition implies that the requirements must be fully 
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understandable for all parties concerned. For software development, the definition implies that for a 

given specification different software designs and different implementations of those designs are not 

allowed to have any impact whatsoever on the functional behaviour of the software. For representatives 

of the user community (in whatever stakeholder role) the definition implies that they can fully check 

and validate the behaviour of the software-to-be in their user world. Hence our starting point is that (1) 

Functional Requirements (FRs) must be expressed in a formal language and (2) must be understandable 

in the user community. But (and this is a major but!), in many cases domain experts from the user 

community will have difficulties in reading specifications formulated in a specialized formal language. 

This will hamper the understanding that is required for the common agreement about the specifications. 

Hence, our paper will address the issue how formal specifications can be made understandable for the 

user community, as a condition sine qua non for a proper validation by the user community.  

Generally speaking, various approaches are available that map Use Case descriptions to UML 

diagrams [2], goal modelling [3], BPMN [4], Petri nets [5], or other (semi-formal) concepts for 

evaluation. Although those concepts and notations might be suitable for validation by our colleagues, 

they are usually not really suitable for validation by end users. The reason is that those users might be 

experts in their own domain, but not in fully understanding (the consequences of) what is expressed in 

those notations. And even amongst colleagues such visuals models can be incomprehensible.  

In [6], Allweyer analysed a small example model provided by the Object Management Group: “The 

process as such may indeed be small, but the diagram is not small … It is understandable for experts – 

but it is certainly not easy to understand. I would not dare to give this diagram to any business expert”. 

We see such problems in practice again and again. Other issues with such approaches are a lack of 

formal definition of the specification language and the embedding of natural language descriptions of 

real world processes in process specifications. Leopold et al. [7] write “Due to the extensive symbol 

set, a complete formalization of BPMN would introduce unnecessary complexity”. Our objective is to 

avoid such problems by (1) using a formally defined specification language, in combination with (2) a 

small set of mapping rules from expressions in the formal language to natural language expressions that 

are understandable in the user community (building on our earlier work presented in [8,9]). 

Essentially, the results of an RE-phase for a system to be developed consist of a description of the 

statics, describing the relevant data (structures), and of the dynamics, describing the relevant processes. 

The statics are often given in the form of a Conceptual Data Model. We propose to give the dynamics 

in the form of textual System Sequence Descriptions (tSSDs). Together, the statics and the dynamics 

constitute a complete conceptual ‘blue print’ of the system to be developed, as summarized in Table 1:  
 

Table 1.  Overview of concepts 
 

Aspect Problem Analysis result 

Statics / Data structure Conceptual Data Model 

 

Dynamics / Processes Textual SSDs 

 

 

Because Conceptual Data Models (CDMs) and Textual SSDs can be specified in a structured way, 

we were able to give complete mapping rules how, in a systematic way, CDMs and Textual SSDs can 

be mapped to (and therefore explained in) unambiguous expressions in natural language, say in English. 

Depicted schematically: 
 

 User world   Specifications  Specifications  

 expressed in     expressed in    expressed in 

 
 

Figure 1: Generating unambiguous natural language from unambiguous formal language 
 



We emphasize here that the question of the explanation of formally specified FRs to the user can be 

considered independent of the way the FRs were developed. Whether the requirements were developed 

linear, incremental, agile, or elsewise is immaterial for our purposes. And although we use one specific 

specification language, our approach is applicable to other formally and completely defined 

specification languages as well. We will limit ourselves to functional requirements which, of course, is 

not to deny the relevance of non-functional requirements! 

The rest of the paper is organized as follows. Section 2 considers related work. Section 3 zooms in 

on the possible meanings of explainability. Section 5 introduces the notion of textual SSDs. Sections 4 

and 6 give mapping methods to explain Conceptual Data Models and textual SSDs (respectively) in 

natural language to the user community. Section 7 zooms in on our early validation of the approach. 

Section 8 contains a discussion and Section 9 presents some conclusions.  

2. Related work 

Kossack et al. address our question in their paper “Improving the Understandability of Formal 

Specifications” [10]. The authors notice that reviewing a specification “relies on the assumption that 

the readers must be able to build a consistent and complete mental image of the model that is sufficiently 

precise to assess its correctness … Graphical notations, such as UML, are quite effective. Unfortunately, 

they lack the precise mathematical basis that is required to express and assert critical properties. On the 

other hand, mathematical-logical bases formalisms … are more appropriate for the latter purpose, 

however, they are difficult to understand”. We completely agree with this dichotomy, and also with 

their (readability) guideline to at least carefully choose the name of variables. However welcome such 

improvements are, we do not think that such an approach will solve the problem of understandability 

of specifications in a formal language by domain experts.  

Wiegers [11] has written that “a formal inspection of the software requirement specifications by 

project stakeholders who represent different perspectives is one way to determine whether each 

requirement has these desired attributes”. However, his quality characteristics do not mention 

“understandable”. While he observes that “only user representatives can determine the correctness of 

user requirements”, he does not discuss how users can be expected to do this with formal specifications.  

“A systematic literature review of use case research” by Tiwari and Gupta [12] discusses almost 120 

papers. They notice that in writing use cases “their inherent utilization of natural language and a 

behaviour of requirement documentation in a semi-conventional way, mean that they are affected by 

issues such as ambiguity, redundancy, inconsistency and incompleteness. Several efforts have been 

made by researchers in order to address these issues by formalizing both behavioural and structural 

aspects of the use case specifications”. However, the research is mainly about the production of 

formalized use cases and not about the issue how to validate a formalized use case by the average user. 

The authors found that “the most used inspection technique for use case validation is the checklist”, 

which is a rather indeterminate way of reviewing a formal specification.  

The systematic literature review by Yaman et al. [13] discusses 25 papers and mentions in its abstract 

that “In order to build successful software products and services, customer involvement and an 

understanding of customers’ requirements and behaviours during the development process are 

essential”, followed by their question/problem section which mentions learning from customers, but 

not learning by customers. It is not about a systematic validation of requirements either. The 

involvement of customers is about giving feedback about their experiences in using the software, not 

about a direct systematic validation of the requirements by the customer.  

The general impression is that the focus of the papers on requirements engineering seems to be on 

the process, the model, the modeller, the tools, and the software quality. However, the role of the user 

in the validation of the requirements gets little attention. The user seems to be reduced to a source whose 

needs are to be elicited by the requirements engineer, rather than as an addressee of the resulting 

requirements. This is corroborated by a scan of the tables of contents of the REFSQ conferences from 

2007 – 2021, where we observe that very few paper titles or abstracts indicate research on the issue how 

to present formally specified requirements back to the user community in such a way that genuine 

understanding and validation can be achieved. 



3. Explainability explored 

A basic question in exploring the concept of ‘explaining’ is: Who explains what to whom?   

Therefore, we clearly distinguish four different roles in software (SW) development involved: User, 

Requirements Engineer, Software Designer, and Programmer. This identifies the possible “who” and 

“whom” in explanations. The “what” concerns (1) user wishes / user world, (2) functional requirements 

specification, (3) software design, (4) software. This results in the diagram in Figure 2, showing 

interactions where an explanation could be given. The quoted parts below refer to the Oxford English 

Dictionary lemma ‘explain’ [14]: 
 

1. The users make their world & wishes “plain or intelligible” to the requirements engineer 

2. The requirements engineer will “state the meaning or import of” their FRs to the user 

3. The formal FRs the requirements engineer gives to the SW designer should be self-explaining;  

any necessary explanation would reveal a shortcoming in the FRs 

4. The SW designer does “make clear the cause, origin, or reason of” the SW design in relation to the 

FRs (i.e.: the designer shows how the design fulfils the requirements) 

5. Similar to 3: The design should be self-explaining 

6. Similar to 4: The programmer makes clear how the software fulfils the design 
 

Our paper focuses on Arrow 2: The explanation of the FRs back to the user.  
 

 
Figure 2: Who explains what to whom? 

4. Explainability of a given conceptual data model 

When defining a CDM, we use the notions of concept and property of a concept. A CDM usually 

consists of a set of concepts where each concept has a set of properties. A value for a property P might 

be optional, which we indicate by ‘[P]’. A property can be a Yes/No-property (a ‘Boolean’), in which 

case we use the form ‘P?’. A property P can refer to another instance of a concept, which we indicate 

by ‘^P’ (where P is usually the name of the referenced concept). A property or combination of properties 

of a concept might be uniquely identifying within that concept (a.k.a. a ‘key’). If a CDM consists of 

concept C1 with properties P1,1 , …, P1,n1 , concept C2 with properties P2,1 , …, P2,n2 (etc.), until concept 

Cm with properties Pm,1 , …, Pm,nm, then our ‘explanation’ runs as follows: 
 

The system needs to contain: 

• For each relevant C1: its P1,1 , …, and its P1,n1. 

• For each relevant C2: its P2,1 , …, and its P2,n2. 

⁞ 

• For each relevant Cm: its Pm,1 , …, and its Pm,nm. 



 

We added the word ‘relevant’ because not each individual C might be relevant for the organization. 

Furthermore, the following subsequent adaptions apply:  

1. If a value for a property P is optional then we replace ‘its P’ by ‘optionally its P’.  

2. If a property refers to another instance of a concept (so, is of the form ‘^P’)  

then we replace ‘its ^P’ by ‘a reference to its P’.  

(Hence, in case of an optional reference we get ‘optionally a reference to its P’.)  

3. If a property is a Yes/No-property (so ‘P?’) and P is a verb phrase then we use ‘whether it is P’ 

instead of ‘its P?’; if P is a noun phrase then we use ‘whether it is a(n) P’. 

4. If a concept C represents a human being then we use ‘his/her’ instead of ‘its’  

and ‘whether he/she is [a(n)] P’ instead of ‘whether it is [a(n)] P’. 
 

For each property (combination) P1, …, Pk of a concept C which is uniquely identifying within that 

concept, we can add the sentence  
 

‘The same value [combination] for P1, …, and Pk should not occur twice.’  
 

immediately after the complete sentence ‘For each relevant C: … .’. The word ‘combination’ can be 

left out if k = 1 (so if one property in itself is uniquely identifying).  

Alternatively, we could add all the uniqueness conditions under one separate heading, say 

‘Conditions’, but in that case we must mention the concept it applies to. We could then use a sentence 

like ‘There can be no two different Cs with the same value [combination] for P1, …, and Pk.’, as in 

our next example: 
 

 

Example 1: Explanation of a conceptual data model 

We give an example of a conceptual data model with one human being concept (Student) and two non-

human being concepts (Course and Course Enrolment), with some Yes/No-properties, some optional properties 

and some combinations thereof. Furthermore there is one uniqueness condition consisting of one property 

(Student number), and twice a uniqueness condition with two properties (e.g., Faculty, Course code); with the 

uniqueness property (combination) underlined: 

 

Student: Student number, Name, [ Phone number, ] [ Freshman?, ] Birth date 

Course: Faculty, Course code, Name, [ Master course?, ] Description 

Course Enrolment: ^Student, ^Course, Accepted? 

 

The explanation of this conceptual data model applying our ‘explanation rules’ would result in: 

 

The system needs to contain: 

• For each relevant Student: his/her Student number, his/her Name, optionally his/her Phone number, 

optionally whether he/she is a Freshman, and his/her Birth date. 

• For each relevant Course: its Faculty, its Course code, its Name, optionally whether it is a Master 

course, and its Description. 

• For each relevant Course Enrolment: a reference to its Student, a reference to its Course, and whether 

it is Accepted. 

 

Conditions: 

• There can be no two different Students with the same value for Student number. 

• There can be no two different Courses with the same value combination for Faculty and Course code. 

• There can be no two different Course Enrolments with the same value combination for Student and 

Course. 
 

 

Preceded by a short and simple legend explaining notions like optionality and uniqueness conditions, 

it should be well understandable by the customer. In principle, the users should be able to understand 

and confirm this, or correct this in case of incompleteness, ambiguity, or defect detection in the 

specifications/requirements. 

Note that the enumerations do not have limitations on the number of concepts, properties, or 

relationships. Hence, we can also handle ‘large’ conceptual data models, i.e., models with a large 

number of concepts, properties, and/or relationships. In that case, we get long enumerations of (simple) 

statements. For such large conceptual data models, it might be useful to spread the concepts over 

sections (‘sub-areas’), such as Shipping, Warehousing, and Production (and maybe a section General). 



We could extend the explanation by mentioning the data type per property as well, say by replacing 

Pj,k by Pj,k (being a date), by Pj,k (being a time), by Pj,k (being a date and time), by Pj,k (being an 

integer), by Pj,k (being a decimal number), by Pj,k (being a string), or by Pj,k (being a string of exactly 

n characters), etc. 

5. Textual SSDs 

As mentioned earlier, the dynamics / processes of FRs can be represented by textual SSDs, which 

are schematic depictions of the interactions between the primary actor (user), the system (as a black 

box), and other actors (if any), including the messages between them [15]. Following [8], we present 

here a grammar for textual SSDs, in BNF (Backus–Naur form). The terminals are written in bold. The 

nonterminal A stands for ‘atomic instruction’ (or step), P for ‘actor’ (or ‘participant’), M for ‘message’, 

S for ‘instruction’ (or SSD), N for ‘instruction name’, and D for ‘definition’: 
 

A  ::= P  P: M /* ‘X  Y: M’ means: ‘X sends M to Y’ 

P  ::= System│… 

S  ::= A│S ; S│begin S end│if C then S [else S] end 

   │while C do S end│repeat S until C│perform N 

   │S , S│maybe S end│either S or S end /* introducing non-determinism 

D ::= define N as S end 
 

Informally, the construct ‘s1, s2’ indicates that the order is irrelevant (‘do s1 and s2 in any order’), 

‘s1; s2’ indicates ‘do s1 first; then do s2’. The expression ‘perform N’ represents the Include or Call. 

‘Maybe s end’ means ‘do s or do nothing’, and ‘either s1 or s2 end’ means ‘choose between doing s1 

and doing s2’. System represents the system under consideration.  

The values for the nonterminals B, P, M, and N are application-dependent, or ‘domain specific’ 

(except the terminal System for the nonterminal P). Those values will appear during the development 

of the specific application. 

For atomic instructions where at least one actor/participant is System, we distinguish the following 

situations (where Actor  System): 
 

1.   Actor  System: i Indicates the input messages the system can expect  

2.   System  System: y Indicates the transitions or checks the system should make  

3.   System  Actor: o Indicates the output messages the system should produce 
 

Instruction (1) is called an input step, (2) an internal step, and (3) an output step. An atomic 

instruction not involving System is called an external step. A quite common, simple basic pattern is: 

input step, followed by an internal step, and then followed by an output step. 

6. Explainability of a given textual SSD 

We developed a mapping from textual SSDs to natural language (English in this case). The mapping 

rules originate from [9], but are slightly modified. Function F below inductively maps textual SSDs to 

English, assigning to each tSSD an expression in English in terms of the direct constituents of that 

tSSD, according to the compositionality principle [16]. Most mappings are straightforward, i.e., leave 

the language constructs as they are. The most important non-straightforward functions are: 
 

1. F(Actor  System: γ) ≝  the F(actor) asks the System to F(γ) /* for Actor  System 

2. F(System  Actor: γ) ≝  the System sends F(γ) to F(actor) /* for Actor  System 

3. F(Actor  Actor: γ) ≝  the F(actor) does F(γ) /* if the same actor is mentioned twice 
 

4. F(e1; e2)  ≝  F(e1). <newline> F(e2)  /* Sequential order is indicated by a dot 

5. F(e1, e2)  ≝  F(e1) and <newline> F(e2)  /* Arbitrary order is indicated by ‘and’ 
 

 

6. F(n) means: F(e) end /* if n was introduced by ‘define n as e end’ 
 

Ad 1-3: F(actor) often is a (human) user but it could be an external system as well 

Ad 3: If the same actor is mentioned twice, the step indicates what that actor has to do.  



 Often Actor = System 

Ad 6: This ‘follow-up’ can be put after the complete mapping of the main text 
 

See for the nature of the message γ in the basic steps the explanation of atomic instructions in Section 

5. For an actor, message, or instruction name x, F(x) could simply be x itself when it was well-chosen, 

as in Example 2. 

Essentially, the mapping boils down to replacing the basic steps by some standard sentence 

constructions, replacing ‘;’ by ‘.’ , replacing ‘,’ by ‘and’ , and replacing ‘define n as’ by ‘F(n) means:’. 

The marker ‘end’ in the NL expression is needed to indicate the end (the ‘scope’) of a construct in the 

same way as in the formal language; cf. the use of markers such as “[end remark]” in NL texts by 

authors such as E.W. Dijkstra.  

In [17] we applied the mapping rules to Larman’s well-known large use case Process Sale [15]. The 

following example contains an initial fragment of it after application of our mapping rules and keeping 

the originally bold texts in bold. The complete elaboration can be found in [17]. 
 

processSale means: 

The Cashier asks the System to make new Sale.  

The System does create Sale. 

While customer has more items do  

perform handleItem.  

The System sends description and running total to Cashier  

end.  

The Cashier asks the System to end Sale.  

⁞ 
end 

7. Early validation of the approach 

We not only applied our approach to Larman’s large use case Process Sale but also to a specification 

document we were working on. Size of its conceptual data model: >35 concepts, >180 properties, and 

> 65 references. It generated 5 to 6 pages of sentences in English. Preceded by a short and simple legend 

explaining notions like optionality and uniqueness conditions, the conceptual data model turned out to 

be well understandable by the customer. 

One of the authors has been working for many years in the food processing industry and has first-

hand experience with a rich variety of domain experts in the industry, ranging from the owners of 

companies to operators on the shop floor. This experience has taught two lessons: (1) for real validation 

you need to work with the people who are actually “doing the processes” (whose knowledge of the 

process is “by acquaintance” and not “by description”), and (2) the capability of discussing rigorous 

functional specifications is not dependent on educational or organisational level, but on the capability 

of reflecting on the process. 

One author applied the rules for generating NL-expressions for both the conceptual data model and 

the textual SSDs to our formal specifications. The other author (‘from industry’) subsequently assessed 

the understandability of the generated NL-specifications from the viewpoint of a typical domain expert 

(with first-hand knowledge of the processes and capable of reflecting on the processes). 

The results from this validation of our approach showed that (1) this kind of representation of formal 

specifications in NL-expressions can considerably improve the understanding and discussion of the 

formal requirements by the customer and (2) the choice of property names in the conceptual data model 

is a really delicate issue for the understandability of the expressions (as also signalled in [10]). 

Prototypes and test cases might be developed to check the behaviour in the user world. However, 

such prototypes and test cases are ‘just’ a means to an end but they cannot replace a complete check of 

the specifications. The customer must validate all the requirements as such. Therefore, we regard the 

generated NL-expressions as the crucial step in validation that must “serve as a basis for common 

agreement among all parties concerned”, to cite Barry Boehm [1]. 

 



8. Discussion 

The main question in this paper is how to achieve the combination of a full formal specification of 

the functional behaviour of the system (under development) with adequate explainability of that formal 

specification to the user community. The answer is based on the idea that any validation of the 

specification by the user community must be based on explainability (and understandability) of the 

system (under development) to the users.  

As argued before, the relevance of both conditions should be self-evident: we don’t want choices 

concerning the functional behaviour of the system “hidden” in the software. We want unreserved 

understanding by the user community of what will be delivered. Satisfying both conditions implies that 

the system behaviour can be fully known and accepted by the user community after a requirements 

phase. An additional point is that changing specifications later on (of course a normal phenomenon in 

a dynamic world) can be fully dealt with on the conceptual level, and does not require knowledge of 

implementation details.  

The main contribution of the paper is to provide a method for mapping formal specifications to 

expressions in natural language (NL), for the statics part as well as for the dynamics part; so for the 

complete conceptual ‘blue print’ of the system to be developed. 

This approach makes the formal specifications accessible and understandable for the users, without 

making concessions to the precision of the expressions. It is a necessary step in explaining the 

specifications to the users, in many cases to be followed by further discussions between user and 

requirement engineer about the meaning and impact of the specifications in the user world. But 

wherever such explanations and discussions may go, the reference for the system under development 

consists of the precise formal specifications and their mappings to understandable expressions in NL.  

9. Conclusions and Future Work 

In SW development, the specifications must simultaneously serve two purposes: providing a full 

formal specification of the system behaviour to be implemented, and being a basis for giving the user 

an understandable specification of the system under development to be validated. These two purposes 

are often considered to be conflicting, solutions either leaning towards formalism at the expense of 

understandability for the user, or leaning towards natural language descriptions at the expense of 

precision. In this paper we have shown that it is possible to have it both ways, by providing a full formal 

specification of the behaviour of the system under development in combination with syntax-driven 

mapping rules from the formal specifications to expressions in natural language. We have explored the 

different meanings of explainability in SW development, having separated (1) the user explaining “their 

world” to the requirements engineer to provide understanding, (2) the requirements engineer explaining 

their interpretation of the requirements to the user, providing insight in the relation between system and 

user world, (3) the SW designer explaining their design to the requirements engineer, demonstrating its 

completeness and conformity, and (4) similarly, the programmer explaining their software to the SW 

designer. In short: regarding functional behaviour, all formalization steps from user world to the system 

under development belongs to the domain of requirements engineering and formal specifications of 

functional behaviour are made accessible for user validation by generating expressions in natural 

language. All later discussions about the functional behaviour of the system can be based on the formal 

specifications only, making knowledge of its SW implementation unnecessary.  

 

Future work. Since we can specify Conceptual Data Models (CDMs) and Textual SSDs in a 

systematic way and are able to give complete mapping rules to map CDMs and Textual SSDs to 

descriptions in natural language, it is possible to develop a tool for the automatic generation of such 

descriptions. For large CDMs, it might be useful to spread the concepts over sections (and subsections), 

e.g., with sub-areas such as Shipping (which sub-area could be further subdivided into Inbound and 

Outbound), Warehousing, and Production (and maybe a necessary section General). And maybe there 

might arise a need for a subdivision of the properties within a concept as well. Such structuring still has 

to be investigated. Finally, it will be useful to do more empirical validation of our approach in customer 

projects.  
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