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Abstract

Even as more companies integrate artificial intelligence (AI) into their new products and services, little research outlines the strategic implications of such AI adoption. Therefore, the present study investigates how investors respond to announcements of new product innovations integrated with AI by non-software firms (AI-NPIs), with the prediction that they respond favorably if the firms feature a marketing department with substantial power; such firms likely possess the marketing resources and assets needed to ensure the success of AI-NPIs. An event study with a sample of 341 announcements by 77 S&P 500 firms between 2009–2018 supports this prediction. Furthermore, the relationship between marketing department power and investor response intensifies when the announcement (1) occurs in later innovation stages, (2) involves the sourcing of external innovation assets, and (3) refers to more complex innovations. These findings have both theoretical and managerial implications.
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Artificial intelligence (AI), supported by increased computing power, decreased computing costs, big data, and advancements in machine learning algorithms and models, is essential to marketing (Huang & Rust, 2021), especially as traditional, non-software firms integrate it into their new products (Forbes, 2019). Business spending on AI-based solution development already is expected to exceed $97.7 billion by 2023 (IDC, 2019). Automobile manufacturers have adopted AI for various use cases for example, ranging from cars with AI-embedded braking systems to totally autonomous, AI-driven cars. Such offerings evoke changes in customer behavior, marketing processes, and business models (Davenport et al., 2020), such that AI-embedded new product innovations (AI-NPIs)—defined as the integration of AI into new products and services introduced by non-software firms—represents a significant strategic and managerial challenge. However, academic investigation of AI-NPI’s strategic implications is still rare and lacking in detail (Huang & Rust, 2021).

In an effort to address this gap, we focus on how shareholders value AI-NPIs and gauge stock market responses to such announcements. Understanding how shareholders value AI-NPIs is relevant; such strategic initiatives can have unprecedented effects and unfamiliar outcomes, and marketers must get ahead of this knowledge curve (Grewal et al., 2020). Consider the distinct investor responses to two similar announcements by Ford and General Motors (GM), regarding their innovation efforts to develop autonomous delivery vehicles, released in February and October 2018, respectively. Ford’s stock price dropped by 4.7%; GM’s announcement led investors to bump its stock prices by 4.6%. That is, two announcements, both from leading automobile manufacturers and pertaining AI-NPIs, led to opposite outcomes.
indicating that investors expected GM would extract economic rents from its AI-NPI, but Ford would not. In that case, we confront a pressing research question: When and why do investors respond favorably to firms’ AI-NPIs?

We propose a framework derived from signaling (e.g., Connelly et al., 2011; Spence, 1973), screening (Bergh et al., 2014; Sanders & Boivie, 2004), and resource dependence (Salancik and Pfeffer, 1978) theories to answer this question. Specifically, we argue that even if AI-NPIs can produce rich technological and market opportunities, firms may struggle to establish viable marketing strategies and profitable business models for AI-NPIs, because the emerging technologies like AI remain in a state of constant flux (Srinivasan, 2008). Just announcing an AI-NPI may not be sufficient for investors to predict firms’ future cash flows, so they likely seek out and screen for additional information, such as the characteristics of the signaler (i.e., firm-level indicators) and the fit between the signaler and the signal (i.e., announcement), to establish their expectations (Connelly et al., 2011).

In screening for signaler characteristics, the unique capabilities offered by AI-NPIs also might influence investor responses in distinct ways. According to Puntoni et al. (2021), AI-NPIs help firms listen to customers, predict and respond to customer needs, provide social experiences, and produce delegated actions in real-time. In line with these benefits, we posit that marketing resources, competences, and assets, such as customer-connecting capabilities (Moorman & Rust, 1999), relational and intellectual market-based assets (Srivastava et al., 1998), and a market-oriented culture that emphasizes customer responsiveness and interdepartmental coordination (Kohli et al., 1993), increase the chances that a firm can use the unique capabilities offered by AI-NPIs to its advantage. Such marketing resources are intangible, so investors likely seek out indicators of whether a firm possesses such marketing resources. In particular, the power of the marketing department in a firm offers a relevant indicator; as resource dependence theory (RDT) posits, a department’s power depends on the extent to which its resources are critical for the firm’s success (Salancik and Pfeffer, 1978). Powerful marketing departments likely produce enhanced marketing resources, competences, and assets (Feng et al., 2015; Krush et al., 2015; Moorman & Rust, 1999; Verhoef & Leeflang, 2009), so investors can use marketing department power as an important indicator of the firm’s prospects and capacities to benefit from its AI-NPI effectively. Returning to the examples of Ford’s and GM’s AI-NPI announcements, we find in their 2017 annual proxy statements (DEF14A form) that GM’s top management team included 17% marketing executives, whereas Ford reported no marketing executives in this top level, in line with our reasoning.

Further, we apply RDT to predict that the positive relationship between marketing department power and investor response to announcements of AI-NPIs is moderated by characteristics of the innovation that may influence the perceived dependency on marketing resources for the success of an AI-NPI. These characteristics include the innovation’s stage, route, and complexity and investors may use it to assess the signal fit. Specifically, we argue that the relationship between marketing department power and investor response is strengthened when the AI-NPI (1) is at later innovation stages, (2) sources and absorbs external innovation assets, and (3) involves more complex innovations that incorporate (3a) product-platform-level (vs component-level) of AI adoption scope and (3b) fully autonomous (vs other) type of AI application in the NPI.

We test our hypotheses with 341 announcements of AI-NPIs by 77 firms listed in the S&P 500 over a ten-year period (2009 to 2018). Table 1 provides some illustrative announcement examples. The findings suggest that, on average, stock market responses to AI-NPI announcements do not differ significantly from zero, so investors avoid forecasting expected future cash flows solely on the basis of AI-NPI announcements. Rather, they respond positively to announcements by firms with more powerful marketing departments; we also find evidence of the hypothesized moderating effects of innovation characteristics.

The findings in turn make several contributions to innovation and marketing literature. First, we know of no prior investigations of the strategic value implications of AI-NPIs. By testing how investors assess and respond to firms’ signals of AI-NPIs, we clarify that mere signaling does not generate significant abnormal returns. Next, we offer new evidence regarding how a powerful marketing department can affect firm value (Feng et al., 2015; Srinivasan & Ramani, 2019), which also reveals an important avenue for continued research (Moorman & Day, 2016). As we demonstrate, a powerful marketing department can act as a reassurance and market indicator of the firm’s ability to extract economic rents from costly, risky investments, such as AI-NPIs. Finally, we offer the following three contributions to innovation literature. (A) Our study is the first to provide guidance on how and when complex AI-NPI can increase shareholder value. (B) We extend the literature on the relationship between different innovation characteristics and firm value (Borah & Tellis, 2014; Sood & Tellis, 2009) by establishing when the effects of different innovation characteristics on investor response tend to be stronger. (C) By outlining investors’ response process when they encounter AI-NPIs, we contribute to growing literature in the marketing domain pertaining to how innovation effects affect firm value in stock markets (Kim & Mazumdar, 2016; Sharma et al., 2018; Warren & Sorescu, 2017a, 2017b). We provide a summary of representative sample of studies from the extant innovation literature to highlight the abovementioned contributions of our study in Table 2. We also summarize the differences between
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<table>
<thead>
<tr>
<th>Company</th>
<th>Industry</th>
<th>Stage</th>
<th>Route</th>
<th>Scope</th>
<th>AI Type</th>
<th>Sample Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENERAL MOTORS CO</td>
<td>Manufacturing (transportation equipment)</td>
<td>Development</td>
<td>Make</td>
<td>Platform</td>
<td>Autonomous</td>
<td>General Motors Corporation (NYSE: GM), a United States-based automaker, has started development of its own autonomous vehicle technology... the automaker is trying out its self-driving technology on a Cadillac SRX crossover... General Motors announced its plans to introduce Cadillac models in two years that incorporate hands-free driving. GM’s “Super Cruise” semi-automated technology will automatically keep a vehicle in a specific, properly equipped freeway lane, making necessary steering and speed adjustments in bumper-to-bumper traffic or long highway trips... However, unlike the driverless vehicle being tested by Google, GM’s system will require drivers to remain attentive and ready to resume control of the vehicle.</td>
</tr>
<tr>
<td>GENERAL MOTORS CO</td>
<td>Manufacturing (transportation equipment)</td>
<td>Development</td>
<td>Make</td>
<td>Component</td>
<td>Autonomous</td>
<td>General Motors announced its plans to introduce Cadillac models in two years that incorporate hands-free driving. GM’s “Super Cruise” semi-automated technology will automatically keep a vehicle in a specific, properly equipped freeway lane, making necessary steering and speed adjustments in bumper-to-bumper traffic or long highway trips... However, unlike the driverless vehicle being tested by Google, GM’s system will require drivers to remain attentive and ready to resume control of the vehicle.</td>
</tr>
<tr>
<td>NIELSEN HOLDINGS PLC</td>
<td>Services (engineering, accounting, research, management, and related services)</td>
<td>Launch</td>
<td>Make</td>
<td>Platform</td>
<td>Augmented</td>
<td>Nielsen (NYSE: NLSN) today launched its Nielsen Marketing Cloud... clients will be able to leverage... Nielsen AI—a unique machine learning technology that responds to real time shifts in consumer behavior and composition...</td>
</tr>
<tr>
<td>WALMART INC</td>
<td>Retail trade (general merchandise stores)</td>
<td>Initiation</td>
<td>Buy</td>
<td>Component</td>
<td>Augmented</td>
<td>Walmart to pay $16 billion for majority stake in Indian e-commerce firm Flipkart... Walmart highlighted that Flipkart, founded in 2007, has led India’s eCommerce revolution, growing rapidly, earning customer trust and leveraging a powerful technology foundation, including artificial intelligence... with well-known platforms such as Myntra, Jabong and PhonePe, Flipkart is uniquely positioned to leverage its integrated ecosystem, which is defined by localized service, deep insights into Indian customers and a best-in-class supply chain...</td>
</tr>
<tr>
<td>3 M CO</td>
<td>Manufacturing (paper &amp; allied products)</td>
<td>Launch</td>
<td>Buy</td>
<td>Platform</td>
<td>Augmented</td>
<td>Propeller Health launches Air—a free service to inform people of asthma conditions in their area... the 3 M backed venture introduced “Daily Asthma Forecast”, which leverages machine-learning to create personal predictions of asthma conditions...</td>
</tr>
<tr>
<td>SCHLUMBERGER LTD</td>
<td>Mining (oil &amp; gas extraction)</td>
<td>Initiation</td>
<td>Ally</td>
<td>Platform</td>
<td>Autonomous</td>
<td>Liquid Robotics, Inc. and Schlumberger today announced the creation of Liquid Robotics Oil &amp; Gas, a joint venture to develop services for the oil and gas industry using Wave Gliders, the world’s first wave-powered, autonomous marine vehicles...</td>
</tr>
<tr>
<td>ACCENTURE PLC</td>
<td>Services (engineering, accounting, research, management, and related services)</td>
<td>Launch</td>
<td>Ally</td>
<td>Component</td>
<td>Assisted</td>
<td>Accenture Launches Cloud Suite for Oracle to Accelerate Clients’ Move to the Cloud... the robust cloud suite offers a customized bridge to enable personalized journeys to the cloud... the Cloud Suite encompasses Automate – Removes manual work from implementations and migrations to the cloud with automated tools for DevOps, migration (Accenture Cloud Connect), testing and environment provisioning. Automate also features new and exciting Artificial Intelligence &amp; Robotic Process Automation tools and solutions...</td>
</tr>
</tbody>
</table>
AI- and other-NPIs, which we will discuss in detail in the theoretical development section, in Table W11 of the Web Appendix.

In the next section, we offer our theoretical, conceptual framework. Then we outline our research methodology, including data sources, variable operationalization, and model specification. After we present the findings from the hypotheses tests, we conclude with a general discussion of the contributions, implications, and limitations of our study.

**Theoretical framework**

To understand how marketing department power affects investor responses to AI-NPI announcements, we develop a conceptual framework using information asymmetry, signal, screening, and RDT. Information asymmetry theory acknowledges the imperfect information available in transactions of multiple parties (Stiglitz, 2002), such that one party lacks complete information about the quality or behavioral intentions of the other party. To resolve information asymmetry, signaling theory predicts that a sender, who is the party with more information (e.g., managers), sends signals to a receiver, or the party with incomplete information (e.g., investors), seeking to influence the receiver’s behavior (Spence, 1973, 1974). In our research context, firms might attempt to signal their quality and future performance (Connelly et al., 2011) to investors by announcing AI-NPIs. But investors still might not be able to estimate future cash flows on the basis of these announcements, because the emerging technologies underlying the new products are so complex, fast-evolving, and uncertain (Srinivasan, 2008). Therefore, investors screen for additional signals or indicators to resolve the information asymmetry and develop accurate expectations of the firm’s prospects (Bergh et al., 2014; Sanders & Boivie, 2004).

According to Connelly et al. (2011), in response to signals from firms, investors might seek additional information to assess the signaler’s veracity to determine if the firm really possesses the unobservable quality that it claims, and the signal fit, which represents the extent to which the signal’s characteristics are congruent with the firm’s unobservable quality. In turn, investors respond more favorably if they perceive that the firm possesses high signaler veracity, especially if the signal characteristics fit well with the firm.

**Signal fit** The characteristics of the signal need to correlate with the signaler’s veracity and unobservable qualities (Connelly et al., 2011). For example, if the signal suggests that the innovation requires resources and competences held by the firm’s powerful marketing department, it should heighten perceptions of signal fit. In RDT, dependence on a powerful actor increases if the resources it possesses (1) have low perceived substitutability (Emerson, 1962; Hinings et al., 1974; Yli-Renko et al., 2001), (2) facilitate absorption of external resources (Barney, 1991; Harrigan & Newman, 1990; Pfeffer, 1976), and (3) help mitigate uncertainties and associated risks (Pfeffer & Salancik, 2003; Ruekert & Walker, 1987). Building on these notions, we predict that the relationship between marketing department power and investor responses is moderated by (1) the innovation stage because the substitutability of marketing resources varies in different stages of the innovation; (2) route to innovation because the marketing department’s role as a knowledge integrator to help the firm absorb external knowledge varies based on whether the innovation assets are developed internally or sourced from external sources; and (3) innovation complexity because the degree of uncertainty and risks varies based on the complexity of the NPI. While we discuss these innovation characteristics and how they affect investor response to AI-NPI in detail in subsequent sections, we also provide a summary of the terminologies in Table W12 of the Web Appendix.

**Hypotheses development**

**Marketing department power and investor response to AI-NPI announcements**

A powerful marketing department can improve firm performance by ensuring a clear focus on building, protecting, and leveraging market-based assets (Feng et al., 2015). Market-based assets can be intellectual or relational; they arise out of a firm’s interactions with members of the external environment, such as suppliers, customers, and competitors (Srivastava et al., 1998, 2001). These intangible assets are critical to the firm’s ability to manage its market and marketing ecosystem (Hewitt et al., 2021), and can be used to support its innovation initiatives and overcome uncertainties or risks associated with entering new markets (Srivastava et al., 1998). A powerful marketing department—a key indicator of marketing leadership (Srinivasan & Ramani, 2019)—likely advocates for building and protecting market-based assets, such as brands, channel partnerships, customer relationships, and market knowledge (Feng et al., 2015). Further, firms
with powerful marketing departments are also more effective in deploying their market-based assets when pursuing growth opportunities, in that they attract more and higher quality resources through strong interdepartmental coordination efforts and top management attention (Feng et al., 2015). That is, the powerful marketing department is not just a custodian of market-based assets but also an effective manager of the related resources. As we have argued, a powerful marketing department that maintains these market-based assets also provides an indication of signaler veracity, because it can use its resources and competences to exploit the unique capabilities of AI-NPIs (Puntoni et al., 2021). For each of the capabilities linked to AI-NPIs (i.e., listening to customers, predicting and responding to customer needs, providing social experiences, and providing delegation experiences), we detail our predictions about the influence of the market-based assets that a powerful marketing department can build and access.

First, AI-NPIs enhance a firm’s listening capability because they can collect real-time data about customers and their environment through interactions, sensors, and wearable devices (Cukier, 2021; Puntoni et al., 2021). For example, GM’s “Marketplace,” an on-demand, in-car commerce platform that can be used while driving, gathers a vast range of data from real-time customer interactions, contexts (e.g., location, time of the day), and historical transactions. Such extensive data collection experiences also may threaten customers’ perceptions of ownership and control over their data, which can lead to negative responses, such as negative affect, moral outrage, or psychological reactance (Puntoni et al., 2021). Therefore, a firm introducing such an innovation needs the capability to identify customers for whom the benefits of the offering outweigh the risks (Bettany & Kerrane, 2016); it also should be able to build relational, market-based assets (Feng et al., 2015; Srivastava et al., 1998, 2001), such as customer trust, through its effective management of customer relationships and effective communication about the exchange (Cukier, 2021). A powerful marketing department, with its strong customer-connecting abilities (Moorman & Rust, 1999) and enhanced abilities to build and manage market-based assets (Feng et al., 2015), signals that the firm possesses the requisite resources and competences, including intellectual and relational assets, to mitigate customers’ privacy concerns about AI.

Second, with AI-NPIs, firms can predict and respond to customer needs in real time (Puntoni et al., 2021), such as with personalized recommendations that reflect customers’ “in-use” data (Kopalle et al., 2020). The ability to anticipate and respond to customer needs is essential to developing critical capabilities to survive in the fast-evolving market environment (Day, 2011; Kalaigianam et al., 2021). If firms seek to classify and categorize customers, according to their tastes and preferences, AI can be an excellent tool that can assess large amounts of information, even in real-time during customer interactions. For example, Walmart’s Polaris search engine helps shoppers browse, discover, and purchase items efficiently and intuitively, such that it delivers highly relevant results in response to their searches, then helps them discover new items. However, such classification tasks demand high levels of accuracy because incorrect classifications can cause customers to feel misunderstood or discriminated (Puntoni et al., 2021). To minimize classification errors, firms need their marketing departments to manage the quality and scope of customer intelligence (e.g., Cukier, 2021; Puntoni et al., 2021). A powerful marketing department prioritizes customer-centricity and customer relationship management, which itself involves a holistic approach to customer intelligence management. Because a powerful marketing department can manage intellectual and relational market-based assets well, it serves as an indicator of the success of AI-NPIs.

Third, a firm can provide social experiences in the form of real-time, reciprocal communication through AI-NPIs (Puntoni et al., 2021). For example, social robots offer emotionally meaningful service experiences (e.g., Miao et al., 2021; van Doorn et al., 2017). Such social experiences prompt an organic, emotional connection between customers and the brand, enhancing customers’ self-brand connections (MacInnis & Folkes, 2017) and engagement (Hollebeek et al., 2021), as well as their perceived brand equity (Keller, 1993). In turn, managing customers’ brand engagement can inform the success of AI-enabled social experiences. The marketing function is responsible for managing brand-related resources and competences, and a powerful marketing department likely possesses these critical resources.

Fourth, AI-NPIs provide a delegation experience. Customers rely on the AI solution to perform tasks they otherwise would do (Puntoni et al., 2021), such as placing an online order, booking an appointment, or driving to work. While these delegation experiences may help customers feel empowered, they may also increase perceptions of lower self-efficacy and concerns about being replaced (Puntoni et al., 2021). To identify appropriate opportunities for delegation experiences, firms need higher service orientation and the recognition that customers rely on their products to do things, not to be things (Cukier, 2021). For example, an announcement about autonomous cars by GM in 2016 details its intentions to “redefine traditional car ownership” by providing various services, such as on-demand ridesharing, short-term rentals, connected experiences, and personalized mobility services. Such a service-centric view aligns with a market-oriented culture (Vargo & Lusch, 2004). Strong marketing departments encourage market-oriented cultures that feature dedicated customer orientations (Homburg et al., 2015; Kiessling et al., 2016; Krush et al., 2015; Verhoeuf & Leeflang, 2009) and close interdepartmental coordination (Feng et al., 2015). Therefore, a powerful marketing department should...
signal an organization-wide market-oriented culture, which enhances the likely success of AI-NPIs. Combining our reasoning related to each capability, we hypothesize:

**H1** There is a positive relationship between the firm’s marketing department power and investor responses to AI-NPI announcements.

**Moderating effects of innovation characteristics**

**Innovation stage** According to RDT, market actors depend more on resources that are less substitutable (Emerson, 1962; Hinings et al., 1974; Yli-Renko et al., 2001). We posit that investors’ perceptions of signal fit improve when the substitutability of the marketing resources that support the success of AI-NPIs is low, as exists in later innovation stages. Innovation stages might be initiation, development, and commercialization (Sood & Tellis, 2009), which reflect the innovation’s market readiness (Präšnikar & Škerlj, 2006), and different resources and competences are needed at different stages (Kelm et al., 1995; Story et al., 2011). Although the marketing department has a key role for all three stages, we argue that the substitutability of its resources and competences will likely decrease as innovation progresses from initiation to commercialization for the following two reasons.

First, along with significant customer benefits, AI-NPIs may result in negative psychological consequences for customers (Puntoni et al., 2021), which can be impediments to new product success. The salience of these negative customer outcomes likely is particularly high in later innovation stages, when customers start sharing their concerns and usage experiences publicly. According to Cukier (2021), among businesses offering AI-NPIs, those that can (1) educate customers about why they collect data, (2) communicate effectively about the value exchange, and (3) achieve customer intimacy and trust can mitigate negative customer outcomes. Therefore, dependence on the marketing department’s resources and competences, such as customer-connecting capabilities, should increase in later innovation stages, when negative customer outcomes threaten to arise.

Second, AI is still an emerging technology that evokes uncertainty, especially about the reasoning for its algorithms’ outputs (e.g., Puntoni et al., 2021; Rai, 2019), which in turn can increase the perceived risk of adopting AI-NPIs. To counter such perceived risks, firms need to rely on their brand-related assets, especially during later stages of innovation (Chandy & Tellis, 2000; Dowling & Staelin, 1994; Eggers & Eggers, 2021; Sorescu et al., 2003; Srinivasan et al., 2009). Thus, we hypothesize that:

**H2** The positive relationship between the firm’s marketing department power and investor responses to AI-NPI announcements is strengthened when the announcements are made during (a) development and (b) commercialization stages of the innovation process, compared with the initiation stage.

**Route to innovation** New product innovations might emerge from three broad strategies for expanding an innovation portfolio: make, or internally developing the new product; buy and acquire innovation-related assets, such as patents, technology, and product, from outside sources; or ally, which entails collaborating with external entities, such as other firms and universities, to develop the innovation (Borah & Tellis, 2014; Geyskens et al., 2006; Kalaignanam et al., 2017). For several reasons, we anticipate that the two external routes to innovation (buy or ally) heighten the perceived criticality of marketing resources. In particular, according to Srinivasan (2008), integrating emerging technologies into new products requires shifting the locus of innovation outside the firm (especially for non-software firms, as we study), because these emerging technologies arise from the convergence of several distinct technology inputs that are nearly always located across several firms or even different industries. Thus, they need access to external knowledge, to enhance their own knowledge stores (Johnson et al., 2004), which in turn requires a knowledge integrator within the firm (Krush et al., 2015), to organize and disperse that knowledge. Marketing often functions as an effective knowledge integrator in interorganizational settings (Achrol & Kotler, 1999), enabling information to flow in from external resources and then out to other departments, due to its ability to integrate insights and then create, communicate, and deliver differentiated value in the marketplace (Krush et al., 2015; Srivastava et al., 1999).

Because emerging technologies feature complexity, span distributed knowledge domains, and evolve quickly, a new product innovation that includes them likely requires a difficult, time consuming, and highly unpredictable process (Srinivasan, 2008). External resources can help firms persist in this process (Barringer & Harrison, 2000; Haleblian et al., 2009; Hillman et al., 2009; Pfeffer and Salancik, 1978); a powerful marketing department also can offer valuable marketing resources. If it can exchange critical marketing resources for higher quality external innovation assets, it might exert greater influence, due to the complementarity of the interfirm technology and marketing resources (Katila et al., 2008). These complementary resources enable access to external innovation assets, so dependence on marketing resources, and the marketing department, should be greater when firms source external innovation assets.
<table>
<thead>
<tr>
<th>Study</th>
<th>Type of Announcements</th>
<th>Multiple Industries?</th>
<th>Marketing in TMT</th>
<th>Technology Adoption</th>
<th>Technology-Based Innovations?</th>
<th>Innovation Characteristics</th>
<th>Innovation Stage</th>
<th>Route to Innovation</th>
<th>Innovation Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sorescu et al. (2003)</td>
<td>Radical innovations</td>
<td>X(Pharma)</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X (Radical vs breakthrough)</td>
<td>X</td>
<td>X</td>
<td>✓ (Radical vs incremental)</td>
</tr>
<tr>
<td>Sorescu et al. (2007)</td>
<td>New product preannouncements</td>
<td>X(High-tech)</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>Preannouncements only</td>
<td>X</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Sood and Tellis (2009)</td>
<td>Different innovation stages of innovation projects</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Initiation only</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Borah and Tellis (2014)</td>
<td>Make, buy, ally (i.e., route to innovation)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Initiation only</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Wu et al. (2015)</td>
<td>Different innovation stages of horizontal innovation collaborations</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓ (Radical vs incremental)</td>
<td>Alliances only</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Kim and Mazumdar (2016)</td>
<td>Trade show demonstrations</td>
<td>X (Automotive)</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓ Control variable</td>
<td>✓</td>
<td>✓</td>
<td>✓ Control variable (Product scope and complexity)</td>
</tr>
<tr>
<td>Sharma et al. (2018)</td>
<td>New product introduction process</td>
<td>X(Pharma)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓ Control variable</td>
<td>✓</td>
<td>✓</td>
<td>✓ Control variable (New to market as control variable)</td>
</tr>
<tr>
<td>Dotzel and Shankar (2019)</td>
<td>Business or consumer service innovations</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓ Control variable</td>
<td>✓</td>
<td>✓</td>
<td>✓ Control variable (Adoption scope and AI type)</td>
</tr>
<tr>
<td>Present Study</td>
<td>AI adoption in new product innovations by non-software firms</td>
<td>✓</td>
<td>✓ (Marketing dept power)</td>
<td>✓ (AI adoption)</td>
<td>✓</td>
<td>✓ Control variable</td>
<td>✓</td>
<td>✓</td>
<td>✓ Control variable (Adoption scope and AI type)</td>
</tr>
</tbody>
</table>
Innovation complexity  Innovation complexity relates to the technical standards of the product and can be represented by the number of components, component interfaces, and subsystems in a product architecture (Clark & Wheelwright, 1993; Patel et al., 2014; Rogers, 2003). It increases uncertainty and risks for both firms (Ethiraj et al., 2012) and customers (Hoeffler, 2003), which may undermine market adoption of the new product (Arts et al., 2011). To gauge innovation complexity, we use two factors: AI adoption scope and the type of AI. The scope measure pertains to whether AI is adopted at a product-platform or component level. The product-platform level comprises subsystems and interfaces that form a common structure from which a family of related products can be developed and produced efficiently (Sawhney, 1998). For example, an automobile manufacturer can adopt AI to develop autonomous cars, as a product-platform–level adoption, but also to develop smart braking systems, which is a component-level adoption. The former comprises multiple components, interfaces, and subsystems, so such innovations are more complex. Then the type of AI might be determined by its business application, as assisted, augmented, or autonomous (Garbuio & Lin, 2019). As a measure of innovation complexity, autonomous AI is the most complex, because it requires incorporating various structured and unstructured data collected by multiple components and sensors and then completing a task without any human intervention (Davenport et al., 2019).

In turn, we argue that innovation complexity positively moderates the relationship between marketing department power and investor responses. First, from an inside-out perspective, complex innovations require critical resources and competences provided by the marketing department. For example, to introduce product-platform innovations, firms must take advantage of their insights about customer behavior to identify segments of early adopters who might provide a foundation and base for expansion into other segments or markets (Sawhney, 1998). Similarly, autonomous AI increases the delegation experience (Puntoni et al., 2021), so firms need a service orientation mindset to market these products to customers (Cukier, 2021), which aligns with a market-oriented culture (Vargo & Lusch, 2004). Such complex innovations also entail more complex strategic decisions, which likely involve multiple departments and top management attention (Ethiraj et al., 2012; Robertson & Ulrich, 1998). Powerful marketing departments facilitate a market-oriented culture (e.g., Verhoef & Leeflang, 2009) and encourage interdepartmental coordination and can direct managers’ attention to strategic issues (Feng et al., 2015). Second, from an outside-in perspective, innovation complexity increases product-related uncertainty for customers (Hoeffler, 2003) and may disrupt market adoption (Arts et al., 2011). Similar to our reasoning related to emerging technologies, countering such uncertainties likely demands marketing resources, such as brand-related assets (Chandy & Tellis, 2000; Dowling & Staelin, 1994; Eggers & Eggers, 2021; Sorescu et al., 2003; Srinivasan et al., 2009).

**H4** The positive relationship between a firm’s marketing department power and investor responses to its AI-NPI announcements is strengthened when the (a) AI adoption scope involves the product-platform level (cf. component level) and (b) AI is autonomous (cf. other applications).

We present our conceptual framework in Fig. 1 and summarize the hypotheses in Table 3.

**Research methodology**

**Sample selection**

We use two criteria to select sample firms and still obtain a sufficient sample of announcements. First, larger firms are more likely to invest in emerging technologies (Chandy & Tellis, 2000; Spiceworks, 2019). Second, we sample firms listed on U.S. stock market, so that we can gather data about investor responses. Therefore, we rely on the list of Standard & Poor 500 (S&P 500) firms for our study, similar to previous marketing research (Bendig et al., 2018; Bommaraju et al., 2019). We obtain a list of constituent firms for 2019, from which we remove firms assigned to the “Computer Programming, Data Processing, and other Computer Related Services” category (standard industrial classification [SIC] 7371–7379), to ensure our focus on non-software firms. We also exclude Amazon and Netflix, whose operations rely extensively on software programming, such that introducing AI in their products would not qualify as an instance of AI-NPI as we have defined it. Furthermore, we exclude utilities (SIC 4900–4949) and financial firms (SIC 6000–6999), whose financial policies are subject to statutory capital requirements or regulatory supervision (Colla et al., 2013; Saboo et al., 2017). Thus, the sampling frame includes 324 firms, which we review for the decade between 2009 and 2018.

To identify announcements of new AI-NPIs, we develop a list of keywords by building on insights from previous

---

1 We thank the anonymous reviewer for suggesting the inclusion of “type of AI” in our model.
studies. For example, Garbuio and Lin (2019) outline three fundamental uses of AI by businesses: assisted (e.g., robotic process automation), augmented (e.g., personalization, fraud detection), and autonomous (e.g., driverless cars, chatbots). In turn, we include three sets of keywords in our searches: (1) “robotics”, “robotic process automation”, and “RPA” for assisted AI; (2) “machine learning”, “deep learning”, and “neural network” for augmented AI; and (3) “autonomous”, “chatbot”, “virtual agent”, “digital assistant”, “natural language processing”, “NLP”, and “computer vision” for autonomous AI. In addition, we include generic keywords such as “artificial intelligence” and “AI” to identify as many potential use cases as possible.

To compile announcements by sample firms, we then searched Factiva for each firm’s name and the “new products and services” filter. The criteria for including an announcement in the final sample require it to refer to a new product or service introduction, with at least one component based on AI. The final sample consists of 341 announcements by 77 firms, from the list of 324 eligible S&P 500 firms we identified.

Event study

We used an event study methodology (Sorescu et al., 2017) to test our hypotheses. It relies on the efficient market hypothesis, which holds that the stock price of a firm adjusts to reflect new information, based on investors’ expectations of the firm’s future performance. The effect of new information on future performance expectations can be captured as abnormal returns, or stock returns in excess of the expected returns, based on actual market returns. Such methodologies are widely used in marketing (e.g., Boyd & Spekman, 2008; Kalaignanam & Bahadir, 2013; Swaminathan & Moorman, 2009), because they can (1) accurately isolate and reflect immediate responses to newly available information with minimal confounds; (2) measure expected future cash flows, because the stock market response is a forward-looking measure, and the full benefits of innovation may not be realized for several years (Raassens et al., 2012); and (3) support controlled quasi-experiments, in which post-event stock price behavior is tested relative to expected pre-event behavior, with a direct causal inference (Srinivasan & Hansens, 2009). To calculate the expected returns for the event firms, we use a standard market model estimation, as recommended by finance (e.g., Dong, Li, et al., 2021; Dong, Young, et al., 2021; Fama, 1998, 2001; Mun, 2021) and marketing (e.g., Sorescu et al., 2017) scholars for short-term event studies and as has been used widely (e.g., Bhagwat et al., 2020; Lee et al., 2016). As robustness checks, we also conduct four-factor model estimations to calculate expected returns.

The estimation window for expected returns spans 240 trading days ($t = -250$ to $t = -10$). With a generalized autoregressive conditional heteroskedasticity (GARCH) estimation, we
can produce more efficient estimates (Corhay & Rad, 1996; Talay et al., 2019). We calculate the abnormal returns as the difference between actual and expected returns:

\[ AR_{it} = R_{it} - E[R_{it}] \]  

(1)

where, for firm i on day t, \( R_{it} \) is the daily return, \( E[R_{it}] \) is the expected return, and \( AR_{it} \) is the abnormal return. Finally, we compute cumulative abnormal returns (CAR) for several windows around the event day to address the possibility of information leakage or spillovers in the stock market (Bhagwat et al., 2020; Geyskens et al., 2002). The CAR for the span between \( t_1 \) and \( t_2 \) is the sum of abnormal returns on the stock from \( t_1 \) to \( t_2 \). Therefore,

\[ CAR_{t1 \rightarrow t2} = \sum_{t_1}^{t_2} AR_{it} \]  

(2)

**Measures**

We summarize the operationalization and data sources for each variable in Table 4.

**Dependent variable (CAR \([t_1, t_2]\))** To compute CAR, we need to include at least one day prior and one day after the announcement date, to account for potential information leakage and dispersion across investors (Sorescu et al., 2017; see also Bhagwat et al., 2020; Swaminathan & Moorman, 2009). The choice of shorter windows for CAR can be justified “if the purpose is to solely determine the direction of the effect caused by the event, rather than to accurately capture the entire change in stock prices that can be attributed to the update in expectations caused by the event” (Sorescu et al., 2017, p. 193–194). As our study is concerned with capturing how investor expectations are affected by the announcement of AI-NPIs, we report results for a five-day window of two days before and after the event, \([-2, +2]\), to ensure that we capture the entire range in stock prices attributable to changes in investor’s expectations due to the announcement more accurately. As a robustness check, we also report CARs computed using other time windows (e.g., \([-1, +2]\)) and estimation methods (e.g., four-factor model, ordinary least squares).

**Independent variable** We operationalize the firm’s marketing department power by calculating a principal component analysis score for five items (Feng et al., 2015; Srinivasan & Ramani, 2019): (1) ratio of the number of marketing executives to the total number of executives in the top management team (TMT), (2) compensation of marketing TMT executives relative to all TMT executive compensation, (3) highest level of marketing TMT executives in the TMT hierarchy, (4) cumulative levels of all marketing executives in the TMT, and (5) the number of unique job responsibilities in the job titles of marketing TMT executives. All items are scaled relative to each year’s industry average of the respective item, according to the primary SIC listed by the firm. Then to compute relative marketing department power (RELMDP), we use a standardization approach (Campello, 2006; Kurt & Hulland, 2013) and divide the difference between the firm’s marketing department power and the marketing department power of all other firms in the same two-digit industry by the standard deviation of the industry. In robustness checks, we report analyses based on an absolute measure of marketing department power.

**Moderators** We code the innovation-specific proposed moderator variables manually, using information provided in the announcements. Two independent coders reviewed all announcements and achieved inter-coder agreement greater than 86%; the few differences were resolved by discussion.

We operationalized innovation stage (STAGE), in line with Sood and Tellis (2009), as a three-part variable. The initiation stage includes announcements about funding (grants, advanced orders, funded contracts), alliance formation events (joint ventures, acquisitions), and expansions into new innovation projects. The development stage refers to prototypes and related events (working prototypes, exhibitions, new materials, equipment, and processes). patents, and preannouncements (i.e., more than one week ahead). Then in the commercialization stage, we find new product launches (initial shipments, new applications) and awards (external recognition of quality).

We follow Borah and Tellis (2014) in operationalizing the innovation route (ROUTE). A firm relies on a make strategy if the announcement indicates that it will develop the new product internally. It follows a buy strategy if the announcement describes acquiring some other firm, entirely or in part, explicitly to add AI to new products. Finally, we identify an ally route to innovation if the new product announcement mentions the firm collaborating with one or more external entities, such as in joint ventures, co-development efforts, technology licensing agreements, contracting with expert(s) or vendors, collaborating with universities or other research institutes, and participation in networks.

Finally, adoption scope (SCOPE) is a dummy variable, coded 1 if AI is adopted at the product-platform level and 0 at the component level. Then the type of AI (AI_TYPE) is another dummy variable, equal to 1 if the new product announcement refers to autonomous AI and 0 otherwise. Although we note three potential types of business applications, only two announcements in our sample refer to assisted AI, so we combine augmented and assisted AI as others, which takes a value of 0.
Control variables  We use several control variables, at different levels. First, regarding market focus (MARKET), our sample of S&P 500 firms with global operations might release announcements directed at specific markets, so we include a dummy variable, coded as 1 if the new product announcement indicates it is for the U.S. market and 0 otherwise. Events in different markets may lead to different outcomes (Zou et al., 2020). We relied on the same manual coding process, and the coders did not raise any disagreements about this variable.

Second, at the firm level, we use financial leverage (LEV), firm size (SIZE), and slack resources (SLACK) as control variables to capture various forms of firm resources, which in turn define the firm’s ability to invest in new growth opportunities, such as new products with emerging technologies (e.g., Chandy & Tellis, 2000; Fang et al., 2008; Kurt & Hulland, 2013; Lee & Grewal, 2004; Lenz et al., 2017). We operationalize financial leverage as the ratio of the firm’s long-term debt to total assets; firm size as its total assets; and slack as the result of the principal component analysis of retained earnings to asset and working capital to asset ratios. Moreover, we control for sales growth at the firm level (SGR), because it might reflect the results of the firm’s previous innovations (Ataman et al., 2008; Ittner & Larcker, 1997) and also affect innovation and associated outcomes (Luo & Du, 2015). We compute sales growth as year-on-year growth in the company’s revenues. Furthermore, strategic emphasis (STEMPH) is the extent to which the firm leans toward value creation or value appropriation (Mizik & Jacobson, 2003). If we measure the difference between R&D and selling, general, and administrative (SG&A) expenses, scaled to total assets, positive values indicate a stronger emphasis on value creation, whereas negative values indicate an emphasis on value appropriation. We use SG&A instead of advertising expenses because nearly half the firms in our firm do not report advertising expenses. Finally, to be consistent with the relative measure of the firm’s marketing department power (RELMDP), we apply a similar standardization procedure to calculate relative values of all the firm-level control variables.

With regard to industry-level factors, we control for competitive intensity (HHI), industry sales growth (INDSGR), and the firm’s membership in a manufacturing industry (MANF), because industry contexts influence strategic initiatives (Lee & Grewal, 2004) and thus firm performance (Fang et al., 2008). Competitive intensity is assessed with the Herfindahl–Hirschman index (HHI), the industry’s sales growth indicates year-on-year growth in industry sales, and membership in a manufacturing industry is a dummy variable that indicates if the firm’s SIC is between 20 and 39.

Model specification

In addition to the information provided in the announcement, investors only have access to publicly available, firm- and industry-level observable factors to update their beliefs about a firm’s future performance. Therefore, we specify the model using CAR [-2, +2] as the dependent variable and one-year lagged measures of all firm- and industry-level control variables including marketing department power as the key firm-level independent variable. That is, investors likely use only publicly available firm- and industry-level information, referring to prior time periods. We specify the model with firm-level clustered standard errors to account for heteroskedasticity. Thus, for firm i and announcement j during year t, we specify:

\[
CAR_{ij} = \alpha_0 + \beta_1 RELMDP_{i(t-1)} + \beta_2 STAGE_{ij} + \beta_3 ROUTE_{ij} + \beta_4 SCOPE_{ij} + \beta_5 AI\_TYPE_{ij} + \beta_6 (RELMDP_{i(t-1)} \times STAGE_{ij}) + \beta_7 (RELMDP_{i(t-1)} \times ROUTE_{ij}) + \beta_8 (RELMDP_{i(t-1)} \times SCOPE_{ij}) + \beta_9 (RELMDP_{i(t-1)} \times AI\_TYPE_{ij}) + \beta_{10} MARKET_{ij} + \beta_{11} FIRM\_IND\_CONTROLS_{i(t-1)} + \epsilon_{ij}
\]

where, CAR_{ij} is cumulative abnormal returns over the five-day window [-2, +2], RELMDP_{i(t-1)} is the marketing department power of the firm in year t – 1. STAGE_{ij} is the innovation stage, ROUTE_{ij} is the route to innovation, SCOPE_{ij} is the adoption scope, and AI\_TYPE_{ij} is the type of AI. Furthermore, MARKET_{ij} is the market focus of the announcement, and FIRM\_IND\_CONTROLS_{i(t-1)} represents a vector of firm-level (LEV, SIZE, SLACK, SGR, STEMPH) and industry-level control variables (HHI, INDSGR, MANF) in year t-1.

Specification tests

Multicollinearity  We present the summary statistics and bivariate correlation matrix for the variables in Table 5. Low correlations among variables and variance inflation factors less than the critical value of 10 suggest that multicollinearity is unlikely to influence the results.

Self-selection bias  Firms’ decisions to announce the adoption of AI in their new products is endogenous, so there is potential for self-selection bias in our data. We apply the two-stage Heckman (1979) procedure, with likely predictors of AI-NPI announcements, to estimate the inverse Mills lambda,

\[
\lambda_{ij} = \frac{1}{\phi} \frac{e^{\lambda_{ij}}}{\phi_{ij}}
\]

where, \(\lambda_{ij}\) is the inverse Mills lambda, and \(\phi\) is the standard normal density function.
then include it as a control in our model specification (see Table W1 in the Web Appendix). That is, in the first stage, in addition to the firm- and industry-level variables in our model specification, we include announcement prevalence in the industry to meet the exclusion restriction. An industry’s tendency to announce new products should affect the likelihood of the firm’s announcement but not the firm’s stock performance. We compute this measure as the number of other firms that make an announcement in the same industry, scaled to the total number of other firms in the industry (for a similar approach, see Feng et al., 2020). The instrument is significantly correlated with firm’s decision to adopt ($r = 0.39; p < 0.01$), and it significantly predicts the likelihood of adoption in the first stage ($p < 0.01$). Then in the second stage, we include the inverse Mills ratio (IMR) estimated from the selection model in our analysis to account for potential selection bias. However, IMR is not significant ($p > 0.1$), so self-selection bias appears unlikely to affect our results.

**Endogeneity** There may be concerns regarding endogeneity, because the reasons for marketing department power are unobserved. Further, some of the moderators (route to innovation, adoption scope, type of AI) also depend on unobserved firm factors, so they raise concerns about potentially endogenous interactions. To counter such concerns, we use a control function (CF) approach, which provides a relatively simple, effective way to deal with interactions that involve endogenous regressors (Woolridge, 2015). It involves two stages. First, we regress the potentially endogenous regressor on instruments that can explain the exogenous variation. Instead of fitting the predicted values in the second stage, we control for the fitted residuals, that is, the CF computed from the first stage (Papies et al., 2017). The CF captures the endogenous portion of the regressor, and thus we account for unobserved variation that makes the regressor endogenous by including it as a control. We rely on industry averages of the respective endogenous regressors, which have good predictive power and meet the exclusion restriction, as instruments (Srinivasan & Ramani, 2019). Then we derive the standard errors, using a bootstrap approach. The significance of fitted residuals in the second stage indicates the presence of endogeneity concerns (Papies et al., 2017; Woolridge, 2015), but none of the fitted residuals is significant ($p > 0.1$), so we do not retain them in our estimation.4
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**Table 3 Summary of hypotheses**

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 There is a positive relationship between the firm’s marketing department power and investor responses to AI-NPI announcements</td>
<td>The success of AI-NPI innovation depends on the critical resources provided by the marketing department, including customer-connecting capabilities, abilities to build and effectively use market-based assets, and promoting an organization-wide market-oriented culture</td>
</tr>
<tr>
<td>H2 The positive relationship between the firm’s marketing department power and investor responses to AI-NPI announcements is strengthened when the announcements are made during (a) development and (b) commercialization stages of the innovation process, compared with the initiation stage</td>
<td>Dependence on the marketing department’s resources (e.g., customer communication, trust, intimacy) to alleviate negative customer outcomes and concerns about AI products increases as the innovation progresses from initiation to commercialization. Marketing resources become less substitutable during later stages of innovation, compared with initiation</td>
</tr>
<tr>
<td>H3 The positive relationship between the firm’s marketing department power and investor responses to its AI-NPI announcement is strengthened when the announcement refers to the integration of external innovation assets through (a) ally or (b) buy strategies, compared with make strategies</td>
<td>The dependence on the marketing department’s abilities to perform the role of a knowledge integrator is heightened when external innovation resources are involved because of the need to absorb, manage, and integrate external assets and resources</td>
</tr>
<tr>
<td>H4 The positive relationship between a firm’s marketing department power and investor responses to its AI-NPI announcement is strengthened when the (a) AI adoption scope involves the product-platform level (cf. component level) and (b) AI is autonomous (cf. other applications)</td>
<td>AI adoption scope and type of AI represent innovation complexity. The dependence on marketing department’s resources increases as the innovation complexity increases because marketing resources help overcome uncertainties and risks associated with innovation complexity for both firms and customers</td>
</tr>
</tbody>
</table>

4 As an alternative, we also try to address the potential endogeneity concerns using the instrument-free Gaussian Copula approach (Park and Gupta, 2012) and similar to the findings of CF approach, the copula term is not significant indicating that estimates are unlikely to be biased due to endogeneity.
### Table 4 Variable descriptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAR: ([t_1, t_2])</td>
<td>Cumulative abnormal return, with event window of (t_1) to (t_2)</td>
<td>CRSP</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELMDP</td>
<td>Marketing department power relative to industry mean</td>
<td>Compustat Execucomp</td>
</tr>
<tr>
<td>STAGE</td>
<td>Innovation stage (1 = initiation; 2 = development; 3 = commercialization)</td>
<td>Study database</td>
</tr>
<tr>
<td>ROUTE</td>
<td>Route to innovation (1 = make; 2 = buy; 3 = ally)</td>
<td>Study database</td>
</tr>
<tr>
<td>SCOPE</td>
<td>Adoption scope (1 = product-platform; 0 = component)</td>
<td>Study database</td>
</tr>
<tr>
<td>AI_TYPE</td>
<td>Type of AI (1 = autonomous AI; 0 = others)</td>
<td>Study database</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARKET</td>
<td>Market-focus of the announcement (1 = U.S. market; 0 = otherwise)</td>
<td>Study database</td>
</tr>
<tr>
<td>LEV</td>
<td>Firm’s financial leverage (long-term debt to asset) relative to industry</td>
<td>Compustat</td>
</tr>
<tr>
<td>STEMPH</td>
<td>Firm’s strategic emphasis (ratio of difference between R&amp;D and SG&amp;A expenses to assets) relative to industry mean</td>
<td>Compustat</td>
</tr>
<tr>
<td>SIZE</td>
<td>Firm size (total assets) relative to industry mean</td>
<td>Compustat</td>
</tr>
<tr>
<td>SGR</td>
<td>Firm’s year-on-year sales growth relative to industry mean</td>
<td>Compustat</td>
</tr>
<tr>
<td>SLACK</td>
<td>Firm’s slack resources relative to industry mean</td>
<td>Compustat</td>
</tr>
<tr>
<td>HHI</td>
<td>Competitive intensity of respective industries</td>
<td>Compustat</td>
</tr>
<tr>
<td>INDSGR</td>
<td>Year-on-year sales growth of respective industries</td>
<td>Compustat</td>
</tr>
<tr>
<td>MANF</td>
<td>Firm’s membership to manufacturing industries, two-digit SIC between 20–39 (1 = manufacturer; 0 = otherwise)</td>
<td>Compustat</td>
</tr>
</tbody>
</table>

### Table 5 Descriptive statistics and correlation matrix

<table>
<thead>
<tr>
<th>Continuous Variables</th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CAR[-2, + 2]</td>
<td>0</td>
<td>0.03</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 RELMDP</td>
<td>0.04</td>
<td>2.33</td>
<td>0.11*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 LEV</td>
<td>-0.25</td>
<td>1.3</td>
<td>0.04</td>
<td>-0.1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 STEMPH</td>
<td>0.11</td>
<td>0.46</td>
<td>-0.07</td>
<td>-0.02</td>
<td>0.03</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 SIZE</td>
<td>0.65</td>
<td>1.72</td>
<td>-0.04</td>
<td>0.09</td>
<td>0.02</td>
<td>-0.09</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 SGR</td>
<td>0.05</td>
<td>1.02</td>
<td>-0.20*</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.06</td>
<td>-0.05</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 SLACK</td>
<td>-0.22</td>
<td>1.48</td>
<td>-0.02</td>
<td>-0.09</td>
<td>0.16*</td>
<td>0.26*</td>
<td>-0.27*</td>
<td>0.24*</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 HHI</td>
<td>0.24</td>
<td>0.15</td>
<td>-0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.24*</td>
<td>-0.03</td>
<td>-0.05</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9 INDSGR</td>
<td>0.04</td>
<td>0.08</td>
<td>0.04</td>
<td>-0.06</td>
<td>0.07</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.40*</td>
<td>-0.17*</td>
<td>0.16*</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Categorical Variables</th>
<th>Frequency Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 STAGE</td>
<td>(1) Initiation: ~ 33% (2) Development: ~ 33% (3) Commercialization: ~ 33% of announcements</td>
</tr>
<tr>
<td>11 ROUTE</td>
<td>(1) Make: ~ 48% (2) Buy: ~ 12% (3) Ally: ~ 40% of announcements</td>
</tr>
<tr>
<td>12 SCOPE</td>
<td>(1) Platform: ~ 67% (0) Component: ~ 33% of announcements</td>
</tr>
<tr>
<td>13 AI_TYPE</td>
<td>(1) Autonomous: ~ 56% (0) Others: ~ 44% of announcements</td>
</tr>
<tr>
<td>14 MARKET</td>
<td>(1) US: ~ 92% (0) Others: ~ 8% of announcements</td>
</tr>
<tr>
<td>15 MANF</td>
<td>(1) Manufacturing: ~ 78% (0) Others: ~ 22% of announcements</td>
</tr>
</tbody>
</table>

N = 341. For variable definitions, see Table 4.  
* for categorical variables, we report % of observations with the respective values. ~ denotes approximately

* \( p < .05 \)
Results

Descriptive findings

Announcements The number of AI-NPI announcements by non-software firms has been on the rise. As we show in Fig. 2, more than 75% of all announcements in our sample occur between 2016 and 2018. This trend demonstrates the growing interest in AI-NPIs and highlights the importance of understanding how investors perceive such firm initiatives. Further, we also present a breakup of the AI-NPI announcements across industries in Table 6. Approximately 78% of all announcements are made by manufacturing firms indicating that the manufacturing industry sees significant value in adopting AI. This could potentially be because physical goods, such as autonomous cars or other consumer electronics products (e.g., smartphones) can be fitted with sensors to collect first-party data about customer interactions with the products and their environment. Such first-party data can significantly improve customer intelligence management and customer experiences, and thus enable firms to deliver higher customer value.

Main effect of AI-NPI announcements On average, the CAR [-2, +2] to AI-NPI announcements of -0.01% is not significantly different from 0 at a 10% significance level. However, we note substantial variability in investor responses. For example, the CAR [-2, +2] for 173 of the 341 announcements are positive, but 168 announcements evoke negative returns. We also find a large standard deviation of 3.1%. Therefore, investors do not expect all announcing firms to achieve successful adoptions of AI in new products and subsequent positive future performance. Instead, to update their beliefs about the firm’s future performance, they likely turn to other signals.

Hypotheses tests

We estimate the model in Eq. (3) using a main-effects only model (M1) for H1, then the full model with interactions (M2) to test H2–H4. We report the results in Table 7.

Effect of marketing department power In support of H1, we find a significant effect of marketing department power on investor response ($\beta = 1.54E-03$, $t = 2.65$), such that investors update their expectations of the firm’s future performance positively if the firm’s marketing department has higher (vs. low) power. Marketing department power thus functions as an indicator of signaler veracity—that is, a firm-level characteristic that indicates its ability to earn economic rents from strategic initiatives such as AI in new products.

Moderating effects of innovation characteristics Compared with the initiation stage, the conditional effect of marketing department power on investor responses is positive but not significant in the development stage ($\beta = 1.81E-03$, $t = 1.47$) and positive and significant in the commercialization stage ($\beta = 2.86E-03$, $t = 1.97$), in support of H2b but not H2a. Investors seem to value marketing department power more during the commercialization stages specifically, due to the greater dependency on resources and competences provided by the marketing department (see Fig. 3a).

In support of both H3a and H3b, the effect of marketing department power is positive and significant for both ally ($\beta = 2.72E-03$, $t = 2.48$) and buy ($\beta = 5.05E-03$, $t = 2.91$).
announcements, relative to the make announcement. Figure 3b depicts the interactive effects of marketing department power and route to innovation on investor responses. Investors perceive a greater dependency on the resources and competences managed by the marketing department when the routes to innovation involve external actors.

The interaction between marketing department power and adoption scope is significant; compared with component-level adoption, the effect of marketing department power is positive and significant for product-platform-level adoption of AI ($\beta = 2.71E-03$, $t = 2.22$). This finding indicates greater dependence on marketing resources and competences for product-platform levels of adoption, as illustrated in Fig. 3c. Finally, we find a significant interaction between marketing department power and type of AI; compared with augmented/assisted AI, for the autonomous form, the effect of marketing department power is positive and significant ($\beta = 2.27E-03$, $t = 2.00$), in line with our predictions and as we depict in Fig. 3d.

### Table 6 Breakup of announcements by industry

<table>
<thead>
<tr>
<th>Industry</th>
<th>Number of Announcements</th>
<th>Sample Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing</td>
<td>265</td>
<td>GM, Ford, Apple</td>
</tr>
<tr>
<td>Services</td>
<td>35</td>
<td>Nielsen, Accenture, Equifax,</td>
</tr>
<tr>
<td>Communications</td>
<td>14</td>
<td>AT&amp;T, Verizon, Discovery</td>
</tr>
<tr>
<td>Retail</td>
<td>18</td>
<td>Walmart, Kroger, Starbucks</td>
</tr>
<tr>
<td>Others</td>
<td>9</td>
<td>JB Hunt, Honeywell, Expedia</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>341</strong></td>
<td></td>
</tr>
</tbody>
</table>

### Table 7 Regression estimates, Eq. (3)

<table>
<thead>
<tr>
<th></th>
<th>(M1)</th>
<th>(M2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>$1.10E-03$</td>
<td>$3.80E-03$</td>
</tr>
<tr>
<td><strong>RELMDP</strong></td>
<td>$1.54E-03$*</td>
<td>$-4.87E-03$**</td>
</tr>
<tr>
<td><strong>STAGE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development (vs. Initiation)</td>
<td>$5.74E-03$</td>
<td>$4.43E-03$</td>
</tr>
<tr>
<td>Commercialization (vs. Initiation)</td>
<td>$1.00E-02$*</td>
<td>$-4.34E-03$</td>
</tr>
<tr>
<td><strong>ROUTE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ally (vs. Make)</td>
<td>$2.34E-03$</td>
<td>$2.00E-03$</td>
</tr>
<tr>
<td>Buy (vs. Make)</td>
<td>$1.87E-03$</td>
<td>$-9.50E-04$</td>
</tr>
<tr>
<td><strong>SCOPE</strong> (Platform vs. Component)</td>
<td>$-1.18E-03$</td>
<td>$-5.95E-04$</td>
</tr>
<tr>
<td><strong>AI_TYPE</strong> (Autonomous vs. Others)</td>
<td>$-3.79E-03$</td>
<td>$-4.34E-03$</td>
</tr>
<tr>
<td>RELMDP * STAGE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development (vs. Initiation)</td>
<td>$1.81E-03$</td>
<td>$1.23E-03$</td>
</tr>
<tr>
<td>Commercialization (vs. Initiation)</td>
<td>$2.86E-03$*</td>
<td>$1.45E-03$</td>
</tr>
<tr>
<td>RELMDP * ROUTE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ally (vs. Make)</td>
<td>$2.72E-03$**</td>
<td>$1.09E-03$</td>
</tr>
<tr>
<td>Buy (vs. Make)</td>
<td>$5.05E-03$*</td>
<td>$1.74E-03$</td>
</tr>
<tr>
<td>RELMDP * SCOPE</td>
<td>$2.71E-03$*</td>
<td>$1.22E-03$</td>
</tr>
<tr>
<td>RELMDP * AI_TYPE</td>
<td>$2.27E-03$*</td>
<td>$1.11E-03$</td>
</tr>
<tr>
<td><strong>MARKET</strong></td>
<td>$3.60E-03$</td>
<td>$3.01E-03$</td>
</tr>
<tr>
<td><strong>LEV</strong></td>
<td>$1.02E-03$</td>
<td>$3.87E-04$</td>
</tr>
<tr>
<td><strong>STEMPH</strong></td>
<td>$-5.27E-03$</td>
<td>$-5.50E-03$</td>
</tr>
<tr>
<td><strong>SIZE</strong></td>
<td>$-5.53E-04$</td>
<td>$-6.09E-04$</td>
</tr>
<tr>
<td><strong>SGR</strong></td>
<td>$-5.87E-03$**</td>
<td>$-6.37E-03$*</td>
</tr>
<tr>
<td><strong>SLACK</strong></td>
<td>$1.03E-04$</td>
<td>$1.27E-03$</td>
</tr>
<tr>
<td><strong>HHI</strong></td>
<td>$-1.91E-02$*</td>
<td>$-2.07E-02$</td>
</tr>
<tr>
<td><strong>INDSGR</strong></td>
<td>$-1.97E-03$</td>
<td>$-3.37E-03$</td>
</tr>
<tr>
<td><strong>MANF</strong></td>
<td>$-2.49E-03$</td>
<td>$-2.79E-03$</td>
</tr>
<tr>
<td><strong>F (15, 76)</strong></td>
<td>$1.98$</td>
<td>$3.19$</td>
</tr>
<tr>
<td><strong>R²</strong></td>
<td>.09</td>
<td>.12</td>
</tr>
</tbody>
</table>

† $p < .1$; * $p < .05$; ** $p < .01$

Notes: M1 is the main effects model; M2 is the full model with interaction effects. We find support for H1, H2b (marginal), H3a, H3b, H4a, and H4b.
Robustness checks

The strength and significance of our results might be affected by some variable operationalizations or some observations in our data set. To test the robustness of our results, we thus conducted several additional analyses. Overall, the results are robust to alternate operationalizations of dependent and independent variables, outliers, removal of isolated industry-level events from the sample, removal of observations from industries with higher AI familiarity, and the inclusion of time fixed effects and other control variables (e.g., announcement specificity, radicalness of the innovation). We elaborate on these findings in the Web Appendix.

Discussion

Emerging technologies, particularly AI-based ones, are pervasive and affect competitive dynamics, business models, and customer behavior in a wide range of industries, including those not traditionally considered technology-intensive (Davenport et al., 2020; Srinivasan, 2008). To establish how new product innovations, based on a pervasive, emerging technology such as AI, can affect firm value, we sought insights into how investors incorporate new information about a non-software firm’s decision to adopt AI in its new products into their expectations of the firm’s future performance. Our findings indicate that investors’ responses are not driven entirely by information available in the firm’s
new product announcements. Rather, they reflect investors’ beliefs about the firm’s abilities to reap economic benefits from AI-NPIs and the congruent characteristics of the innovation. Specifically, investors are more likely to respond positively to AI-NPI announcements by firms with more powerful marketing departments, because they expect such firms to possess the necessary resources and market-based assets to benefit from the unique capabilities offered by the AI-NPIs. This effect is also amplified by congruent signal characteristics, such as innovation stage, route, and complexity.

**Theoretical contributions**

Adopting emerging technologies, such as AI, offers a rich source of market opportunities for some firms and challenges for others (Srinivasan, 2008). However, we lack insights into which firms benefit most from such adoptions and when. In attempting to provide some insights along these lines, we contribute to several streams of literature. For example, in relation to emerging research on AI’s strategic impact, we offer a comprehensive framework for analyzing investors’ responses to announcements of AI-NPIs. Marketing literature offers some valuable conceptual predictions about the impact of AI (Davenport et al., 2020; Grewal et al., 2020; Huang & Rust, 2021; Puntoni et al., 2021), but empirical research mainly investigates consumer outcomes (Longoni & Cian, 2020; Longoni et al., 2019; Luo et al., 2019) or the effects on employees (Luo et al., 2021). To the best of our knowledge, no prior study has investigated the strategic value implications of AI-NPIs. Our findings indicate that, on average, neither signaling by firms nor the complexity of AI-NPI generates significant abnormal returns. Instead, investors use firm-level indicators, and their fit with the innovation characteristics to update their beliefs about the firm’s prospects, associated with introducing the AI-NPI.

We also expand scarce literature on the effects of a strong marketing department on firm value (Feng et al., 2015; Srinivasan & Ramani, 2019). Marketing department power can influence firm value through several mechanisms, such as resource attraction and interdepartmental coordination (Feng et al., 2015), less myopic spending (Srinivasan & Ramani, 2019), or a reduced likelihood of product-harm crises (Kashmiri et al., 2017). We uncover yet another important mechanism and provide relevant evidence for firms, namely, that a powerful marketing department provides reassurance to the market about its ability to extract economic rents from costly or risky investments. At least from an external stakeholder perspective, marketing department power suggests organization-wide availability or dissemination of intellectual and relational market-based assets and market-oriented culture.

With regard to new product innovation literature, we offer three contributions. First, we demonstrate when complex innovations are expected to succeed. Specifically, Sawhney (1998) provides conceptual insights on the benefits of platform-thinking, but the current study offers the first empirical evidence regarding how and when it can increase shareholder value. We find that platform-thinking in new product innovation contexts does not elicit positive investor responses on its own, but it affects firm value positively if the firm also has a strong marketing department. The combination of platform-thinking and assets required to benefit thus appears necessary; investors also expect firms with powerful marketing departments to possess such assets. Similarly, our study is the first to offer insights on which AI business applications investors reward. In line with the previous finding about platform-thinking, while investors do not respond differentially to different types of AI applications, they respond favorably to complex business applications involving autonomous AI from firms with strong marketing department power. Second, Sood and Tellis (2009) include both innovation stage and route to innovation in their framework, but most prior studies investigate each characteristic alone. Further, previous studies also address only the main effects of innovation stage and route to innovation on investor responses (e.g., Borah & Tellis, 2014; Sood & Tellis, 2009). By investigating when the effects of innovation characteristics grow stronger, we find, in contrast with Sood and Tellis (2009), that the returns to commercialization-stage announcements are significantly higher, especially if the marketing department is powerful, compared with those made during the initiation and development stages. In turn, we posit that returns to announcements might depend on nuanced elements, such as the underlying technology behind the innovation. Third, we help clarify how innovation affects firm value in stock markets (Borah & Tellis, 2014; Kim & Mazumdar, 2016; Sharma et al., 2018; Warren & Sorescu, 2017a, 2017b). Our study provides key insights into the process investors undertake when responding to AI-NPI.

**Managerial implications**

Firms are spending heavily to integrate AI into their new products or develop AI-based solutions; our study offers insights for managers of non-software firms related to how stock markets are likely to respond to announcements of such innovations. The adoption of AI can be costly, and AI-NPI is a costly signal. However, announcing these innovations cannot overcome the challenge of information asymmetry for investors. Instead, they seek more information to determine the firm’s ability to benefit from AI-NPIs. Thus, only 51% of the announcements in our sample generated
positive responses from investors. For managers, we caution that announcements of AI-NPIs may not be effective signals on their own and could even have negative impacts on firm value.

When external stakeholders like investors are unsure about the firm’s ability to extract value from the innovation, they assess the firm’s prospects by investigating whether it possesses the resources and assets required to commercialize the innovation. However, such resources and assets are mostly intangible, so external stakeholders need other, observable signals; as we show, firms that establish strong marketing departments provide such an indicator of the organization-wide availability and leveraging of intangible, market-based assets (e.g., customer intelligence management, customer-connections, market-oriented culture). Therefore, firms should take this opportunity to demonstrate their commitment to the creation and use of necessary assets and capabilities to the key external stakeholders, such as investors and partners. In turn, their signaling efforts also have significant economic impacts. For example, the difference between predicted returns to announcements by firms in which the marketing departments are more, versus less, powerful (one standard deviation above and below the mean) is approximately 0.72%. In our sample, the average firm was valued at approximately $110.3 billion, so it would translate into approximately $790 million in market capitalization. When announcing their costly and risky endeavors, managers should be mindful of how such endeavors may be perceived by external stakeholders and what additional information they may need to assess the firm’s prospects.

Finally, innovation characteristics, including announcement timing (i.e., innovation stage), method of innovation asset management (i.e., route to innovation), and perceived complexity of innovation (i.e., technology adoption scope and the type of technology), can influence the relationship between marketing department power and investor responses to AI-NPIs. When they pursue such innovation initiatives, firms with strong marketing departments thus should (1) time their announcements when the innovation is more market-ready, (2) consider acquiring innovation assets from external resources rather than making them, and (3) pursue more challenging opportunities through platform-thinking in their adoption scope and/or adopting advanced forms of the technology (e.g., autonomous AI).

Limitations and further research

Our study is not without limitations. The sample consists only of large, publicly traded companies. Thus, the findings might not generalize to all firms, such as startups. In addition to testing the effects of AI-NPIs initiatives by small and medium-sized firms, including start-ups, additional research might gather larger samples. Our sample of 341 announcements by 77 firms over 10-year period is comparable to other event studies (e.g., Boyd & Kannan, 2018; Park et al., 2019), but larger samples might increase the generalizability of our findings. Our sample also involves non-software firms; it may be worth investigating whether investor responses to AI-NPIs vary for software firms. Because software firms already rely on AI-driven solutions, investors may have incorporated the benefits of AI solutions for software firms into their expectations already, so AI-NPI announcements would generate weaker abnormal returns, relative to the outcomes for non-software firms. Efforts to explore this possibility might identify other factors that investors use to update their expectations.

In addition to addressing these limitations, several interesting research opportunities exist to clarify the strategic value implications of AI-NPIs. First, we explore the interactive effects of signaler veracity and signal characteristics, but additional research might note the interactive effects of different indicators of signaler veracity. For example, investor responses could be affected by the interaction of marketing department power and other marketing measures, such as advertising spending, brand equity, marketing capability, and the CEO’s marketing background. Second, we explore the effect of marketing department power relative to competitors; the power maintained by other departments in the firm could indicate crucial resources and assets, such that it serves as another indicator of signaler veracity. A relevant question is whether investors value intra-firm marketing department power (i.e., relative other departments, such as finance) or interfirm marketing department power more. Third, Talay et al. (2017) consider the extent to which investor responses predict the product’s market performance. In a similar vein, researchers might investigate whether marketing department power translates into the superior market performance of AI-NPIs.
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