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ABSTRACT

Both practitioners and scholars emphasise the benefits of Industry 4.0 (I4.0) technology implementation, such as increased transparency and the availability of real-time data in operations processes. Current literature on I4.0 technologies tends to overemphasise the positive impact and transformational capabilities of digital technologies while there is little focus on evaluating potential risks associated with their adoption in industrial operations. An understanding of how supply chain risks are perceived in digitalisation projects within industrial operations and an understanding of decision-makers’ responses to different types of risks has important managerial implications. Current literature, however, lacks systematic empirical evidence on the implementation of I4.0 applications and related risk factors. This study aims to address this research gap by exploring the relationship between I4.0 technologies and supply chain risks based on empirical evidence from 300 case studies of industrial practice in Germany and fifty-three interviews with relevant managers from selected use cases and with general experts in this field. Our findings show that digital technologies are frequently adopted to address certain existing supply chain risks but that their implementation introduces new sources of risks (e.g. cyber risks). Based on qualitative data analysis and drawing on Normal Accident Theory, we propose a framework to explicate the drivers and contingency factors of new sources of supply chain risks in the context of Industry 4.0 technologies. Practical recommendations are provided for supply chain managers to guide the process of managing supply chain risks based on the technological life cycle.

1. Introduction

New technologies, such as mobile applications, the Internet of Things (IoT), cloud services and artificial intelligence, are increasingly being adopted by industry to facilitate operations and supply chain processes. Digitalisation is driving a process of transformation into digital supply chains and smart industrial operations (Ivanov et al., 2019). This global trend is often viewed as part of the progression towards Industry 4.0 (I4.0), an idealised vision of future industrial manufacturing. A wide variety of technology components, also called I4.0 technologies, such as cyber-physical systems, IoT applications and cloud computing, which integrate virtual space with the physical world, form the basis of this concept (Xu et al., 2018). The main benefits promised by I4.0 and other similar initiatives include productivity gains, smaller environmental footprints, higher efficiency, lower costs, greater robustness and flexibility, higher quality and shorter time-to-market (McKinsey Digital, 2015; World Economic Forum, 2017). As events in the past few years have shown, however, these technologies are also accompanied by the emergence of new risks, such as data security or cyber risks. In 2015, for instance, hackers not only halted biscuit production at a Canadian factory but also made its complete renovation necessary because of dried dough in the pipes (Ries, 2015). Another example relates to radio frequency identification (RFID) technology: substantial investments were made in the early 2000s to implement RFID technology in industry but environmental factors (e.g. humidity, nearby metals) impeded the 100 % identification required, adversely affecting logistics performance and, consequently, return on investment (Boli et al., 2010). These examples show that the implementation of digital technologies can render
industrial operations more vulnerable to a variety of risks and disruptions that are highly relevant to supply chains.

Literature on supply chain risk management (SCRM) provides numerous frameworks and models for types and sources of risks as well as mitigation strategies, yet little is known about supply chain risks in the I4.0 technology landscape (Hahn, 2019). Moreover, current literature on I4.0 technologies tends to overemphasise the positive impact and transformational capabilities of digital technology while underestimating the potential risks associated with its implementation (Flyvbjerg et al., 2019). Therefore, there is a strong need for a systematic understanding of supply chain risks driven by digital technologies (Tupa et al., 2017; Birkel et al., 2019) in order to mitigate and minimise new sources of risk in operations management (Ivanov and Dolgui, 2020).

Subsequently, this study aims to answer the following research question: How does the adoption of I4.0 technologies alter the supply chain risk profile in industrial operations and what is the role of the technological life cycle? Drawing on an extensive analysis of 300 case studies of I4.0 technologies used in German industry and fifty-three interviews with relevant managers from selected use cases and general experts in the field, this study identifies and classifies sources of risk inherent to I4.0 technologies arising from their adoption in industrial operations. The methodological overview of this study is presented in Fig. 1.

The remainder of this article is structured as follows: Section 2 describes the theoretical background of SCRM, Industry 4.0, its risk implications, and relevant digital technology life cycle (DTLC) models. Section 3 presents the methods employed and provides an overview of the data used. Section 4 presents the findings and is followed by discussion and a conclusion in Section 5.

2. Theoretical background

The aim of this section is to provide an overview of the relevant theoretical constructs. These serve as the foundation for this study and outline the research gap addressed by this study. First, a brief overview of the supply chain risk management literature outlines the lack of frameworks and models to account for I4.0 technologies implementations in industrial operations. Second, an overview of classifications of I4.0 technologies is given. It acts as a foundation for the empirical analysis and provides the basis for linking risks with I4.0 technologies. Third, a systematic identification of studies addressing issues of supply chain risks and digital technologies is conducted in order to synthesise main insights and outline the research gap. In Subsections 2.4 and 2.5, we discuss the theoretical foundations of the study, namely Normal Accident Theory (NAT) and the digital technology life cycle model. The digital technology life cycle approach is adopted in this study to provide a more nuanced view of supply chains risks triggered by the adoption of digital technologies. Subsection 2.6 synthesises main insights and outlines the goal and intended contribution of the study.

2.1. Supply chain risk management (SCRM): the need for an adapted risk management approach toward I4.0 technologies

Several authors have examined different types of supply chain risks over the past years and have developed corresponding categorisations, which are presented in Appendix A. Rao and Goldsby (2009) developed a typological model of SCRM by incorporating risk factors from the literature (environmental factors, industry factors, organisational factors, problem-specific factors, and decision-maker factors) into the standard supply chain framework. Their approach conforms with the work of Ritchie and Marshall (1993), Korsten et al. (2007) and Christopher and Peck (2004), all of whom proposed three groups of risk factors: environmental factors, internal industry/supply chain factors and organisational/corporate factors. Rao and Goldsby (2009) developed a general typological model of risk intended to serve as a guide for structuring and organising future, more specific studies of supply chain risk. Other authors, such as Chopra and Sodhi (2004) and Tang and Tomlin (2008), focus on mitigation strategies and approaches for resilient supply chain design in the context of conventional supply chain risks. Christopher and Peck (2004) identified several risk factors in their research and demonstrated the interplay between supply chain risks and internal corporate risks within the supply chain as a whole. Tummala and Schoenherr (2011) compiled categories of common supply chain risks (e.g. disruption risks) and corresponding triggers (natural disasters, terrorism and wars) from prior studies.

The phases of risk management comprise three basic activities, regardless of the SCRM framework consulted. Although the wording varies from author to author, these successive phases are essentially (1) risk identification/determination, (2) risk evaluation/assessment and (3) appropriate risk mitigation/control. The initial phase of risk identification/determination is often considered the most important since it lays the foundation for all subsequent risk management activities. It involves comprehensively screening and understanding the current risk situation in order to identify all potential risks and determine which are relevant for further assessment and mitigation. The wide and fast adoption of digital technologies changes the setting and character of industrial operations. Therefore, current frameworks and models for traditional supply chain risks may be insufficient to fully explain the changes brought about by digital transformation. There is a strong need for research and development towards an adapted risk management approach for I4.0 technologies in industrial operations.

2.2. Industry 4.0 technologies: what are they?

While most studies discuss individual technologies and applications under the umbrella of I4.0, a systematic classification is needed to facilitate the development of a risk profile per technology group rather than individual technologies. The literature includes several attempts to synthesise and classify current I4.0 technologies. Some studies applied higher-order technology concepts (e.g. automation and machine-to-machine communication) as criteria for developing typologies, while others employed abstract ideas (e.g. horizontal/vertical integration and predictive maintenance), linking them with specific sets of hardware and software technologies required for implementation. More specifically, Schlüter and Hetterscheid (2017) comprehensively evaluated the recent literature to list relevant I4.0 technologies. They defined thirty criteria for I4.0 technologies and clustered them into fifteen higher-order technology groups, such as augmented reality, machine-to-machine communication or smart factory. For example, wearable is a higher-order technology group which consists of two technologies: data glasses and sensor gloves. Furthermore, Alcacer and Cruz-Machado, 2019 derived nine technological pillars from their analysis of recent literature on I4.0. The pillars represent higher-order concepts of technology-based solutions that are essential components of the I4.0 paradigm. Similarly, Rüssmann et al. (2015) proposed nine foundational technologies, i.e. nine pillars of technological advancement, which constitute the foundation of I4.0. In their study, Oztemel and Gursoy (2018) analysed headings, abstracts and keywords of publications about I4.0 to create a hands-on library on the subject for both academics and industry practitioners. The authors identified ten basic components of I4.0 that serve as technological enablers of the paradigm. Altogether, these studies are valuable efforts to systematise the use of I4.0 technologies and related terminology. This is essential for ensuring research continuity in this field.
2.3. SCRM in the context of industry 4.0: an important research gap

Relevant studies in the area of SCRM for 14.0 technologies applications have been identified through a systematic approach. Table 1 provides an overview of the investigated relevant studies. The analysis of current studies shows that a systematic analysis of risk management practices for 14.0 technologies implementation based on empirical data is missing.

While the actual range and magnitude of benefits has been discussed frequently in the literature (e.g. Müller et al. (2018); Schmidt et al. (2015)), researchers have only recently begun raising questions about new risk factors accompanying the use of the 14.0 technologies introduced. Brocal et al. (2019), for instance, dealt with the risks of 14.0 in the current operational context and designate organisational and human factors as fundamental risks. Hertel (2015) emphasised potential technical risks in smart factories and proposed a classification model that distinguishes between cyberattacks and errors. Attacks in this context comprise malicious intentional and unintentional threats, e.g. hacking or phishing mails, while errors include human, technical or organisational failure as well as force majeure.

Based on recent literature on digitalisation applications in supply chain management (SCM), Ivanov et al. (2019) studied the influence of digitalisation and 14.0 on the ripple effect and disruption risk control analytics in the supply chain. While focusing on the opportunities of certain digitalisation applications in SCM, the authors expounded the simultaneously arising challenges and risk themes. Predictive analytics, for instance, can increase demand forecast quality or supply chain visibility but simultaneously raise challenges related to data safety or coordination complexity. Several studies have explored more specific issues subsumed by 14.0 technologies and associated risk factors. Roßmann et al., 2017, for instance, examined the future and the social impact of the use of big data analytics in SCM in general. They emphasised common cyber security risk, such as poor validity and quality of shared data and data tampering. Moreover, some authors have focused on certain industries to ascertain the risks of big data in specific areas of application. Guha & Kumar (2018), for instance, posited that big data applications in healthcare supply chains cause data security risks as well as increased implementation costs and hidden problems and costs even after projects have concluded. The authors identified privacy concerns and related legal issues as major risk factors and obstacles to big data applications. Overall, the current literature focuses on potential risks associated with the ultimate concept of 14.0 in several specific sectors using illustrative cases. Moreover, none of the literature examines the changing risk situation in companies that are introducing 14.0 applications.

2.4. Normal accident theory (NAT)

Various theories have been applied in the SCRM literature, with the most frequently used ones being transaction cost economics, agency theory, system theory and institutional theory (Fan and Stevenson, 2018). The incorporation of behavioural theories and models into the supply chain risks literature is an emerging and novel topic of study (Pournader et al., 2020; Arlinghaus et al., 2020; Bendul and Knollmann, 2016). While the application of theories can significantly enhance supply chain risk conceptualisations, SCRM research has not fully taken advantage of the existing body of theories (Pournader et al., 2020; Fan and Stevenson, 2018). These theories have been used to inform the conceptualisation of supply chain risks and inter-relationships among risk types, but also to guide hypotheses development and testing regarding capabilities, resources and mechanisms needed to identify, manage and mitigate supply chain risks (Fan and Stevenson, 2018).

The focus of this study is to understand how the adoption of digital
Table 1: Overview of risk factors relevant to I4.0 technologies: Synthesis of relevant studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Approach</th>
<th>Technology focus</th>
<th>Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brocal et al.</td>
<td>Literature review</td>
<td>Human-machine interaction, human-interaction</td>
<td>Accident risks, psychosocial and musculoskeletal risks, increased complexity and unpredictability of robot tasks, increased complexity in distributed instances</td>
</tr>
<tr>
<td>Hertel 2015</td>
<td>Literature review, case studies</td>
<td>Unspecified - smart factory</td>
<td>Cyberattacks (intentional and unintentional), errors (human, technical, organisational, force majeure)</td>
</tr>
<tr>
<td>Birkel et al.</td>
<td>Literature review, interviews with experts</td>
<td>Unspecified – Industry 4.0</td>
<td>Economic, ecological, social, technical, IT, legal/political</td>
</tr>
<tr>
<td>Ivanov 2018</td>
<td>Literature review</td>
<td>Big data, Industry 4.0 (IoT, smart products, robotics, augmented and virtual reality), additive manufacturing, advanced tracking and tracing technologies</td>
<td>Aggravation of the ripple effect, increase in coordination complexity, data safety issues, information disruption risk</td>
</tr>
<tr>
<td>Roßmann 2017</td>
<td>Delphi study, fuzzy c-means clustering</td>
<td>Big data, big data analytics</td>
<td>Risk of poor validity and quality of shared data, data tampering, data security, reduced necessity of human interaction, risk of interorganisational conflicts, synchronisation throughout the supply chain impeded by different technology readiness levels among partners</td>
</tr>
<tr>
<td>Guha 2017</td>
<td>Literature review</td>
<td>Big data, especially applications for cloud computing, IoT/smart city, predictive manufacturing, 3D printing, smart healthcare</td>
<td>Data security, high implementation costs, hidden problems and costs after completion of projects, lack of technological knowledge</td>
</tr>
<tr>
<td>コースWamba et al., 2015</td>
<td>Literature review, case study analysis</td>
<td>Big data, big data analytics</td>
<td>Inferior and/or poor quality of data, inappropriate data, waste of organisational resources, careless handling of personal and organisational privacy; challenges mentioned: data policies, technology and techniques, organisational change, access to data, industry structures</td>
</tr>
</tbody>
</table>

The understanding, identification and mitigation of supply chain risks is closely linked with the stages of the technological life cycle. The digital technology life cycle approach is adopted in this study to provide a more nuanced view of supply chain risks triggered by the adoption of digital technologies. This is important because several risks may present strong manifestations during the implementation stage (e.g. employee resistance) but can be more easily addressed during later operational stages. The technology life cycle model serves as a guide to map interrelationships between supply chain risks occurring at different stages of technology implementation.

2.5. Digital technology life cycle

The understanding, identification and mitigation of supply chain risks is closely linked with the stages of the technological life cycle. The digital technology life cycle approach is adopted in this study to provide a more nuanced view of supply chain risks triggered by the adoption of digital technologies. This is important because several risks may present strong manifestations during the implementation stage (e.g. employee resistance) but can be more easily addressed during later operational stages. The technology life cycle model serves as a guide to map interrelationships between supply chain risks occurring at different stages of technology implementation.

The literature provides numerous life cycle models for various technologies. All of them describe the readiness level at different stages over time (Jamnia, 2018; Project management institute, 2017). The standard life cycle consists of four stages: introduction, growth, maturity/stabilisation and saturation/decline (Levitt, 1965; Anderson and Zeithaml, 1984). These stages follow one another in chronological order and describe a technology’s interaction with its environment, for instance. One common approach depicts a product’s market life cycle over time in terms of performance indicators, such as sales, revenue, profit and number of customers. The view of the life cycle varies depending on the perspective and motivation (Stark, 2015). The industrial product life cycle and the technology life cycle, for instance, address the perspective of manufacturers of (technology) products. Both concepts thus focus on processes related to the research and development, manufacture, sales, after-sales and disposal of technology products (Saaksvuori and Immonen, 2008). Variations such as the market-driven product life cycle, however, are concerned with the use and adoption of such technologies by users and operators in their own manufacturing processes. The generic project life cycle similarly comprises the essential phases of corporate projects by introducing sequential stages. Even though projects vary in content, size and complexity, a typical project can be mapped to the life cycle structure.

Companies usually initiate a project to introduce I4.0 technologies. The market-driven product life cycle and the project life cycle can be combined into a digital technology life cycle (DTLC) that describes the subsequent stages of a technology’s life cycle in a company in order to identify the risk factors relevant to the implementation and operation of I4.0 technologies. Fig. 2 presents the proposed DTLC model with its different phases.

The DTLC based on the market-driven product life cycle also consists of the four stages of introduction, growth, maturity/stabilisation and disposal/replacement during the two relevant technology implementation project phases, i.e. implementation and operation (Levitt, 1965; Anderson and Zeithaml, 1984). A technology is initially implemented in its area of application in the introduction stage. The growth stage includes the transition from the implementation phase to the operation phase, and thus upscaled, through operational optimisation and adaptation by employees. Once the maturity/stabilisation stage has been reached, the technology is established in its area of application and its usability and efficiency remain largely constant (Taylor and Taylor,
After transitioning to the stage of disposal/replacement, the technology is done away with or replaced.

2.6. Research gap and theoretical model guiding the empirical investigation

Current literature grounded in conceptual arguments suggests that 4.0 technologies curtail exposure to certain risks and introduce new risk sources (Ivanov et al., 2019). A synthesis of main concepts, main relationships and scope of the study is presented in Fig. 3. This theoretical model has guided the empirical investigation. While the supply chain risk management literature and the technology life cycle literature provide an analytical basis for the external and decision-making-specific risk factors, NAT provides a foundation for understanding the problem-specific context through the lens of two constructs: system complexity and its tightly coupled processes (Perrow, 1999). These two constructs are important to further advance the understanding of risks posed by digital technologies because previous studies have shown that digital technologies can increase process complexity and enable tighter integration of value chain processes across functions and company boundaries (Ivanov et al., 2019; Hanelt et al., 2020). Regarding the research gap, most studies address these aspects conceptually or focus on specific technologies and applications (e.g. big data in healthcare) and lack exhaustive empirical evidence (Guha & Kumar, 2018). Current models and frameworks for supply chain risks fail to explain the phenomena of 4.0 technologies adequately because they depict major transformation capability across an entire organisation. Digital technologies diffuse across entire organisations and their supply chains, triggering organisational changes that are distinct from previous changes related to information technology (Hanelt et al., 2020). Since the rapid diffusion of digital technologies is changing the empirical reality, established models of supply chain risks need to be revisited (Busse et al., 2017). Empirical studies are needed to expand and theorise new frameworks and models. This study addresses this research gap with an empirical analysis of case studies of 4.0 technology implementation in German industrial operations.

3. Methodology

This study explores risk factors and their relationships to digital technologies used in industrial operations. Since this constitutes a novel empirical context, the study at hand adopts a theory elaboration approach that employs an existing theory to explore the new empirical context and to develop testable hypotheses (Ketokivi and Choi, 2014).

Fig. 2. Scope of this study in the DTLC framework.

Fig. 3. Theoretical model: Main variables and relationships (based on Rao and Goldsby, 2009; Tazelaar and Snijder, 2013 and other insights from the theoretical background).
Guided by this theory elaboration approach, we employ a five-step approach in our study that is described in the following subsections.

3.1. Use cases: selection, data collection and data analysis

First, we analyse a comprehensive online database with 300 I4.0 use cases, shedding light on which technologies actually are currently in commercial use and thus relevant to state-of-the-art industrial practice. Second, we conduct interviews with experts in order to explore the risks associated with the use of the identified I4.0 technologies in practice. Third, we ascertain risk themes of the different DTLC phases that emerge from the interviews with experts. Fourth, we link these risk themes of I4.0 technologies with established SCRM risk categories from the literature in order to identify interdependences between I4.0 technologies and SCRM. In the final step of our study, we synthesise the findings by identifying patterns emerging from the data across use cases in order to develop hypotheses. Drawing on the principles of abductive reasoning, our empirical research is guided by a systematic iteration between theory and empirical data (Ketokivi and Choi, 2014). The specific projects in which a digital I4.0 technology has been applied in industrial operations are the unit of analysis in this study.

3.1.1. Selection of use cases: ‘Plattform Industrie 4.0’ online database

A multiple case study design has been employed in this paper to study the underlying technologies of I4.0 solutions empirically. To this end, this study initially draws on insights from 300 I4.0 use cases in Germany taken from the ‘Plattform Industrie 4.0’, created and managed by the German Federal Ministry for Economic Affairs and Energy in collaboration with the Federal Ministry of Education and Research (Federal Ministry for Economic Affairs and Energy and Federal Ministry of Education and Research, 2019). This platform was launched by the German government with the objective of sharing knowledge and best practices for I4.0 project implementation in German companies. The database is reliable and valid as it was launched and is maintained by an official government institution, and companies voluntarily share their best practices and insights related to I4.0. Moreover, there is a verification process prior to the publication on the website which ensures that the necessary data are included, that data are reliable, that the cases are I4.0-specific and that there are no hidden goals (e.g. it is not allowed to make concealed sales offerings). It provides standardised categories with present data field options for each case, specifically company size, region, examples of products, value creation, examples of applications and development stage. Moreover, several guiding questions are answered for each project. These questions include targeted benefits, technologies applied, approach adopted and lessons learned. This database was selected for several reasons. First, the use cases on the platform represent the current state-of-the-art of I4.0 implementation in Germany. Second, the database is comprehensive and representative since it includes projects from every region of Germany, different types of companies and industries, and the different applications and technologies employed.

By drawing on a large number of use cases, this study can develop empirical insights into technology components relevant to the implementation and operation of I4.0 solutions. Several use cases from the initial database of 359 were eliminated from this study because they lacked key information about the technologies applied. We eventually drew on a final data set of 300 use cases with complete information for further investigation. The data set has several descriptive characteristics. First, the majority of use cases are located in Baden-Württemberg, North Rhine-Westphalia, Bavaria and Lower Saxony – Germany’s four largest federal states and industrial regions. Second, as Fig. 4 shows, a large share of the participating companies on the platform are small and medium-sized businesses (SMB, 1–250 employees), just as the vast majority of German businesses are. Each of the three other company size categories (250–5000, 5000–15000, >15000 employees) account for approximately 20 % apiece. Altogether, the database is representative of German industry and valuable because it covers all company sizes and different industries and is not limited to certain technologies or areas of application.

3.1.2. Use case analysis based on secondary information

A Web crawler was used to gather all information available on each...
covered a wide range of organisational attributes in order to ensure agree to being recorded). The robust project selection strategy employed transcribed or extensively summarised (whenever interviewees did not depth interviews were conducted with practitioners involved in the use situations. All interviews were conducted in German by phone or face-to-face between November 2018 and March 2019. Interviewees were additional and broader look at specific technologies risk factors of I4.0. Table 2 provides an overview of the technology components relevant to I4.0, was developed based on Schlüter and Hetterscheid (2017), Oztemel and Gürsev (2018) and Alcácer and Cruz-Machado’s (2018) comprehensive studies of different I4.0 key technologies. This was used to assign as many as four of the technologies employed in the solution described to each of the use cases. The fourth step involved pooling of all the technologies from the bottom up, following corresponding higher-order constructs from the literature. In the final step, the higher-order constructs were realigned to the individual use cases, thus rendering them comparable and establishing a basis for exploring overarching themes of the relationships between I4.0 technologies and risks.

This bottom-up approach was chosen for several reasons. First, it makes the broad range of technology components and the size of the overall database manageable without losing track of the variety of technology. Second, analysing groups of technologies instead of individual technologies makes it possible to transfer this study’s findings to future technologies too. New generations of smart clothes, for instance, will still fit in the wearables technology group, based on their technical features. The insights gleaned from this study will thus be transferable to that specific new technology based on its technology grouping. Moreover, technology pooling reveals the overarching and thus most relevant risk factors of I4.0. Table 2 provides an overview of the technology groups and examples of the underlying technology components.

3.1.3. Interviews with experts: selection, procedure and data analysis

Following extensive analysis of the data from the online platform, in-depth interviews were conducted with practitioners involved in the use cases from the online database and with additional experts on digitalisation and I4.0 from business and academia. Interviewing practitioners from the database cases also enables us to verify and enhance the information on solution approaches and technologies from our secondary data. Interviewing general experts on digitalisation and I4.0 provides an additional and broader look at specific technologies’ impact on risk situations. All interviews were conducted in German by phone or face-to-face between November 2018 and March 2019. Interviewees were selected based on their past or present involvement in I4.0 projects. Along with the contacts from the online database, potential interviewees were approached at conferences related to I4.0 or found through personal contacts from earlier projects in the field. We anonymised individual information, e.g. names of interviewees and companies and specific attributes, for reasons of confidentiality. We were able to conduct fifty-three of the 197 interviews that we had requested, resulting in a total response rate of 27%. All interviews were recorded, transcribed or extensively summarised (whenever interviewees did not agree to being recorded). The robust project selection strategy employed covered a wide range of organisational attributes in order to ensure representativeness and facilitate analytical generalisations (Eisenhardt, 1989).

Twenty-two interviewees work for companies classifiable as SMBs with up to 250 employees. We placed special emphasis on this group in our sample since SMBs are particularly relevant to the national economy in Germany in general and to the field of I4.0 in particular. Seventeen interviewees work for companies with 250–5000 employees, six for companies with 5000–15000 and eight for large companies with over 15000. Nineteen interviewees represent companies in the manufacturing sector, comprised of such subsectors as electrical and electronics manufacturing, automotive manufacturing, equipment manufacturing and automation equipment manufacturing. In addition, twelve interviewees work in industrial consulting and provide an outside view of I4.0 projects in various companies. Moreover, nine IT companies, eight logistics companies and five representatives of academia are involved. The heterogeneity of our sample permits over-arching insights and prevents potential adverse effects from sample distortion. Fig. 5 visualises the composition of our set of interviewees in terms of company size and industry.

The main goal of the interviews was to identify risks associated with applying and operating the technology solutions that we identified by evaluating the online database. Table 3 provides some examples of interviewees and their backgrounds.

Interviews lasted between twenty-five and 50 min and followed a semi-structured approach, which allows gathering data in a structured way while maintaining the necessary openness to include additional and unexpected information. The questionnaire consists of three main sections. In the first section, the interviewees describe their company’s I4.0 use case, specifically naming all relevant basic technologies, their areas of application, their functionalities and the desired goals. The second and main section of the questionnaire incorporates the DTLC devised in section 2.4 and surveys potential types of risks. This overview, compiled from the literature presented in sub-sections 2.1, 2.2 and 2.3 combines the established risk categories of SCRM with those of I4.0. The overview thus comprises adaptation risks, the established SCRM framework factors of environmental, industry and corporate risks, and technical risks of errors and cyberattacks (Rao and Goldsby, 2009; Hertel, 2015). This ensures that interviewees cover and consider as many recent risks as possible while analysing their use cases. Interviewees could either assign actual risks from their own experiences to an existing category or add risk factors to the categories provided. The complete translated questionnaire can be found in Appendix C.

3.2. Data analysis strategy

The data analysis strategy followed an iterative dialogue between theory and data (Ragin, 1994). The overall empirical investigation was guided by theory in several ways. The analysis of cases from the online database used established theoretical concepts from risk management and I4.0 higher-order technologies as codes, while the interview guide used for primary data collection is based on the theoretical background. The steps undertaken for primary and secondary data collection and analysis are presented in Fig. 6.

The combination of primary and secondary data enables us to conduct a within-case analysis where each case or project was evaluated based on a number of criteria (e.g. technology, implementation stage, risk) and a cross-case analysis was performed to identify emerging patterns (Miles and Huberman, 1994). Combining primary and secondary data on different projects and digital technologies employed in industrial operations enabled us to develop two deliverables. First, we proposed a typology of risks relevant to digital applications in industrial operations. This overview of technologies that are relevant in practice together with associated risks during the implementation phase and the ongoing operation phase can be found in (Appendix D: Risk Table). These risk patterns are explored by deriving 2nd order risk themes from 1st order risk factors from the interviews conducted (see Appendix E for
the data structure). The distinction between technology users and vendors emerging from the risk analysis constitutes an important aspect of I4.0 technologies. Together with the data from the interviews, several contextual factors were developed which are characteristics of I4.0 technologies.

In a second step, this study explored the shifting role of risks in the different phases of introduction, growth and maturity. The emerging risk themes were linked with established risk classification schemes from the literature, especially Rao and Goldsby’s (2009) comprehensive supply chain risk model, in order to embed the results in the general and established field of SCRM. This integrated approach enhanced the validity and reliability of our findings, as suggested by prior studies (Barratt et al., 2011; Carter et al., 2020). Finally, several hypotheses and an elaborated framework combining the insights from the empirical analysis and NAT were proposed. Appendices C, D and E, which are available in the online supplementary materials, provide further evidence and details for the data analysis.

---

**Table 3**
Examples of interviewees.

<table>
<thead>
<tr>
<th>Position</th>
<th>Industry/Company</th>
<th>Company Size</th>
<th>Technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Head of Engineering and Robotics Division</td>
<td>Metalworking</td>
<td>250–5000</td>
<td>Industrial robots, WLAN</td>
</tr>
<tr>
<td>2 Chief executive officer</td>
<td>Software development</td>
<td>1–250</td>
<td>AGV, identifiers</td>
</tr>
<tr>
<td>3 Project manager and support Steel industry</td>
<td>Steel industry</td>
<td>&gt;15000</td>
<td>Wearables, Bluetooth</td>
</tr>
<tr>
<td>4 Head of IT manufacturing and internal logistics</td>
<td>Automotive industry</td>
<td>5000–15000</td>
<td>Apps, sensors, Bluetooth</td>
</tr>
<tr>
<td>5 Chief technical officer</td>
<td>IT infrastructure development</td>
<td>1–250</td>
<td>Data glasses, WLAN</td>
</tr>
<tr>
<td>53 IoT risk analyst</td>
<td>Industrial consulting</td>
<td>250–5000</td>
<td>UAV, 4G</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Interviewees’ company sizes and industries, N = 53.
3.3. Validity and reliability

By combining the insights from both primary and secondary data, this study incorporates principles of triangulation by building on multiple sources to enhance construct validity (Yin, 2003; Denzin and Lincoln, 2003). In the first step, several internal meetings were held with experts to supplement the insights gained from the literature review, to develop the procedure for the database analysis and to refine an interview guide. Secondary data were collected by Web crawling an online case database and manually coding the collected raw data. Primary data were collected by conducting semi-structured interviews with experts on 14.0, who were involved in 14.0 technology projects from the database. This method assures consistency and comparability of data among the use cases as well as flexibility to pursue information about relevant topics and contextual elements beyond the guiding questions. Moreover, the cross-case approach is an established starting point for theory development that provides a good basis for analytical generalisation (Eisenhardt, 1989). The interviews followed an interview guide developed beforehand, which incorporates insights from desk research of 14.0 technologies, risk categories, and life cycle models. Information was crosschecked with interviewees to ensure validity (Denzin and Lincoln, 2003). All interviews were recorded, transcribed and summarised extensively. The study thus adhered to criteria of internal validity, construct validity, external validity and reliability (Gibbert et al., 2008), as shown in Table 4.

### Table 4 Components of the research design based on Gibbert et al. (2008).

<table>
<thead>
<tr>
<th>Methodological criteria</th>
<th>Components</th>
<th>Work performed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internal validity</strong></td>
<td>• Research framework derived from literature</td>
<td>The analytical constructs employed draw on theoretical insights from SCRM models, related risk classifications and life cycle models.</td>
</tr>
<tr>
<td></td>
<td>• Pattern matching</td>
<td>Comparison of patterns from different contexts of various use cases and interviews during data collection.</td>
</tr>
<tr>
<td></td>
<td>• Theory triangulation</td>
<td>Use of different bodies of literature as research framework and as a tool to interpret findings.</td>
</tr>
<tr>
<td><strong>Construct validity</strong></td>
<td>• Data triangulation</td>
<td>Combination of primary (original interviews conducted by researchers) and extensive secondary data (archival data from online platform).</td>
</tr>
<tr>
<td></td>
<td>• Review of derived data by peers</td>
<td>Review of drafts and interview recordings by peer academics who are not co-authors of this paper.</td>
</tr>
<tr>
<td></td>
<td>• Explanation of data analysis</td>
<td>Structuring of collected secondary data in a database as research framework and as a tool to interpret findings.</td>
</tr>
<tr>
<td><strong>External validity</strong></td>
<td>• Multiple case study approach to cross-case analysis</td>
<td>Multiple case studies included in both primary and secondary data.</td>
</tr>
<tr>
<td></td>
<td>• Case study background</td>
<td>All the use cases examined (compared) concern the introduction of I4.0 technology but have different backgrounds in terms of company size, industry, areas of application.</td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td>• Case study protocol</td>
<td>Data collection according to a set of guiding questions following the analytical constructs and project-specific anomalies.</td>
</tr>
<tr>
<td></td>
<td>• Case study database</td>
<td>Development of a case study database with all data sources (available documents, interview files, archival data, etc.).</td>
</tr>
</tbody>
</table>

4. Findings

The findings are presented in three sections. First, we argue that digital I4.0 technologies are driving the transition to a new industrial landscape and several unique contextual factors therefore govern the emergence of unique risks. Second, we present three major sources of risks unique to the implementation of I4.0 in industrial operations. Third, we synthesise our findings and draw on insights from NAT to propose an elaborated framework and several hypotheses on contextual drivers of I4.0, unique sources of risks and outcomes.

4.1. New landscape for traditional companies adopting digital technologies

Our data reveal that several contextual factors are driving the transition to a new industrial landscape in which I4.0 is implemented: information asymmetries between technology vendors and users and external contextual drivers related to the technology market and the attributes of digital technologies.

First, the case analysis uncovered significant differences in how users and vendors understand I4.0 technologies in terms of risks and intended benefits (see Figs. 7 and 9). Technology vendors are the companies developing and selling digital technologies (e.g. Axxoom, Bosch, Siemens), while technology users are all manufacturing and logistics companies in our sample that are using digital technologies for specific industrial operations (e.g. BASF, Kärcher, Pfizer). The content analysis of the 300 use cases delivered several interesting insights. Technology users of all sizes identify increasing complexity, insufficient flexibility and high production system latency as factors currently driving the adoption of digital technologies in industrial operations. Technology vendors do not necessarily view Industry 4.0 as particularly suited to mitigate these challenges. The discrepancy between vendors’ and users’ view of predictive maintenance and the category ‘other’ is striking. Both tend to be associated more with various vendor applications than with user applications. Specialised technology experts among vendors are generally more familiar with predictive maintenance than are potential users, especially in smaller companies, as the numbers show. Moreover, users do not necessarily consider predictive maintenance’s positive impact on the current risk situation to be critical enough to justify the investments and expenditures required.

Apart from the information asymmetries between the users and vendors, other contextual drivers make the reality of I4.0 distinctive from past IT implementation. These contextual drivers include increased dependability, susceptibility to disruptions, digitalisation of individuals (workers and consumers), and increased contextual turbulence and dynamism. The interviews revealed that practitioners are being confronted with the necessity and ongoing advance of industrial digitalisation and many decision-makers are experiencing strong pressure to make use of the technologies available to improve their own business processes and performance. One project manager stated, for instance, that ‘Failure isn’t an option: There is strong pressure on us to implement the technology because we have spent a lot of money on it.’ At the same time, practitioners from most sectors usually have only rudimentary knowledge of such technologies and have had few points of contact during their daily business to date. This pressure, combined with a lack of knowledge can spawn new risk sources, as one manger explained: ‘There’s strong pressure from unfocused innovation, and the result is risk factors being ignored.’ A lack of knowledge of technologies and technology markets and uncertainty about the utility or return on investment create hesitancy and anxiety among managers, as another project manager divulged: ‘We had had no experience with I4.0 technologies until now. Our first project has shown us the weaknesses of our business processes.’

Many decision-makers bring up uncertainties about the return on investment and technologies’ long-term utility (see Table 5). Even though this financial risk does not threaten a technology’s functionality or operations directly, it is a major recurring concern among
practitioners during the implementation phase. Once a company commits to a certain technology, the failure or removal of that technology could be a substantial blow to the company. This is especially true for SMBs which have limited financial resources and for disruptive technologies with extensive interdependences with operations. This risk factor is exacerbated by the limited availability of practical experiences or empirical values which could be drawn on for independent study or evaluation. Management consequently exerts great pressure for projects to be implemented quickly and not allowed to fail, which often results in potential risks being overlooked. 

The adoption of I4.0 technologies by traditional manufacturing and logistics companies reveals several contextual factors which make this new landscape unique and which relate to discrepancies between users’ and vendors’ knowledge and the uncertainty surrounding the technology market and the attributes of digital technologies. While uncertainty is relevant for all digital technologies, it is more severe for hardware-heavy solutions (e.g. mobile and stationary actuators, wearables, additive manufacturing) since new technology is expensive (e.g. high R&D costs and low production volumes) and life cycles are short. We therefore propose the following hypothesis:

**Hypothesis 1.** (H1): I4.0 constitutes a unique context due to several external drivers related to the attributes of digital technologies and uncertainty of the technology market, which is relevant in particular for hardware-heavy solutions, such as mobile and stationary actuators, wearables and additive manufacturing.

4.2. **Major sources of risks of I4.0 technologies in industrial operations**

Content analysis of data from the interviews with experts reveals various sources of risks at different levels of analysis, specifically sources of environmental risks, organisational risks, industry risks, process risks and decision-maker risks (see Appendix E for the data structure and emerging risk categories during the implementation and operation of I4.0 technologies in industrial operations). The emerging risks fall into two categories. The first category includes traditional supply chain risks applicable to many other industrial processes, only the magnitude of which can be affected by digital technologies. Such risks include integration with existing information technology infrastructures and
processes, general legal issues, operational interferences and resistance from employees. The second category includes risks that change their character in conjunction with digital technologies. Based on our analysis, we propose three sources of specific supply chain risks in conjunction with digital technologies in industrial operations: information asymmetries between technology users and vendors, legal uncertainties surrounding data security, privacy and transparency, and digital transformation at the organisation level.

4.2.1. Information asymmetries between users and vendors

The information asymmetries are most pronounced in two main areas: technology-specific knowledge and technology markets. These two types of information asymmetries create risks of direct and indirect dependence in supply chains. Our data show that a lack of internal expertise increases users’ dependence on technology vendors, affecting the number of errors during the implementation phase. Table 6 presents several illustrative examples and quotes from our analysis.

<table>
<thead>
<tr>
<th>Risk</th>
<th>Technology</th>
<th>Case/Application</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insufficient knowledge of I4.0 technology</td>
<td>(Mobile actuators) AGVS</td>
<td>We didn’t know enough about the requirements that need to be considered besides the technology itself, such as the requirement of having no ramps in the factory.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology markets</td>
<td>(Wearables) AGVS</td>
<td>The CEO was unaware of the complexity of the technology selection.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Stationary actuators) AGVS</td>
<td>We bought them from a company we met at a trade fair. We thought it was the only relevant company on the market.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Wearables) Data gloves</td>
<td>The lighting was good enough for a human eye but too dark for a camera.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Stationary actuators) AGVS</td>
<td>The CEO was unaware of the complexity of the technology selection.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Wearables) AGVS</td>
<td>We bought them from a company we met at a trade fair. We thought it was the only relevant company on the market.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Identifiers) QR codes AGVS</td>
<td>Of course I’m growing dependent on the system! If it failed at a technological level, I’d immediately need to implement some sort of plan B.</td>
<td></td>
</tr>
<tr>
<td>Insufficient knowledge of technology</td>
<td>(Stationary actuators) AGVS</td>
<td>Hardly any of the software solution are really open. The controls are often quite different. If you’ve become accustomed to one specific robot and it’s then discontinued, you’ve got a problem.</td>
<td></td>
</tr>
</tbody>
</table>

Technology clusters: Mobile actuators, sensors, identifiers, mobile devices, wearables, additive manufacturing.

Table 6: Use cases and quotes illustrating information asymmetries as a major source of supply chain risk from I4.0 applications.

Introduced data gloves exemplifies this. Unfamiliar with potential vendors, the company’s decision-makers ultimately chose one they had met at a trade fair, only to become aware of other companies with similar products later on.

Insufficient knowledge of both the technology and the technology market can result in direct dependence on a vendor both for hardware from fast-moving hardware markets and complex software-based solutions. While some technologies, such as tablets or routers, are easily replaced with commercial alternatives without much effort or many drawbacks, numerous solutions require vendor-specific hardware, software and know-how. This makes users directly dependent on the vendor when they need to service or replace hardware components or want to upscale or restructure their operations. The vendor’s prices, items in stock, product strategy and market success can affect a technology’s availability and functionality for users. Many vendors of I4.0 solutions,
for instance, are small, highly innovative and flexible start-ups operating in highly volatile markets. Should a start-up go out of business or discontinue product lines, users most likely have to abandon or replace their technologies. Moreover, users that have outsourced their digitalisation activities to vendors and have not developed extensive internal expertise over time grow dependent on vendors’ know-how and innovativeness in many cases.

Based on the evidence and conclusions presented above, the following hypothesis is proposed:

**Hypothesis 2a.** (H2a): The information asymmetries between technology vendors and users concerning technologies’ functionalities and the technology market lead to direct and indirect dependence on technology vendors and an increase in errors and mishandling.

### 4.2.2. Legal uncertainty surrounding data security, privacy and transparency

Significant legal uncertainty surrounding data security, privacy and transparency as they relate to I4.0 technologies constitutes a major source of supply chain risk for industrial applications (see Table 7). These issues are generally relevant for technologies which collect, process or handle customer/employee data, namely cloud computing, software solutions or big data. The creation of digital twins of human-machine systems is the biggest driver of legal risks and adaptation problems of many applications. Use cases reveal that practitioners frequently have insufficient knowledge of legal issues, such as data security regulations and employee council issues and liability. SMBs in particular lack the financial resources to hire legal experts, rendering them unable to navigate the complex interrelationships and hidden pitfalls of legal issues and regulations. Some companies in our use cases implemented new, connected machines capable of communicating over the company’s own WLAN. While the decision-makers examined all the relevant issues related to cyberattacks and other things, they overlooked the fact that the remote maintenance function requiring encrypted employee data needed to comply with the European Union’s General Data Protection Regulation (GDPR).

Legal issues frequently arise during the implementation phase and primarily involve aspects of workplace law, data privacy and data protection. The most common risks in this context are impending conflicts with employee councils that are apprehensive about additional workloads and demands, disadvantages for employees and violations of data privacy. Individual employees in companies without employee councils might raise concerns about labour law themselves, thus delaying or averting the implementation. Monitoring solutions in particular are often suspected of exposing employees and their performance to corporate surveillance or, at least, of being gateways for potential leaks of employees’ personal data.

Moreover, the latest developments in legal policies such as the GDPR frequently have implications that are perceived as a major source of risk. Again, these uncertainties often put SMBs at a disadvantage. The complexity of such regulations is simply overwhelming in practice, making them impossible to implement in their entirety. One company, for instance, agreed with a client upon a particular channel of communication about the information technology system. All the data platforms and cloud storage systems for the use case were so well established that the client expected that all their data would be deleted, but the company was unable to name all the locations where client data were stored whenever established procedures were not followed, e.g. when the client sent an email instead of ordering directly through the system.

Several legal conflicts put technology users at risk during the operation phase. The most common risks arise from collecting, storing and processing either supply chain partner or employee data. Since the legal situation of such activities is constantly changing and promises to remain challenging and uncertain in the near future, practitioners view legal issues as an ongoing risk of many technologies. In several cases, companies have had to guarantee certain security measures and that they are able, for instance, to delete certain types of data completely and promptly upon request. Since many companies fail to address and meet these requirements adequately, they are constantly at risk of lawsuits in the event of related incidents.

Based on the evidence and conclusions presented above, the following hypothesis is proposed:

**Hypothesis 2b.** (H2b): The legal uncertainty surrounding data security, privacy and transparency as they relate to I4.0 technologies can create new types of legal risks at the organisation level and supply chain level, especially for technologies which collect, process and handle data (cloud computing, big data, software solutions) and for technologies which directly or indirectly monitor employee performance (sensors, mobile devices, wearables, human-machine interaction).

### 4.2.3. Digital transformation at the organisation level

Our findings reveal that the implementation of I4.0 technologies entails digital transformation at the organisation level and supply chain level, causing significant spillover at different levels of analysis (see Table 8). These spillover effects can be either positive or negative and decision-makers face difficulties mapping them. The increased connectivity and linkages inside and outside the organisation heighten vulnerability to cyber risks.

First, I4.0 technologies require making organisational adjustments to

| Table 7 Use cases and quotes illustrating legal uncertainty as a major source of new supply chain risks. |
|---|---|---|---|
| **Risk** | **Technology** | **Case/Application** | **Quote** |
| General lack of knowledge of legal issues | (Software solutions) | Remote maintenance | We didn’t realise we were granting access to employee data by using the remote maintenance function. |
| | Remote monitoring | | |
| Technology clusters: cloud computing, software solutions, big data | (Wearables) | Order picking assistance for employees | I’m having problems with the employee council. As soon as you start digitalising, you are allowed to track a CNC lathe but not an employee. |
| Workplace law issues | Data glasses | Consulting | The first question is always ‘where’s my data being stored?’: Especially smaller companies and start-ups aren’t capable of signing a complex data protection agreement. [...] They just can’t handle it. |
| Compliance issues | (Wearables) | Order picking assistance for employees | The main issue is that of monitoring. We monitor our warehouses with this solution and our workplaces too, of course. |
| | Data glasses | Consulting | You have to be aware of which data you’re allowed to store, and which not [...] Now, you’ve got all this data. Who’s allowed to do what and when with which data? What happens if the customer wants the data deleted? [...] Management is liable for this. |
| Technology clusters: sensors, mobile devices, wearables, human-machine interfaces. | (Cloud computing) | Remote maintenance | |
| Technology clusters: wearables, cloud computing, software solutions, big data | (Sensors) | Automated material requisition for Kanban systems | |
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the processes involved. A company that automated its reordering process for C-parts, for instance, had to change the process steps themselves so that the process conformed to the technology’s functionalities and requirements. Changing the entry process ultimately caused errors in the subprocesses. Since the numerous interdependences characterising the information technology landscape and the process landscape make them sensitive to external changes and newly introduced elements, the initial introduction of such technologies can compromise the stability and reliability of day-to-day operations. In addition, introducing new processes or modifying existing ones to conform to the technologies employed often causes subsequent interferences related to aperiodic or unexpected events, such as special orders or vendor changes. In several cases, technologies have resulted in an ossification of processes and diminished flexibility – since desired process changes inevitably entail changes in the technology solution too. This increases costs and/or requires technological knowledge that users often do not possess. Organisational transformation and increased supply chain interdependences are driven by technologies which impact the whole organisation (e.g. mobile devices) and collaboration-based software (e.g. big data, cloud computing).

Second, cyber risks emerge as an omnipresent theme from the experts’ statements. The most relevant threat identified by the practitioners in the interviews that we conducted is that of corporate data espionage and theft over wireless connections such as WLAN or mobile communications. They consider the probability and severity of such events to be quite low in most cases, though, since they assume that their data would be of little interest to attackers. The cyber risks are linked more to the interconnectedness of assets (IoT) than to the connected technologies themselves. Experts with a greater wealth of experience especially warn as well against unauthorised access to physical facilities through digital interfaces, undetected data tampering and malicious encryption of data by ransomware. The use of common and pervasive mobile devices, such as smartphones with Android OS or iOS, exposes applications to such threats in the form of equally common and pervasive malware. In addition, many experts consider most technologies to be enticing and rewarding targets of cyberattacks. This is because the range of vulnerable infrastructure grows along with a company’s level of digitalisation. Facilities that were completely ‘offline’ previously become vulnerable to the new threat of cyberattacks as soon as 14.0 technologies link them to the Internet or a corporate intranet. Many experts see a need to address cyber risks in hitherto unaffected areas.

Based on the evidence and conclusions presented above, the following hypothesis is proposed:

**Hypothesis 2c.** (H2c): Organisational transformation, increased interdependences among supply chain actors, and cyber risks driven by mainly collaboration-based software increase the likelihood of major disruptions that have a significant impact on the entire supply chain.

### 4.3. Elaborated framework

The empirical qualitative analysis of use cases and interviews with experts reveals that 14.0 technologies are employed in industrial applications in response to certain existing challenges and risks but that they also create new sources of risks. Based on the empirical findings and drawing on insights from NAT, we propose an elaborated theoretical framework that explicates drivers, contingencies and outcomes of digital technologies in industry while focusing on risk management (see Fig. 9). The proposed framework identifies two groups of drivers aligned with the two analytical dimensions of NAT, e.g. complexity and tight coupling of system components, a series of contingencies, and outcomes found in our empirical data. We conceptualise increased complexity in 14.0 technologies as the interaction between a highly dynamic and uncertain external environment (technology market and attributes of technologies), information asymmetries between technology vendors and users, and legal uncertainties surrounding data security, privacy and transparency. The second driver suggested by NAT relates to the interdependence between system components at both the organisation and the supply chain level. In keeping with NAT’s underlying logic that high complexity and tight coupling of processes increase the likelihood of accidents, we link the drivers and contingency factors with several outcomes. We identified several outcomes resulting from procurement risks, specifically an increased probability of occurrence of supply chain risks and disruptions, errors and mishandling; and increased dependence on technology vendors.

Several contingency factors emerging from the data affect the identification and management of sources of risk. These include the technology life cycle stage, technology type, and company size and resources. Different risks arise at different stages of the technology life
cycle. Our data show that the adverse effects of unaddressed implementation risks grow in the operation phase. We additionally found significant differences between SMBs and larger companies in their perception, identification and management of risks, largely because SMBs’ lack of internal resources affect their options significantly. Our analysis of risk factors also shows that sources of risk manifest themselves slightly differently for different types of technologies (see Appendix C). The overview of contingency factors invited the following hypothesis:

**Hypothesis 3.** (H3): The likelihood of accidents caused by sources of risk from I4.0 technologies is contingent on several factors, specifically company size and resources, technology type and technology life cycle stage.

Fig. 9 presents the elaborated framework with every hypothesis proposed.

5. Discussion and conclusion

The overarching goal of this study is to identify and map risks associated with the implementation and operation of I4.0 technologies. Drawing on NAT and using a unique data set of interviews with experts and 300 case studies, we argue that digital I4.0 technologies are driving the transition to a new external and internal industrial landscape. This landscape is dominated by strong uncertainty about the technology market, the attributes and functionalities of digital technologies and the spillover effects upon organisations and supply chains. Three major risk sources are hypothesised: information asymmetries between technology users and vendors, legal uncertainties and organisational transformation, each predominant for different technology clusters. An elaborated framework is developed and several hypotheses about the drivers and contingencies of risk management in the context of I4.0 technologies are proposed.

5.1. Theoretical contributions

The study makes several important theoretical contributions. First, it provides an exploratory empirical analysis of emerging phenomena. The analysis reveals that the application of I4.0 technologies in industrial operations is unique in several ways and is therefore accompanied by several unique risk sources. Previous studies have demonstrated that the implementation of I4.0 technologies in practice is concomitant with greater connectivity between humans, systems and objects and can create new and modified risks (Tupa et al., 2017). Digital technologies diffuse across entire organisation and their supply chains, triggering organisational changes distinct from earlier changes related to IT (Hanelt et al., 2020). Our study corroborates these findings and expands them with an eye towards supply chain risks linked with technology clusters, showing that greater interdependence at the supply chain level, increased complexity, and digital transformation of organisations and supply chains can create new sources of supply chain risks. This important implication requires further study to gain a more nuanced understanding of the vulnerability at firm and supply chain level brought in by I4.0 adoption, and the required resources and capabilities needed by firms to cope with this. The increased inter-connectedness at both firm and supply chain level needs to be further studied through in-depth investigations and empirical data to evaluate whether the benefits outweigh the risks from the perspective of focal firms and at supply chain level. Moreover, the increased level of uncertainty around I4.0 technologies as well as increased interconnectivity at firm and supply chain level creates a unique set of challenges for human decision makers. Therefore, an important research direction relates to the incorporation of behavioural theories (Pournader et al., 2020) to understand how this increased complexity impacts the decision-making process (e.g. intuition, use of information, certainty, knowledge) around identifying and assessing supply chain risks for digital technologies.
Second, based on our empirical study, we propose three major risk sources for I4.0 applications: information asymmetries; legal uncertainties surrounding data security and privacy; and interdependencies between organisations and supply chains that are relevant for different technology clusters, as shown in the findings. This aligns with earlier literature demonstrating that digital technologies’ disruptive effects compel companies to reorganise their internal organisational processes and external supply chains (Porter and Heppelmann, 2014). We also expand on the studies by Guha and Kumar (2017), Fosso et al. (2015), Ivanov et al. (2018) and Rossmann et al. (2017) to start systematically linking supply chain risks with digital technology clusters. The impact as well as suitable mitigation strategies for these novel sources of risks can be further analysed in future studies.

Third, the emerging concept of information asymmetries between technology vendors and technology users as a major source of risk in this context is novel. The underlying idea is in line with Orlikowski’s (1992) concept of the duality of technology, i.e. technology development and technology implementation represent distinct processes that therefore require different capabilities to be completed successfully. We demonstrate, however, that the high level of complexity of technology use, functionality and uncertainty about the technology market amplify this duality in the context of I4.0. Understanding the duality of digital technology and the capabilities required by firms to manage technology development and implementation while minimising the gaps and risks between the different stages represents an important avenue for further research.

Lastly, the study has employed Normal Accident Theory (NAT) to conceptualise novel sources of risks triggered by I4.0 technology adoption in industrial operations, thereby expanding the use of this theory in the supply chain risk literature. With this, we contribute to existing literature by employing NAT in a novel context triggered by the use of digital technologies in operations and supply chains. Our findings show that digital technologies aggravate the system complexity through various mechanisms, such as increased uncertainty, information asymmetries, increased direct and indirect dependences on technology suppliers, and emergence of new risks, e.g. cyber risks. Our findings also show that digital technologies, in particular collaborative software solutions, enable tighter integration of value chain processes across functions and company boundaries, but also increase the vulnerability of supply chains by creating stronger interdependencies among processes across companies and supply chains. Together, this leads to increasing risk of accidents and therefore dedicated mitigation and prevention strategies need to be developed aligned with the particularities of digital technologies.

5.2. Managerial and public policy implications

Our findings show that companies are facing numerous challenges and are having to deal with a number of risks while they implement current I4.0 technologies. The proposed elaborated framework is intended to help practitioners understand the different types of risks and the ways they arise at the different stages of a technology implementation project. More specifically, our findings present a few implications for managers. First, the study guides managers dealing with I4.0 technologies adoption in industrial operations to distinguish between risks occurring during the development and implementation stages in order to develop nuanced mitigation strategies. Second, managers need to focus on establishing regular knowledge exchange with the technology vendors or to hire internal technology experts in order to reduce the uncertainty and lack of expertise related to I4.0 technologies. Moreover, a better understanding of the technologies can also provide new opportunities for managers. Third, managers need to develop proactive mechanisms to address cyber risks and potential interferences with operations and production processes. For example, there needs to be clear guidelines about what types of devices are allowed for use by employees on the shop-floor or the policy regarding the use of external devices by internal employees. Fourth, managers need to be aware that the adoption of I4.0 technologies triggers changes at organisational and supply chain level and specific assessment needs to be performed to evaluate the benefits of increased connectivity versus the risks arising from this new situation.

The study also contains implications for public policy. First, the increased legal uncertainty around the adoption of I4.0 creates extra challenges for firms. Governments need to provide extra support regarding the legal aspects related to the implementation of these technologies.

Moreover, our findings show that these risks are especially challenging for SMBs as these often lack a varied set of experts with special know-how for the specific technology. Therefore, our study emphasises the need for governmental programs in order to reduce the market uncertainty for I4.0 products and to facilitate the access to knowledge (e.g. through platforms, educational funding) especially for SMBs.

5.3. Limitations and further research

Even though it makes important contributions, our analysis has its limitations, which open avenues for further research. First, the exploratory nature of our qualitative study limits its generalisability. The foundation for our study is the database of cases launched and maintained by the German government. While this database is valuable for exploratory research, it also presents a bias towards successful cases and towards SMBs. Further research should expand data collection efforts via surveys, Delphi studies and other secondary databases to evaluate the representativeness of this database. Large-scale empirical studies can be employed further to test hypotheses. Moreover, the applicability of our study conducted in an empirical German context to other major industrial contexts, such as the United States or Japan, still has to be established.

Second, the focus of our analysis on a wide range of I4.0 technologies keeps our findings general. Other specific groups of technologies deserve study. Smart products that exchange information independently, trigger actions and control each other may have very different risk profiles, for instance (Pereira and Romero, 2017). Third, our study reveals that humans play a crucial role in the implementation and use of I4.0 technologies. Recent review studies (e.g. Han et al., 2020) have identified the digitalisation of individuals and key decision-makers as an opportunity for further research. Further research could explore the impact the digitalisation of decision-makers has on the identification, management and mitigation of supply chain risks. A growing stream of research drawing on insights from behavioural economics is exploring the impact of human behaviour and cognitive biases on processes and operational performance (Loch and Wu, 2007). Previous studies of supply chain and operations management have examined the role of human factors and cognitive biases in decision-making in inventory management, procurement, forecasting, yield management and resource management. Interest in supply chain risk management is growing as well (Fahimnia et al., 2019). An understanding of risk perception and of decision-making in the event of disruptions to the supply chain is essential for supply chain risk management since such disruptions can have major managerial implications (Fahimnia et al., 2019; Ellis et al., 2010).
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