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Abstract— Imitation learning (IL) enables robots to acquire skills quickly by transferring expert knowledge, which is widely adopted in reinforcement learning (RL) to initialize exploration. However, in long-horizon motion planning tasks, a challenging problem in deploying IL and RL methods is how to generate and collect massive, broadly distributed data such that these methods can generalize effectively. In this work, we solve this problem using our proposed approach called self-imitation learning by planning (SILP), where demonstration data are collected automatically by planning on the visited states from the current policy. SILP is inspired by the observation that successfully visited states in the early reinforcement learning stage are collision-free nodes in the graph-search based motion planner, so we can plan and relabel robot’s own trials as demonstrations for policy learning. Due to these self-generated demonstrations, we relieve the human operator from the laborious data preparation process required by IL and RL methods in solving complex motion planning tasks. The evaluation results show that our SILP method achieves higher success rates and enhances sample efficiency compared to selected baselines, and the policy learned in simulation performs well in a real-world placement task with changing goals and obstacles.

I. INTRODUCTION

As a fundamental component, motion planning is deployed in many robotic platforms [1]–[5]. Recently, there is an increasing interest in using imitation learning (IL) and reinforcement learning (RL) in motion planning [6]–[8], driven by the demand of robots that can generalize well and react fast in dynamic environments. The primary difficulty of training neural-based motion planners in high-dimensional manipulation tasks lies in the data collection, as neural networks require massive diverse data for both IL and RL to generalize well. However, for IL, there is a shortage of data distribution around the boundary of obstacles when the goal is to provide obstacles-avoiding behaviors [6]. In addition, a robot’s performance is limited by the quality of supervision when there is no additional information to help improve its performance [9]. For RL, exploring areas around the obstacles is unsafe in the real-world and it takes a long time to collect sufficient experience for training the policy to perform well in a dynamic environment with changing goals and obstacles. The combination of IL and RL can boost the performance in IL attributed to the improved exploration, and speed up the convergence in RL by transferring expert knowledge. However, to bootstrap the approach, the heavy data preparation process still needs to be realized, e.g., by using a simulated planner [10], demonstrating by human [11]–[13] or collecting data in parallel with multiple robots [14].

II. RELATED WORK

Following recent advances in deep learning, methods using neural networks to approximate motion planning algorithms have attracted increasing attention. Qureshi et al. [7] learned a neural motion planner with supervised learning. Benjamin et al. [15] and Xia et al. [16] utilized hierarchical reinforcement learning to tackle long horizon motion planning tasks. Notably, Jurgenson et al. [6] employed demonstrations with off-policy reinforcement learning to solve motion planning tasks and illustrated higher accuracy and less planning time compared with sampling-based motion planners. Their work is close to ours as we both utilize demonstrations in off-policy reinforcement learning. However, they focused on a
simulated planar environment, but we consider a six degree-of-freedom (DoF) manipulator in a 3D task space.

Learning from demonstrations (LfD) is a widely used technique for learning based robotic tasks [17]–[20], and behavior cloning (BC) is one of the most common frameworks in this paradigm, in which the robot learns by mimicking behaviors from the supervisor. However, in such a learning by imitation framework, the control error can accumulate with the time steps forward, leading the robot away from the familiar state region. The improved version of BC is DAgger [21], which retrieves expert actions from the supervisor in all of the encountered states and aggregates the revised state-action pairs into the training data for later usage. The shortcoming of DAgger is the considerable burden on the supervisor who must label all the visited states during training in complex tasks. One common limitation of IL is that the agent cannot learn a policy better than the supervisor.

By contrast, reinforcement learning can discover better policies by exploring, but it suffers from slow convergence. Reinforcement learning with demonstrations can exploit the strength of RL and IL and overcome their respective weaknesses, leading to wide usage in complex robotics controlling tasks. In such frameworks, demonstrations mainly function as an initialization tool to boost RL policies, and expect the following exploration process to find a better policy than that of the supervisor [20], [22], [23]. Aside from bootstrapping exploration in RL, demonstrations can be used to infer the reward function in reinforcement learning [24], which belongs to the branch of inverse reinforcement learning (IRL) and will not be covered in this study.

Our approach is similar to the work introduced in [20], where demonstrations are stored in an extra replay buffer to guide the training by constructing an auxiliary behavior cloning loss to the policy update. We use the same framework but improve it with our SILP approach to reduce the required human effort in collecting demonstrations. Besides, our method is similar to DAgger as an online demonstration approach, which gives feedback for the encountered states by relabelling actions to minimize the behavior regret. Compared to DAgger, our method has a global vision: it plans on all states within an episode rather than at one single step. In this manner, we can highlight the most important steps in the episode. Another work shares the concept of self-imitation learning [25] with our method by utilizing the good decisions in the past episode to improve the learning performance. However, the quality of their method depends on the RL exploration strategies. When considering complex robotic tasks, it is difficult for the policy to obtain informative steps without explicit supervision.

From the perspective of data augmentation, learning by imagination [26] aggregates data by rolling out the policy based on a learned environment model, which is an efficient way to accumulate useful data if an accurate model can be acquired. In addition, hindsight experience replay (HER) [27] aggregates informative experience by regarding the experienced next state as the goal. However, while more successful experiences are aggregated, the number of useless experiences grows as well and thus deteriorates the learning efficiency. Nevertheless, our method can select the most promising state as the next state and extract the core steps in the episode that lead to success.

III. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

Markov Decision Process: A Markov Decision Process (MDP) can be described as a tuple containing four basic elements: \((s_t, a_t, p(s_{t+1}|s_t, a_t), r(s_{t+1}|s_t, a_t))\). In this tuple, the \(s_t\) and \(a_t\) denote the continuous state and action at time step \(t\) respectively, \(p(s_{t+1}|s_t, a_t)\) is the transition function of which the value is the probability to arrive at the next state \(s_{t+1}\) given the current state \(s_t\) and action \(a_t\), and \(r(s_{t+1}|s_t, a_t)\) is the immediate reward received from the environment after the state transition.

Off-policy RL: Different from offline RL where data is collected once in advance [28], in online RL, an agent continuously updates data by interacting with the environment to learn the optimal policy \(\pi^*\). The goal of the agent is to maximize the expected future return \(R_t = \mathbb{E}\left[\sum_{i=t}^{\infty} \gamma^{i-t}r_{i+1}\right]\) with a discounted factor \(\gamma \in [0,1]\) weighting the future importance. Each policy \(\pi\) has a corresponding action-value function \(Q^\pi(s,a) = \mathbb{E}[R_t|s_t = s, a_t = a]\), representing the expected return under policy \(\pi\) after taking action \(a\) in state \(s\). Following policy \(\pi\), \(Q^\pi\) can be computed through the Bellman equation:

\[
Q^\pi(s_t,a_t) = \mathbb{E}_{s_{t+1} \sim \rho}[r(s_{t+1}, a_{t+1}) + \gamma \mathbb{E}_{a_{t+1} \sim \Lambda}[Q^\pi(s_{t+1}, a_{t+1})]],
\]

where \(\rho\) represents the action space. Let \(Q^*(s,a)\) be the optimal action-value function. RL algorithms aim to find an optimal policy \(\pi^*\) such that \(Q^{\pi^*}(s,a) = Q^*(s,a)\) for all states and actions.

In off-policy RL, the state-action pairs in (1) are not from the same policy. For instance, \(\pi_t\) is from the current policy, while the next action \(a_{t+1}\) may be a greedy action or comes from a previous policy. The latter case represents a line of work in off-policy RL that utilize an replay buffer to store interactions for future learning in order to remove the correlation between data [29], [30].

B. Problem Formulation

Given the collision-free start configuration \(q_0\) and goal configuration \(q_g\), the motion planning task is to find a path that starts from \(q_0\) and ends with \(q_g\), while avoiding obstacles \(o\) in the environment. This task can be formulated as a fully observable Markov Decision Process (MDP), which can be solved in the off-policy reinforcement learning framework. The detailed formulation is described below.

1) States: A feature vector is used to describe the continuous state, including the robot’s proprioception, the obstacle and goal information in the environment. We restrict the orientation of the gripper as orthogonal and downward to the table, so three joints out of six in our UR5e platform are active in the learning process. At each step \(t\) we record the \(i\)-th joint angles \(j_i\) for \(i = 1, 2, 3\) in radians and the end-effector’s position \((x^{ee}, y^{ee}, z^{ee}) \in \mathbb{R}^3\) as the proprioception: proprio =


\((j_1, j_2, j_3, x^{ee}, y^{ee}, z^{ee}) \in \mathbb{R}^6\). Then, we estimate the obstacle’s position in task space and use a bounding box to describe it: \(\text{obs} = (x_{\text{min}}^0, y_{\text{min}}^0, z_{\text{min}}^0, x_{\text{max}}^0, y_{\text{max}}^0, z_{\text{max}}^0) \in \mathbb{R}^6\). The goal is described as a point in the task space: \(\text{goal} = (x^g, y^g, z^g) \in \mathbb{R}^3\). Finally, the state feature vector can be represented as: \(s = (\text{proprio}, \text{obs}, \text{goal}) \in \mathbb{R}^{15}\).

2) **Actions**: Each action is denoted by a vector \(a \in (-1, 1)^3\), which represents the relative position change for the first three joints. The corresponding three joint angle changes are 0.125π radians.

3) **Transition function**: In each training episode, the goal and obstacle are static. So, the transition function is determined by the forward kinematics of the robot arm. Specifically, the next state \(s_{i+1}\) can be computed by the forward kinematics function \(f_s\) under the position controller; i.e., \(s_{i+1} = f_s(s_i, a_i)\), where \(s_i\) and \(a_i\) are the current state and action respectively. Since the transition function is known, our off-policy reinforcement learning framework can also be seen as model-based.

4) **Rewards**: A success is reached if the Euclidean distance between the end-effector and the goal \(d(ee, g) < \text{err}\), where \(\text{err}\) controls the reach accuracy. Given the current state and the taken action, if the next state is not collision-free, then a severe punishment is given by a negative reward \(r = -10\). If the next state results in a success, we encourage such a behavior by setting the reward \(r = 1\). In other cases, \(r = -d(ee, g)\) to penalize a long traveling distance. An episode is terminated when the predefined maximum steps or a success is reached. When a collision happens, we reset the agent and the environment one step back and randomly select a valid action to continue the episode.

We make a natural assumption that the goal states are reachable and collision-free. Note that although the transition function is deterministic, the reward is unpredictable since we do not implement the collision checking during training to reduce computation load. The collision information can only be obtained after the action has been executed.

IV. METHODS

A. **RL with Demonstrations**

For learning from demonstrations with reinforcement learning, we adapt the approach from [20], which incorporates demonstrations into a separate replay buffer in off-policy RL. This results in two replay buffers, \(D_{\text{demo}}\) and \(D_s\), which stores demonstrations and real interactions respectively. In every update step, we draw \(N_D\) examples from \(D_{\text{demo}}\) and \(N_s\) experiences from \(D_s\) to train the policy.

To enable the demonstrations to guide policy learning, a behavior cloning loss is constructed as below:

\[
L_{bc} = \sum_{i=1}^{N_D} \| \pi(s_i|\theta^\pi) - a_i \|^2, \tag{2}
\]

where \(a_i\) and \(s_i\) represent the action and state from \(D_{\text{demo}}\) respectively, and \(\theta^\pi\) represents the learning parameters in the policy. The constructed loss is added to the policy objective \(J\) to push the policy to learn behaviors from the expert, weighted with hyperparameters \(\lambda_1\) and \(\lambda_2\). Furthermore, in order to avoid learning from imperfect demonstrations, a \(Q_{\text{filter}}\) is employed to prevent adding behavior cloning loss when the policy’s action is better than the action from the demonstrations. Therefore, the gradient applied to the policy parameter \(\theta_\pi\) is:

\[
\lambda_1 \nabla_{\theta_\pi} J - \lambda_2 Q_{\text{filter}} \nabla_{\theta_\pi} L_{bc}, \tag{3}
\]

where

\[
Q_{\text{filter}} = \begin{cases} 
1 & \text{if } Q(s_i, a_i) > Q(s_i, \pi(s_i)), \\
0 & \text{otherwise}.
\end{cases} \tag{4}
\]

B. **Self-imitation learning by planning**

Many graph-search based planning approaches can be used in our SILP to plan paths on the replay buffer; here we use probabilistic roadmap (PRM) [31] as the planner.

1) **Probabilistic Roadmap Construction**: PRM is a multi-query sampling-based motion planning algorithm; it finds a path that connects the agent’s start configuration and goal configuration while avoiding the obstacles. It contains two stages: a collision-free roadmap (graph) construction stage that randomly samples nodes in the configuration space and a path planning stage which plans on the constructed roadmap with a local planner. We build a directed graph on the visited states \(S\) in each episode. Therefore, each node corresponds to a state in the MDP. Then, we denote edges between nodes with states transition: \(e_{s \rightarrow s'}\). Edges with Euclidean distance longer than \(d\) are ignored. With this condition, we assume the state transition are safe in the graph. Finally, the graph \(G\) is formulated as follows:

\[
G = (\mathcal{V}, \mathcal{E}) \quad \text{where} \quad \mathcal{V} = S, \quad \mathcal{E} = \begin{cases} 
\emptyset & d(s, s') > d, \\
\{e_{s \rightarrow s'} \mid s, s' \in S\} & \text{otherwise},
\end{cases} \tag{5}
\]

where \(\mathcal{V}\) and \(\mathcal{E}\) represent the nodes and edges in the graph respectively. Then, we use A-star as the local planner to extract paths in each episode, in which the end effector’s positions in states are used to calculate the heuristic function.

2) **Online Demonstrations Generation**: The pseudo-code for online demonstrations generation is shown in Alg. 1. We denote \(S_e = \{s_1^e, s_2^e, ..., s_n^e\}\) as the visited states in episode \(e\), which can be seen as the collision-free nodes in PRM. Given the start node \(s_0\) and the goal node \(s_n\), we use A-star to plan the shortest path between them. The extracted nodes that construct the demonstrated path is represented as: \(V_e = \{s_0, ..., s_n\} \subseteq S_e\). After planning, the path is transferred into the MDP format for reinforcement learning.

Under the position control and the known kinematics model, we can derive the action model function \(f_a\) and use this function to compute the action from two neighboring states: \(a_i = f_a(s_i, s_{i+1})\). If the action is out of the space \(A\), we insert an extra node between the states with a half value of \(a_i\), and the new next state is calculated with the forward kinematics function \(f_s\) defined in Sec. III. This process is repeated until the action locates within the defined space. We save the constructed demonstrations \((s_i, a_i, s_{i+1}, r_i)\) in \(D_{\text{demo}}\) for policy learning.
Fig. 2: Self-imitation learning by planning (SILP).

The architecture of our SILP is shown in Fig. 2. From the top left sub-figure, we see that the original goal (red box) may be far from the explored states. This situation is common in the early stage of RL learning when the policy is not well trained. In this case, we cannot directly use PRM to plan a path from the start node to the goal node. Instead, we utilize HER [27] to generate virtual goals from states that the agent has already visited (i.e., the blue point in the top right sub-figure in Fig. 2). An example of the planned path is depicted in Fig. 2 (top right), where the extracted nodes of the path are connected with the directed-dashed lines.

Although we plan demonstrations concurrently with training, we do not add a substantial computation burden on the main algorithm. The reasons are: (1) We plan on the visited states, which eliminates the collision-checking process and accelerates the graph construction process; (2) The local planner occupies a small proportion of computation compared to the interaction with environment process in RL.

V. EXPERIMENTS AND RESULTS

We conduct the experiments in both simulations and real-world settings to test our proposed method. The policies are learned in simulations due to safety consideration and then evaluated in both simulations and physical robot. We will investigate the following questions: (1) Under the same environment and task settings, does our method achieve better performance than other baselines in terms of success rate and sample efficiency? (2) Will our SILP method that has an online demonstration generation setting increases computation burden, leading to a slower training process? (3) Can the policy learned in simulation transfers well to a physical robot where noise and uncertainty exist?

A. Environment and tasks settings

We use Gazebo with an ODE physics engine to conduct our simulations, in which a 6 DoF robot arm UR5e is equipped with a Robotiq-2F-140 gripper to accomplish long horizon motion planning tasks. We design three tasks with ascending difficulty levels for the experiments. The workspace for the end-effector is restricted to $x \in [0, 0.8]$, $y \in [-0.3, 0.8]$, $z \in [0, 0.6]$ to simplify the tasks and avoid unnecessary collision. A box with the width, height of 0.2m and 0.3m is used as an obstacle in these tasks.

**Task 1**: The initial pose of the arm is limited to the right side of the obstacle and the goal is limited to the other side of it to ensure enough collision experience during training. This means that there is one mode of behavior for the arm: moving from the right side of the obstacle to the left side while avoiding the obstacle. The workspace of this task is depicted in Fig. 3a, in which the initial end-effector’s position (i.e., the center of the gripper’s tip) is limited to $x \in [0.1, 0.8]$, $y \in [-0.3, 0.3]$, $z \in [0, 0.2]$; the obstacle’s position (i.e., the center) is limited to $x \in [0.3, 0.7]$, $y \in [0.1, 0.4]$, $z = 0.15m$, and the goal’s position is limited to $x \in [0.0, 0.4]$, $y \in [0.5, 0.8]$, $z \in [0, 0.4]$.

**Task 2**: The initial and goal poses of the arm have the same space as the end effector. In order to balance the number of collision and non-collision interactions, we restrict the initial pose, goal pose and obstacle position to satisfy $d_2 > d_1 > d_3$, where $d_1$ is the Euclidean distance between the initial end-effector’s position and the obstacle position, $d_2$ is the Euclidean distance between initial end-effector’s position and the goal position and $d_3$ is the Euclidean distance between the obstacle position and the goal position. The robot needs to learn more and better to generalize to a bigger workspace that covers more modes. The relative position is projected in 2D and depicted in Fig. 3b.

**Task 3**: This task is designed based on Task 2, with two more obstacles in different shapes: $[0.3, 0.3]$, $[0.3, 0.4]$. 

---

**Algorithm 1: Demonstrations Generation in SILP**

1. **Input**: Visited states $S_e = \{s_e^1, s_e^2, \ldots, s_e^n\}$ in episode $e$; start and goal states $s_0, s_n \in S_e$; distance $d$; action model function $f_a$ and forward kinematics function $f_s$;

2. **Output**: Updated demonstration replay buffer $D_{demo}$;

3. **Local planner**: Search the shortest path from $s_0$ to $s_n$: $V_e = \{s_0, \ldots, s_n\} \subseteq S_e$;

4. **Demonstrations Generation**:

5. for $i$ in LENGTH($V_e$) do

6. $s = V_e[i]$;

7. $s' = V_e[i + 1]$;

8. $a = f_a(s, s')$;

9. while $a \notin A$ do

10. $(s'', a') = \text{INSERTNODES}(s, s', a)$;

11. $r' = env.REWARD(s, s'')$;

12. $D_{demo}.\text{PUSH}((s, a', s'', r'))$;

13. $s = s''$;

14. $a = f_a(s'', s')$;

15. $r = env.REWARD(s, s')$;

16. $D_{demo}.\text{PUSH}((s, a, s', r))$

17. **Function** INSERTNODES($s, s', a$):

18. $a = a/2$;

19. $s' = f_s(s, a)$;

20. while $a \notin A$ do

21. $(s', a) = \text{INSERTNODES}(s', s', a)$

22. return $s', a$;

---
Fig. 3: (a) Workspace for Task 1: the transparent region bounded with dashed line is the workspace of the end effector; the green box represents the initial end effector region; the purple region represents the obstacle’s region; the goal is restricted in the red box. (b) Workspace for Task 2: the Euclidean distance between the goal, the obstacle and the initial end-effector’s position satisfies $d_2 > d_1 > d_3$.

Each shape contains the width and height of the obstacle. On each episode, one of the three boxes is randomly selected as the obstacle.

B. Baselines and Implementation

We employ two state-of-the-art off-policy RL algorithms as our basic baselines: deep deterministic policy gradient (DDPG) [29] and soft-actor-critic (SAC) [30], [32] to evaluate our SILP method. We call them DDPG-SILP and SAC-SILP respectively. We consider the following algorithms as baselines to compare with:

- **DDPG-baseline**: DDPG combined with a dense reward.
- **SAC-baseline**: SAC combined with a dense reward.
- **DDPG-HER**: DDPG combined with hindsight experience replay (HER) [27].
- **SAC-HER**: SAC combined with HER.
- **BC**: Behavior cloning with demonstrations collected from learned policies.

The architectures of the neural networks and the hyperparameters of DDPG and SAC are illustrated in the Experiments section in [33], except that we set the batch size as 256 and the total epochs as 1K in training. In SILP, we set the number of demonstrations $N_D$ as 32 in each batch training, then $N$ is 224. We set $\lambda_1 = 0.004$ and $\lambda_2 = 0.03125$ in (3). We choose to utilize the same configurations in [33] as we have similar environments settings. For SAC, we initialize the policy by randomly exploring the environment with valid actions for the first $m$ epochs. We select $m = 50$, which is the best one compared to 100, 150 and 200 exploration epochs. For the entropy coefficient, we compared three different configurations: the fixed value of 0.2, auto-tuning with dual variable optimization [32] and meta parameter learning [34]. We choose the auto-tuning method as it gained the best performance in terms of training time and success rate compared to the other two methods in a pilot experiment.

For the baseline HER, the number of imagined goals is four for each visited states. We use 10k demonstrations to train the BC model and the success rate in BC is an average of five randomly selected seeds. The demonstrations in BC are collected from the learned policies from the baselines mentioned before, as well as our methods DDPG-SILP and SAC-SILP. Each method contributes the same number of demonstrations to train the BC model.

C. Simulation experiments

To evaluate the sample efficiency and performance, we draw the curves of the success rate and accumulated steps during training in Fig. 4. From the figures on the right column, we can see that our methods, DDPG-SILP (blue curve) and SAC-SILP (red curve), use the least steps in all of the three tasks compared to other DDPG-based and SAC-based methods. Especially in Task 2 and Task 3, our SILP methods reduce the total steps by around 34%. The figures on the left column demonstrate that SAC-based algorithms perform better than DDPG-based methods, but our methods can boost DDPGs’ performance to reach the same level as SACs’. Especially for Task 3, DDPG-SILP improves the success rate to around 90% compared to the success rate of around 65% and 50% for DDPG-baseline and DDPG-HER respectively, which is also illustrated in Table I.

To compare the final performance of the learned policies, we tested the final success rate of SILP and other baselines, and summarized the average results in Table I. The results demonstrate that our methods achieve the highest final success rate in all of the three tasks. The difference between our approach and others is larger when the task is more difficult.

To test the computation burden of our online demonstrations generation method, we summarized the total training time in Table I. From the table, we can see that our methods DDPG-SILP and SAC-SILP need around 13% and 21% less time compared to other DDPG-based and SAC-based methods for training the same number of epochs, even under the online planning setting.

We also tested the time needed for pure PRM planning and compared it to the time for action retrieving in an episode with SILP-SAC under task2. We set the sampling nodes to 100 in PRM to realize an average success rate of 80%. The average time for PRM and SILP-SAC are 18.988s and 0.131s respectively under five randomly-seeded runs on Intel-i7-6700 CPU processor running at 3.40GHz. From the result we can see that PRM is prohibitively computational heavy for multi-DoFs robot arm. The neural-based motion planner gains an advantage in terms of the computation load.

In addition, the assumption that the movement between two neighboring states is collision-free in the planning phase is not always satisfied given noise and uncertainty. The recorded total collision numbers are higher in our methods compared to the baselines. However, Fig. 4 and Table I show that our method overcomes the imperfect assumption by the algorithm and improves the policy continuously, resulting in the highest success rate, the least-needed update steps and training time in tested tasks.
Fig. 4: Success rate (left column) and accumulated steps (right column) during the training for Task 1 (first row), Task 2 (second row) and Task 3 (third row); curves represent the mean value over five randomly-seeded runs, bounded with the variance represented by semi-transparent colors. Data are recorded every 20 epochs.

Fig. 5: Placement task in a dynamic environment. (Left) Initial state; (Center) The obstacle is moved from point A to point B, interfering with the robot movement; (Right) The goal is moved from point A to point B.

D. Real-world experiments

From the previous simulation results, we verified that our SAC-SILP method performs better than other methods in different tasks. In this section, we aim to evaluate the sim-to-real ability of SAC-SILP on Task 2. We test the policy learned in simulation on a real-world placement application, which is shown in Fig. 1 and Fig. 5. The obstacle is represented by a cardboard box that should be avoided during the movement. The object that needs to be grasped and placed is a milk bottle and the goal is a red basket to contain the object. These objects are randomly put on the table, detected and localized by the RACE real time system [35], [36]. The initial pose of the arm is randomly set up near the object. Once RACE detects and locates these objects, the robot moves to the milk bottle and grasps it, then the learned policy guides the arm towards the goal while avoiding the obstacle, and drop the object when a success is reached1.

1) Static environment: We created 15 different configurations of the placement task by randomly scattering the obstacle, milk bottle and the red basket on the table to see how the learned policy places the milk bottle into the target basket while not colliding with the obstacle. We got 14 successes among 15 trials, which is reasonable when we consider the pose-estimation errors for these objects and the model difference between the simulated and the real robot.

2) Dynamic environment: We tested the robustness of our policy in a dynamic setting, where the obstacle and goal were moving during the policy execution. The experiment is illustrated in Fig. 5. In the original configuration, the obstacle is not blocking the path, which is easy for the robot arm to reach the goal, as shown in the left figure in Fig. 5. During the execution, we move the obstacle to block the way to test the collision avoidance behavior as illustrated in the middle of Fig. 5. Then, we change the goal position to test the adaptability of the learned policy as shown on the right of Fig. 5. The original and changed trajectories are depicted in Fig. 6 by the dotted red and green curves, from which we can see obvious motion adaption when the environment changes. The observation shows that the learned policy reacts well in a dynamic environment, even it was trained in simulation.

VI. CONCLUSION AND FUTURE WORK

We present our self-imitation learning by planning (SILP) method, which relieves human effort on collecting diverse demonstrations in goal-conditioned long horizon motion planning tasks. With the guidance of self-generated demonstrations, we learn a policy that generalizes substantially better than those learned directly from RL, behavior cloning and HER, while not adding much extra computation burden on the training process.

Although we tested our method with a position controller on a UR5e robot arm, SILP can also be used with other controllers and on other robotic platforms if an action model can be obtained to extract the MDP format demonstrations based on the explored states. In addition, we plan demonstrations in every episode, which adds unnecessary demonstrations when the policy performs well. This can be improved with a module to evaluate the policy uncertainty on visited states and decide if demonstrations are needed.

1see https://youtu.be/2rx-roLYJ5k
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