Glass-like characteristics of intracellular motion in human cells
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ABSTRACT The motion in the cytosol of microorganisms such as bacteria and yeast has been observed to undergo a dramatic slowing down upon cell energy depletion. These observations have been interpreted as the motion being “glassy,” but whether this notion is useful also for active, motor-protein-driven transport in eukaryotic cells is less clear. Here, we use fluorescence microscopy of beads in human (HeLa) cells to probe the motion of membrane-surrounded structures that are carried along the cytoskeleton by motor proteins. Evaluating several hallmarks of glassy dynamics, we show that at short length scales, the motion is heterogeneous, is nonergodic, is well described by a model for the displacement distribution in glassy systems, and exhibits a decoupling of the exchange and persistence times. Overall, these results suggest that the short length scale behavior of objects that can be transported actively by motor proteins in human cells shares features with the motion in glassy systems.

SIGNIFICANCE Recent reports have suggested an analogy between the motion inside cells and that in “glassy” systems. The motion in a glass, itself not completely understood, is often characterized in terms of objects remaining stationary for extended periods of time, only infrequently being able to move longer distances. Whether such a behavior is observed also for objects that can move actively along the cytoskeleton through the action of motor proteins is less clear. Here, we test this hypothesis, and we show that the motion of objects that can be transported actively by motor proteins in human cells exhibits several features that are typical of that in glassy systems.

INTRODUCTION

The living cell is a highly complex nonequilibrium system composed of a multitude of interacting units at several length scales and timescales. The motion of molecules, macromolecular complexes, and organelles within and on the cell surface has captured the eye of physicists as examples of random motion that (often) defies the classical paradigm set by Brownian motion (1,2). Partly, this interest certainly stems from developments in methodology, being driven by the possibility of readily observing the dynamics of micron or nanosized particles (3–8) and even single molecules (9–11) by optical microscopy. Other aspects to the problem originate from analogies with soft matter science, including with colloidal glasses (12–15) and other complex systems (16,17).

In this context, the idea that intracellular motion is “glassy” has recently received attention (10). We use this term broadly to signify that the motion exhibits features that are characteristic of systems close to (but not necessarily at or beyond) a glass transition (16,17). We also emphasize that we do not imply that the mechanisms underlying the behavior are the same, just the observed features of the motion. The notion that cells exhibit glassy behavior is not entirely new; Janmey and MacKintosh (18) cite observations from more than a century ago alluding to glassy behavior, and one can also find more explicit comparisons in the fairly recent literature (7,19,20). For example, the motion at the 1–100-s timescale of insulin granules in MIN6 mouse cells is nonergodic and exhibits a decoupling of exchange and persistence times (7), both characteristics of glassy motion. The motion of colloidal beads on lipid bilayer tubes, although not strictly related to intracellular motion, also exhibit a decoupling of exchange and persistence times (19). Furthermore, while on the cell exterior, the motion of beads on the membrane of human airway smooth muscle cells has also been interpreted in terms of glassy dynamics (20). In
microorganisms, an interesting observation is that the type of motion appears to be highly sensitive to control parameters. Thus, the motion of molecular complexes in *Escherichia coli* cells has been interpreted as glassy only in the absence of cell energy, whereas in its presence, the motion becomes diffusive, the cell being “fluidized” by metabolic activity (10). In *Saccharomyces cerevisiae* cells, a qualitative change in motion of molecular complexes (11,21,22) has been linked to a change in pH (11) and/or macromolecular crowding (21).

For intracellular motion in general, it is important to distinguish between motor-protein-driven transport and “free” diffusion in the cytosol. Motor proteins expend cell energy to carry membrane-surrounded structures (vesicles and organelles) along the cytoskeleton. In contrast, when molecules and other objects are present in the cytosol, though obstructed by the cytoskeleton, organelles, vesicles, and the high degree of macromolecular crowding, they are free to move around, and their motion is not (directly) driven by motor proteins and is nondirectional. It is possible that an object being moved by motor proteins intermittently detaches from the cytoskeleton and subsequently moves freely in the cytosol before attaching again, so objects known to be transported by motor proteins could exhibit both types of motion. Eukaryotic cells, including mammalian and yeast, have both types of motion, whereas bacteria lack motor proteins such as myosin, kinesin, and dynein. Still, the simplicity of transport in bacteria should not be overemphasized, for there are multiple intracellular transport processes that are actively driven (23).

The revived interest in glassy characteristics of intracellular motion has been focused on cytosolic motion; here, we instead focus on motion that can occur by motor proteins and specifically in human cells. We use a standard human cell line (HeLa) to allow potential links to the wealth of biological information available for these cells. As probes for the transport, we use nanosized beads because they are readily taken up by cells (24,25) and are subsequently transported around the cell within membrane-surrounded structures by motor proteins (24–28). It also allows us to take advantage of our previous experience with how these beads interact with human cell systems (25,27–31). We focus on relatively short length scales because we hypothesize that glassy motion is here more likely to be a useful analogy. Using this model system, we test several hallmarks of glassy motion to evaluate to what extent the intracellular motion exhibits similar behavior: we evaluate the shape of the displacement distribution (self-part of the van Hove function (16)), whether the motion breaks ergodicity (weakly) (32), and a potential decoupling of the persistence and exchange times (33,34).

**MATERIALS AND METHODS**

**Experimental procedure**

HeLa cells were cultured at 37°C under a humidified atmosphere containing 5% CO₂ in Dulbecco’s Modified Eagle’s Medium containing UltraGlu-amine and 4.5 g/L glucose (Lonza, Verviers, Belgium) with 10% fetal bovine serum (GE Healthcare, Hoewelaken, the Netherlands) and were typically subcultured thrice weekly. For the experiments, 70,000 cells were seeded onto petri dishes with glass-bottom microwells (MatTek, Ashland, MA) and incubated further for at least a day. 40-nm yellow/green carboxylated polystyrene beads (Life Technologies, Carlsbad, CA) were dispersed in the cell growth medium. The beads were exposed to the cells by removal of the cell medium and subsequent addition of the bead suspension followed by 2 mL of fresh medium to the petri dish, both added away from the observation area, for a final concentration of 1 μg/mL. The cells were further incubated for 10 min, after which they were washed four times with 2 mL of fresh medium and further incubated for at least 5 h at 37°C under a humidified atmosphere containing 5% CO₂.

Microscopy was carried out on a homebuilt setup based upon an Olympus IX71 SIF-3 microscope (Olympus Life Science, Tokyo, Japan). To keep the temperature, a heating insert (PeCon, Erfbach, Germany) was used. The beads were excited by a 488-nm laser (Coherent, Santa Clara, CA), whereas a halogen lamp was used for brightfield images. A 60× oil immersion objective (Apo N, N.A. 1.49; Olympus, Center Valley, PA) was used, together with an additional 1.6× magnification from the lens built into the microscope. Images were captured by a Hamamatsu EM-CCD digital camera (model no. 09100-13; Hamamatsu, Hamamatsu City, Japan) using MetaVue 7.7.0.0 (Molecular Devices, Sunnyvale, CA).

**Tracking**

Beads in focus were tracked using the TrackMate plugin (version 2.8.1) (35) available in the Fiji distribution (36) of ImageJ (37). For bead identification, we used the difference of Gaussian segmentation method with subpixel localization (35). For trajectory identification, we used the simple linear assignment problem tracker (35), allowing gaps of up to 10 frames (corresponding to roughly 310 ms) and five pixels (corresponding to roughly 0.8 μm). We chose these rather liberal settings to capture also far-moving trajectories. However, to avoid spurious trajectories, we manually checked all trajectories and only kept trajectories we were confident were correct; similarly, we also linked trajectories we were confident had been misidentified as being separate ones. Trajectories outside the cell or on what we presume to be the outer cell membrane were removed.

**Analysis**

For the lag-time-averaged mean-square displacement of a given trajectory, we calculated the displacement squared in two dimensions between all pairs of time points for which the trajectory is defined. The data were subsequently binned by lag time, using the average frame rate as bin size. The prefactor, $\Gamma$, and exponent, $\alpha$, of a power law

$$\langle r^2 \rangle (\tau) = \Gamma \tau^\alpha, \quad (1)$$

were extracted from the lag-time-averaged mean-square displacement in the interval 0.7–4 s by fitting a straight line to the logarithm of the mean-square displacement versus the logarithm of lag time. Trajectories with an $R^2$ from the fit <0.9 were ignored.

The lag-time- and ensemble-averaged mean-square displacement was evaluated by averaging the lag-time-averaged mean-square displacement over all trajectories.

To separate active and passive motion states, we calculated the lag-time-averaged mean-square displacement within a limited time window (eight frames, corresponding to around 250 ms). This was done for each point along the trajectory except the last ones (the last eight ones, for which the time window decreases successively). The mean-square displacement was then fitted to a power law (Eq. 1), and the $R^2$ of the fit recorded together with the fitting parameters.
To quantify the degree of ergodicity breaking, we adopted the parameter [38–40]

$$EB(\tau) = \lim_{t \to \infty} \frac{\langle x^2 \rangle - \langle x \rangle^2}{\langle x \rangle^2} = \lim_{t \to \infty} EB_i(\tau). \quad (2)$$

Here, $X(\tau, t)$ is the mean-square displacement of an individual trajectory, averaged over lag time, $\tau$, up until time, $t$. Furthermore, here specifically, we denote an average over all trajectories (ensemble average) by $\langle \cdot \rangle$. Strictly speaking, we cannot calculate the infinite time limit in Eq. 2. Instead, we define a quantity, $EB(\tau)$, that tends to the ergodicity breaking parameter, $EB_i(\tau)$, as time tends to infinity. This quantity was calculated as a function of time as follows: each trajectory was “cut off” at the given time, the square displacement averaged over lag time was calculated for each resulting trajectory ($X$ in Eq. 2), the relevant ensemble averages ($\langle \cdot \rangle$ in Eq. 2) were calculated, and the quantity, $EB_i$, was finally determined.

For the displacement distribution, all “subtrajectories” formed from the original trajectories by considering each point along the trajectory as a new trajectory, were used. Time was binned using the average frame rate as bin size. The (radial) displacements were calculated in two dimensions, after which their histogram was computed and normalized to yield the self-skeleton, if it was obstructed from moving or did not move indeed, in our experience, their fluorescence is strong and stable [27,28,31]. Furthermore, the beads do not degrade inside or cause damage to the cells [30]. Crucially, the beads are readily taken up by cells by endocytic processes [24,25,45], implying that they subsequently remain within membrane-surrounded structures [25,26,46] rather than access the cytosol. The beads follow the endolysosomal pathway [47], where they are trafficked from organelles called early endosomes to late endosomes and ultimately to lysosomes, the degradative compartments of the cell that measure around 0.2 μm in radius [48]. We waited an appropriate time to ensure that the beads had time to accumulate in the lysosomes, their predominant final location [25–28,30]; however, some beads may reach other structures inside the cell, as yet unidentified but motile and separate from larger structures such as the endoplasmic reticulum, Golgi apparatus, or nucleus [26]. There is no evidence that the beads exit from membrane-surrounded compartments, so the beads thus serve as probes of membrane-surrounded structures, most of them being lysosomes.

Aside from their fluorescent properties, using beads rather than labeling an organelle directly has the advantage that we can control the number of beads internalized by the cells (by changing the concentration). Thereby, we can limit the number of objects we have to follow and distinguish inside a given cell and hence improve trajectory identification. This is of particular importance when imaging cells in two dimensions, as done here to gain speed.

The cells were cultured on glass and exposed to a 10-min “pulse” of a 1 μg/mL bead dispersion, after which the excess of beads was washed away. The cells were left to internalize and traffic the beads for at least 5 h before observation, at which point lysosomal accumulation is expected to be concluded [26]. The cells were examined using (widefield) fluorescence microscopy, typically acquiring 1000 images roughly every 31.3 ms. The raw data are thus, in essence, “movies” of beads within cells in two dimensions. Fig. 1 a shows an example image from one of these “movies.”

Open-source software was used to identify and locate the beads in each image, track them throughout the images of the “movie,” and thereby form their trajectories. Data were acquired for several cells and later pooled together. The results presented here are based on 157 trajectories, most of them followed throughout the full “movie,” though some trajectories are shorter (Fig. S1) either because of the bead disappearing from the observation volume and/or because identification worsened.

Two example trajectories are shown in Fig. 1 a, overlaid on the image that shows the initial positions of the beads, and at a higher magnification in Fig. 1 b. One of the beads (Fig. 1, a and b, blue) barely moves at all during the time course of this movie. Whether this bead resided in a membrane-surrounded structure that has detached from the cytoskeleton, if it was obstructed from moving or did not move
of these two motion states at the timescales we investigated and with the time resolution we had (Fig. S2). Consequently, we continued by analyzing the motion without such a decomposition.

As a control, we tracked beads adsorbed to the glass next to cells (cf. the bead indicated by an arrow in Fig. 1 a; (8)), which should not move considerably. Fig. 1 c shows the mean-square displacement of such glass-adsorbed beads. We observe that the (tracked) positions of the beads fluctuate somewhat, as expected because of an imperfect identification of their position. However, the fluctuation in position is small, corresponding to a distance of the order of \(\sqrt{10^{-3}} \text{\mu m}^2 \approx 0.03 \text{\mu m}\).

We next evaluated the mean-square displacement, first over an individual trajectory in which the averaging procedure is performed over time points separated by the same time (same lag time), \(\tau\). Fig. 2 a (gray) shows some examples, displaying the mean-square displacement for 20 randomly selected trajectories (Fig. S3 shows the same trajectories individually for clarity). We subsequently averaged these over all (not just the 20 exemplary) trajectories, that is, performed an ensemble average. Fig. 2 a (black) shows the results, revealing a smooth curve, suggesting that we have sampled enough trajectories to represent the average motion at the presented timescales (<15 s). The overall qualitative behavior is one of an initial plateau for times shorter than \(~0.1\) s, in which the mean-square displacement is relatively constant or increases very slowly with time. The origin of this plateau remains an open question. Certainly, the finite precision with which we are able to localize the beads (cf. Fig. 1 c) will give rise to a plateau (50–52) but so will fluctuations in the actual position (8,52,53). Conceivably, the plateau could also represent the bead moving within the enclosing structure (most of them lysosomes). However, confined diffusion is expected to plateau at a distance of the order of the size of the confining volume (54). A plateau at \(3 \times 10^{-3}\) \text{\mu m}^2 (Fig. 2 a) then corresponds to a radius of 55 nm (see Supporting materials and methods for more details), which is much smaller than the typical lysosome radius of 0.2 \text{\mu m} (48).

After the plateau is a transition period in which the mean-square displacement starts increasing more rapidly. Finally, for timescales larger than \(~1\) s, the mean-square displacement grows as a power law in time (note the log-log-scale in Fig. 2 a). It is perhaps worthwhile to compare these results with what would be expected for Brownian motion in an aqueous environment. An object of radius 0.2 \text{\mu m}, the typical size of a lysosome (48), would have moved \(2 \times 10^{-1}\) \text{\mu m}^2 at the shortest timescale shown in Fig. 2 a (see Supporting materials and methods for details). Thus, the intracellular motion we observe is far slower, underscoring the completely different nature of the cell interior.

It is to be recalled that pure Brownian motion exhibits a mean-square displacement that grows linearly with time, that is, a power law with an exponent of 1 (\(\alpha = 1\) in
Gray displacement grows slower than time divided into subdiffusive, in which the mean-square displacement is far from ballistic ($\propto t^2$) in contrast to what would be expected for (pure) motor-protein-driven intracellular transport (6,56).

The observed behavior is very similar to the motion of 100–500-nm-sized PEGylated polystyrene beads free in the cytosol of A7 human melanoma cells reported previously (8). Indeed, although the initial plateau occurs at a different value and the exponent we find is possibly slightly higher, the mean-square displacement otherwise appears almost quantitatively similar. This may be considered somewhat surprising because the particles followed in that report are free in the cytosol, whereas the particles we study are enclosed in membrane-surrounded structures and (also) move by motor proteins. The same work also reports the motion of vesicles and protein complexes inside cells, which we would expect to be a closer analogy to our system. Curiously, though, that motion appears less similar, though a reason could simply be that their experiments were performed at too long a timescale to capture the short timescale plateau (8). Additionally, the motion of endogenous intracellular particles in Acanthamoeba castellanii (57,58), acetylcholine receptors (59) and ganglioside GM1 glycosphingolipids (60) in cell membranes of muscle cells cultured from clawed frog (Xenopus) embryos and melanosomes in African clawed frog (Xenopus laevis) melanophores (61) also appears to be rather similar to our results. However, in the latter case, we base that contention on a comparison with individual trajectories rather than the ensemble average. Finally, membrane-embedded integrin receptors of human airway smooth muscle cells also appear to exhibit a similar type of motion but only under cell-energy-depleted conditions (20). Aside from these literature observations on biological systems, we note that the mean-square displacement is qualitatively similar to that observed in colloidal glasses. That is, when a colloidal glass is close to but not at the glass transition, the mean-square displacement also exhibits a plateau at short timescales and a power law increase with an exponent close to unity at longer timescales (14).

At the level of individual trajectories, Fig. 2 b (gray) shows the mean-square displacement for 20 randomly selected trajectories. The majority of them share the qualitative behavior of the equivalent ensemble average (black). That is, many of them exhibit an initial plateau for timescales shorter than 0.1–1 s in which the mean-square displacement is relatively constant (or increases very slowly), followed by a more rapid rise as a function of time.

Despite these similarities, the motion appears highly heterogeneous in nature, with the 20 randomly selected trajectories looking very different from each other.

Eq. 1). The converse is not necessarily true, that is, a power law exponent of 1 can also be observed when motion is more complex than pure Brownian motion (19,55). Exponents different from unity are called anomalous and are further divided into subdiffusive, in which the mean-square displacement grows slower than time ($\alpha < 1$), and superdiffusive, in which the mean-square displacement grows more rapidly ($\alpha > 1$). Moreover, if an object moves with a constant velocity, then we expect a mean-square displacement that grows with time squared ($\alpha = 2$), referred to as ballistic. This is relevant for motion inside the cell because we expect this behavior if an object is pulled by motor proteins at constant speed (6,56).

We clearly do not have a single type of behavior but one that changes with timescale (Fig. 2 a). However, for time-scales larger than $\sim 1$ s, we do observe a power law increase of the mean-square displacement with time with an exponent that is somewhat higher than unity (cf. the dotted line in Fig. 2 a), though this is a minor effect. Regardless, even at second timescales, the mean-square displacement is far from ballistic ($\propto t^2$) in contrast to what would be expected for (pure) motor-protein-driven intracellular transport (6,56).

![FIGURE 2 The motion is heterogeneous. (a) Mean-square displacement. (Gray) Lag-time-averaged mean-square displacement of 20 randomly chosen trajectories. Error bars indicate standard error of the mean. Fig. S3 shows the results individually for clarity. (Black) Lag-time- and ensemble-averaged mean-square displacements (over all trajectories, not just the 20 randomly chosen ones). Error bars indicate standard error of the mean over trajectories, though most of them are too small to be visible. (Dotted line) Straight line with a slope of unity, characteristic of Brownian motion. (Interval) Time period in which the mean-square displacements were fitted to a power law (Eq. 1). (b and c) Distribution of the exponent, $\alpha$, and the prefactor, $G$, of fits of a power law (Eq. 1) to the mean-square displacements in the interval 0.7–4 s (indicated in a). Note that all trajectories were used not just the 20 random examples. Overall, the results show that the motion is heterogeneous and that for timescales larger than $\sim 1$ s, the mean-square displacement grows as a power law with an exponent close to unity.](https://example.com/figure2.png)
Heterogeneous motion is a common observation in biological systems, including for lipid granules in yeast (Schizosaccharomyces pombe) (4,62), messenger RNA (mRNA) molecules in Escherichia coli (9,63), integrin receptors on the membrane of human airway smooth muscle cells (64), endogenous particles in Amoeba proteus (65), endogenous granules, and 200-nm carboxylated polystyrene particles free in the cytosol of Hmec-1 human microvascular endothelial cells (66), melanosomes in African clawed frog (X. laevis) melanophores (61), chains of endosomes in PC3 human prostate cancer cells (67), Kv2.1 potassium channels in cell membranes of human embryonic kidney cells (68), insulin granules in MIN6 mouse cells (7), PEGylated polystyrene beads free in the cytosol of A7 human melanoma cells (8), endogenous intracellular particles in A. castellanii (57,58), and mRNA molecules in Saccharomyces cerevisiae (63).

As a measure of the heterogeneity of the motion, we fitted a power law (Eq. 1) to the mean-square displacement of each trajectory. We chose to do this in the interval 0.7–4 s (as indicated in Fig. 2 a), which is after the initial plateau (Fig. 2 a). Fig. 2 b and c shows the distribution of the exponent, , and the prefactor, , obtained from such power law fits. Fig. 2 b shows that the motion covers a wide range, from subdiffusive () through exponents close to unity () to superdiffusive (), though only one trajectory appears (purely) ballistic () at these timescales. Fig. 2 c shows a large spread between the trajectories also for the prefactor, . Overall, the motion is indeed heterogeneous.

We next aimed at elucidating whether the motion is ergodic. In general, an ergodic system is one in which ensemble and time averages are equal. In this context, this implies whether averages over (sufficiently many) trajectories equal an average over (a sufficiently long) time for an individual trajectory. Pure Brownian motion is ergodic, that is, the two averages agree. However, many models of random motion break ergodicity (39,40). It must be emphasized that the source of the lack of ergodicity is not the separation of phase space into mutually inaccessible domains (as in, e.g., an Ising magnet below the critical temperature) and to distinguish one refers to the ergodicity breaking as weak. (Weakly) nonergodic behavior is typical of, but not exclusive to, glassy dynamics in which the concept was first introduced (32).

To quantify the degree of ergodicity breaking, we used a parameter previously introduced for this purpose (38–40) that gives a numerical measure of the degree of ergodicity breaking as a function of lag time, . This parameter is defined as an infinite time limit (see Eq. 2 in Materials and methods) that we obviously cannot observe experimentally; instead, we evaluated the time-dependent quantity, . Fig. 3 a shows this time-dependent quantity for three different lag times (with other lag times reported in Fig. S4). For the two shorter lag times, we observe a clear attainment of a plateau, and also for the longer lag time, the value appears to have stabilized. For even longer lag times, the plateaus become less certain (Fig. S4). Estimating the ergodicity breaking parameter as the value obtained at the longest time investigated, Fig. 3 b thus shows the ergodicity breaking parameter as a function of lag time. For an ergodic process, the ergodicity breaking parameter is 0, independently of lag time (7); clearly our observations are distinct from 0, showing that the motion is nonergodic.

Nonergodic behavior was previously shown for the motion of lipid granules in S. pombe (62), Kv2.1 potassium channels in cell membranes of human embryonic kidney cells (68), insulin granules in MIN6 mouse cells (7), and dendritic-cell-specific intercellular adhesion molecule three-grabbing nonintegrin receptors in cell membranes of Chinese hamster ovary cells (69). In contrast, 150-nm particles free in the cytosol of slime mold Dictyostelium discoideum cells were shown to move in an ergodic fashion using the same ergodicity breaking parameter (70).
To characterize the motion in more detail, we focused on relatively short (submicron) length scales but ones that nevertheless extend beyond the typical radius of a lysosome (0.2 μm) to ensure that the motion does not represent confinement. We started by assessing the displacement distribution. Especially in the glass literature, the displacement distribution also goes under the name of the self-part of the van Hove function, \( G_s(\Delta r; \tau) \) (16), and represents the probability that a particle has moved a distance, \( \Delta r \), from its starting point at time, \( \tau \). We evaluated the displacement distribution in two dimensions as a function of radial distance and present our results excluding the \( 2\pi \Delta r \) factor that stems from the two-dimensional geometry. As is well-known, for a diffusive process, the displacement distribution is a Gaussian. Fig. 4a, however, clearly shows that our results are not well described by a Gaussian; rather than decaying exponentially with \( \Delta r^2 \), the displacement distribution decays slower, exponentially with \( \Delta r \) (note the semi-log-scale in Fig. 4a).

Non-Gaussian displacement distributions have been observed in a range of biological systems, including insulin granules in MIN6 mouse cells (7), GFP-μNS particles in E. coli (10) and S. cerevisiae (11), beads on the membrane of human airway smooth muscle cells (20), beads in F-actin networks (19), 150-nm particles free in the cytosol of slime mold D. discoideum cells (70), mRNA particles in S. cerevisiae (63,75) and E. coli (63,76), Kv2.1 potassium channels in cell membranes of human embryonic kidney cells (68), acetylcholine receptors (59) and ganglioside GM1 glycosphingolipids (60) in cell membranes of muscle cells cultured from clawed frog (Xenopus) embryos, reconstituted actin networks containing myosin (77,78), and quantum dots injected into fibrosarcoma and fibroblast cells (79). Additionally, though not exclusive to glasses, they are a hallmark of glassy dynamics.

To explore the analogy with glassy systems quantitatively, we adopted the model introduced by Chaudhuri et al. (41,42). They considered the displacement distributions from several different glassy systems studied experimentally, namely a dense hard-sphere colloidal system (14), a binary granular system (71), and a dense attracting colloidal system (42). Similarly, they studied the displacement distributions from simulations of a binary Lennard-Jones particle mixture (72) and ones mimicking a silica melt (73,74). All of these systems exhibit very similar displacement distributions, thus suggesting a universal nature of the displacement distribution of glassy systems (41,42). Chaudhuri et al. (41,42) were, furthermore, able to describe these displacement distributions quantitatively in terms of a simple model in which at short timescales, objects just “rattle around” locally, unable to move far, whereas at longer timescales, objects take more extended jumps. Their model also includes a different waiting time after the object makes the first jump, compared with how long the object waits before taking a subsequent jump. For this type of motion, the mean-square displacement (Fig. 2a) takes a very different interpretation. Thus, in the Chaudhuri et al. (41,42) model, objects are either stationary or moving, and their average thus does not represent either of them well but rather more reflects the transition from stationary to moving. Thus, although for pure Brownian motion the mean-square displacement provides a useful measure of the average motion, it is less useful as a measure of the average distance traveled in the Chaudhuri et al. (41,42) model.

To use the Chaudhuri et al. (41,42) model on our data, we solved it in two dimensions (see Supporting materials and methods for details). The resulting expression for the displacement distribution depends on time and has four free parameters. We fitted this model to the experimental displacement distributions for different times simultaneously (i.e., a “global fit” with four free parameters in

**FIGURE 4** The displacement distributions are not Gaussian but can be described by a model for glassy dynamics. (a) (Data points) Displacement distributions measured experimentally for a few exemplar lag times, \( \tau \). (Dotted lines) Fits of a Gaussian (Eq. 3) to the data for \( \Delta r < 0.25 \mu m \) (shaded region). (b) (Data points) Several other displacement distributions. (Dotted lines) Fits of the Chaudhuri et al. model (41,42) (see Supporting materials and methods) to the data (for the whole interval shown) with the four parameters of the model demanded to be the same for all curves. The curves are shown individually in Fig. S5. Note the ordinate log scale in both panels. The Chaudhuri et al. model has been shown to describe the dynamics in a range of glassy systems (14,41,42,71–74); the good fit of this model to the data thus suggests that our system shares features with glassy systems. To see this figure in color, go online.
We reiterate that we evaluated the displacement distribution for distances longer than the typical radius of the lysosomes (0.2 μm), so we expect that the motion we capture is motion of the containing structure, rather than the bead being confined within it. Fig. 4 b shows that this model, indeed, provides a good description of the data, suggesting a quantitative connection between our system and a range of glassy systems.

We note that the majority of systems tested by Chaudhuri et al. (41,42) contain a prominent short-distance Gaussian in the displacement distribution, something that is less obvious in our data (Fig. 4, a and b). However, at longer timescales and/or further away from the glass transition, we expect this Gaussian to become less prominent and, indeed, that appears to be the case also for the systems tested by Chaudhuri et al. where applicable (42,71). Within the framework of glassy dynamics, we may thus interpret the lack of a prominent Gaussian in our data (Fig. 4, a and b) as a reflection either of a limited time resolution (roughly 31 ms) or, possibly, as the system being at some distance from the glass transition. We stress that the last statement should be read in a loose sense because we are considering glassy dynamics as a potential analogy rather than the cell having undergone a glass transition in a literal sense.

We next attempted at extracting more information by fitting a purely exponentially decaying function, with a lag-time-dependent decay length, $\lambda(t)$, to the data (see Eq. 4 in Materials and methods). Some caution may be warranted here because it has been argued in the context of the Chaudhuri et al. model that there is no particular significance to $\lambda(t)$ (42). Still, we do not necessarily expect glassy dynamics to describe the motion at all time and length scales, so we present the following results as a purely empirical observation. To account for the nonexponential nature at short distances, we performed the fit only after $\Delta t = 0.1$. Fig. 5 a shows that such fits describe the data well for a range of different times. Moreover, we can thereby follow the time evolution of the decay length $\lambda(t)$. It turns out that the decay length grows, to a good approximation, as a power law in (lag) time, namely as $t^{0.27}$ (Fig. 5 b). Indeed, if we normalize space in this way, we find an acceptable collapse, given the highly complex system we are investigating, of all displacement distributions to a single master curve (Fig. 5 c).

For a purely diffusive process, we also expect a collapse of the curves if we normalize space appropriately, in that case with $t^{1/2}$. Nevertheless, a collapse of the displacement distributions after normalizing space by $t^{1/2}$ is more general than pure diffusion. Thus, a range of systems, including beads (19) and liposomes (55) in F-actin networks, as well as tracer particles in larger hard-sphere colloidal suspensions (80), exhibit non-Gaussian displacement distributions, which nevertheless collapse when space is normalized by $t^{0.27}$ (42). We should stress though that the exponent ~0.27 we find is clearly distinct from 1/2. To our knowledge, a similar exponent has not been reported in biological systems.

We continued by evaluating another hallmark of glassy dynamics, namely decoupling of persistence and exchange times (33,34). In this context, the persistence time is how long it takes a particle to move a certain distance for the first time, whereas the exchange time is how long it takes the particle to move the same distance again (34). Generally speaking, for most systems, including Brownian motion, the persistence and exchange times have the same distribution. In glassy systems, however, the distributions are different, that is, the persistence and exchange times are decoupled.

To calculate the persistence and exchange times from our data, we had to make a choice of the distance to consider. We chose 0.2 μm, which corresponds to the lysosome radius (48), but we also report the results for a few other choices in Fig. S7. In all cases, we chose distances clearly above the localization precision for beads adsorbed to glass (0.03 μm; Fig. 1 c). For a distance of 0.2 μm, Fig. 6 shows that the exchange time distribution is monotonically decreasing, whereas the persistence time distribution exhibits some sort of a plateau before decaying. Importantly, the clear difference between the two distributions is evidence of a decoupling between the persistence and exchange times. This conclusion is independent of the distance we choose within moderate variations (Fig. S7).

Because of the finite time resolution (around 31 ms), there is the possibility that a bead moves the 0.2 μm but then moves back again without us registering it as a larger than 0.2-μm movement. This would imply that some of the events we consider to be persistence events are actually exchange events. However, a movement of 0.2 μm in 31 ms demands a speed of 0.2 μm/31 ms = 6.5 μm/s. Such speeds are possible for motor-protein-driven transport but are toward the upper end of the speed distribution one observes when organelles move in effectively one-dimensional cellular protrusions (56). We thus expect the likelihood of this happening to be fairly low. Furthermore, when we consider larger distances (0.25–0.35 μm), the probability of us not identifying a persistence event decreases because the speed with which the bead has to move increases (8.1–11 μm/s). Nevertheless, the difference between the persistence and exchange time distributions remains (Fig. S7).

The persistence and exchange times have been evaluated for a few other biologically relevant systems. Thus, for the motion of beads in F-actin networks, there was no evidence for a decoupling of the exchange and persistence times (19), whereas for the motion of insulin granules in MIN6 mouse cells, a clear decoupling has been observed (6).

**CONCLUSIONS**

Our motivation for this work was the notion that glassy dynamics provides a useful conceptual basis for how objects move inside the cell. Previous studies have tested this idea for cytosolic motion in microorganisms, such as bacteria.
Glass-like motion in human cells

Here, we posed the question whether glass-like motion is also observed in human cells and for objects that can move by motor proteins. With that in mind, we investigated several features typical of, though not exclusive to, glassy dynamics. As a cell system, we chose to use a common human cell type, thus allowing our observations both to be informed by and to inform on fundamental studies in cell biology. As probes, we used nanosized beads because of their ease of use and because they (predominantly) localize to lysosomes and thus allow following their motion.

Our results show that the motion of the beads is heterogeneous (Fig. 2) and nonergodic (Fig. 3), both characteristics shared by glassy systems. Furthermore, focusing on relatively short length scales, our data are well described by a model that has been used to demonstrate the universality of the displacement distribution for a range of glassy systems (Fig. 4). Finally, the exchange and persistence times are decoupled (Fig. 6), another hallmark of glassy dynamics. All in all, the motion we observe thus shares several features typical of glassy systems.

We should stress, though, that we view the observation of glassy motion as a useful analogy. That is, we do not claim that the cell actually is in a glassy state in the sense of a physical glass (16); rather, we claim that the motion we observe exhibits similar features to that in the glassy state. Related to that, we remain agnostic on the mechanism underlying the observed motion. Though the mechanism behind the motion in a glass is itself debated, it is often described in terms of objects blocking each other from moving for extended periods of time, only infrequently opening up to allow large-scale motion (41), something that is also associated with the idea of dynamical heterogeneity (81). This is certainly a possibility also inside the crowded cell interior, but even so, it will be shaped by the heterogeneity of the objects that can block each other. That is, in physical glasses, one typically considers systems consisting of a single (12–14,16) or at most a few (15) types of objects and typically with a low variability in size. In the cell, various types of organelles, vesicles, and complexes can block each other, not only one type. Added to the complexity of such interactions is the fact that the objects will vary in type.

FIGURE 5 The displacement distribution decays exponentially with a decay length that grows as a power law in time. (a) (Data points) Displacement distributions for a few exemplar lag times, $\tau$. Other examples are shown in Fig. S6. (Lines) Fits of an exponentially decaying function in the interval $0.10 \, \mu m < \Delta r < 0.40 \, \mu m$ (shaded region). (b) Decay length $\lambda(\tau)$ in Eq. 4 extracted from fits such as those shown in (a) as a function of lag time, $\tau$. Note that only a few of the fits that underlie (b) are shown in (a) to make that panel legible. (Solid line) Power law fit to the data, giving an exponent 0.27. Note the log-log-scale. (c) Collapse of all curves onto a universal master curve after taking into account the power law growth of the exponential decay length. Overall, the results suggest that an exponentially decaying displacement distribution shows a reasonable description of the data for intermediate length scales ($0.10 \, \mu m < \Delta r < 0.40 \, \mu m$). To see this figure in color, go online.

FIGURE 6 Decoupling of persistence and exchange times. The distribution of times it takes to move a distance of $0.2 \, \mu m$ for the first time since the start of observation (persistence time) together with the times it takes to subsequently move the same distance a second time (exchange time). The results for a few other distances are shown in Fig. S7. For technical reasons, the distribution was not sampled beyond 10 s (see Materials and methods), so the results are just proportional to the actual distribution. However, given that the distributions have decayed substantially, the major statistical weight should have been sampled. The fact that the persistence and exchange time distributions are different (decoupled) is another characteristic of glassy dynamics that is evidently shared by our system.
size and shape, even for the same type of organelle. Similarly, the cytoskeleton will likely play a large role in impeding the motion (8), and this network is not spatially heterogeneous.

Aside from blocking, there are also other, not mutually exclusive, possible mechanisms. For example, the membrane-surrounded compartment that holds the bead could detach from the cytoskeleton, and this could be the underlying reason the beads often remain stationary. Similarly, motor proteins could be pulling the object in different directions, thereby causing a stall until one direction triumphs in such a “tug of war” (56,82). One could even envisage a local cell energy depletion explaining a temporary lack of motion before the arrival of cell energy (ATP). It is readily imagined that stalled (or possibly diffusive) motion stemming from such molecular mechanisms, when combined with stretches of driven motion, could give rise to the observations we make. For example, the non-Gaussian character of the displacement distribution would then be a combination of short (or nonexistent) steps due to stalling, together with longer steps associated with stretches of driven transport. Similarly, the decoupling of persistence and exchange times could be interpreted as the object having a tendency to keep moving actively once it has started. Naturally, for this possibility to be true, our data place certain demands on the probability to start moving, the velocity distribution, the propensity to keep moving actively once started, etc. We know of no mechanistic model that has already demonstrated these outcomes, but this could be an interesting pursuit.

Regardless of the underlying mechanisms potentially being different, linking the motion of objects that can move actively via motor proteins inside the cell to the problem of the glass transition, itself currently being clarified (83), may turn out to be a far-reaching and fruitful endeavor. Indeed, this has been the case for the motion of cells themselves, in which an analogy with glassy dynamics has prompted a number of interesting results on the motion in dense cell populations (84–87).
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