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Implementing an HMM framework from scratch is not trivial. The canonical paper by Rabiner (1989) contains all the theory necessary, but it may require some extra considerations to make implementation easier. We will give some of these considerations here. The approach used for implementing jpHMM is taken in part from A. Rahimi (2000).

Scaling forward and backward variables

The first issue to address is scaling the forward and backward variables $\alpha_t(j)$ and $\beta_t(j)$. The forward variable is the probability of the partial observation sequence up to time $t$ and being in state $S_j$ at time $t$, given the model $\lambda$: $\alpha_t(j) = P(O_1O_2\cdots O_t, q_t = S_j | \lambda)$. The backward variable is the probability of the partial observation sequence from time $t + 1$ to time $T$, given state $S_j$ at time $t$ and the model $\lambda$: $\beta_t(j) = P(O_{t+1}O_{t+2}\cdots O_T | q_t = S_j, \lambda)$.

These variables need to be scaled to avoid problems with floating point representations in code. Since the forward variable $\alpha_t(j)$ usually consists of many products of transition and observation probabilities, they tend to approach 0 quickly. On a computer, these variables are bound by a finite precision floating point representation.

A scaling can be applied to both $\alpha_t(j)$ and $\beta_t(j)$, to keep the calculations in range of a floating point representation. Rabiner proposes to use the scaling factor $c_t = \frac{1}{\sum_{i=1}^{N} \hat{a}_t(i)}$, which is independent of state. This means that $\sum_{i=1}^{N} \hat{a}_t(i) = 1$. Both $\alpha_t(j)$ and $\beta_t(j)$ are scaled with the same factor, $c_t$.

The recursion formulae defined by Rabiner are theoretically correct, but hard to use for implementation because it is unclear that one needs to use the scaled \( \hat{\alpha}_t(i) \) in the computation for \( c_{t+1} \). Rahimi therefore proposes the following computation steps:

\[
\begin{align*}
\bar{\alpha}_1(i) &= \alpha_1(i) \\
\bar{\alpha}_{t+1}(j) &= \sum_{i=1}^{N} \hat{\alpha}_t(i) a_{ij} b_j(O_{t+1}) \\
c_{t+1} &= \frac{1}{\sum_{i=1}^{N} \bar{\alpha}_{t+1}(i)} \\
\hat{\alpha}_{t+1}(i) &= c_{t+1} \bar{\alpha}_{t+1}(i)
\end{align*}
\]

Rabiner leaves out the full steps to compute \( \hat{\beta}_t(i) \). We can use the following (also from Rahimi):

\[
\begin{align*}
\bar{\beta}_T(i) &= \beta_T(i) \\
\bar{\beta}_t(j) &= \sum_{i=1}^{N} a_{ij} b_j(O_{t+1}) \hat{\beta}_{t+1}(i) \\
\hat{\beta}_t(i) &= c_t \bar{\beta}_t(i)
\end{align*}
\]

We can express the probability of a sequence given a model using \( P(O|\lambda) = \prod_{t=1}^{T} c_t \), but since this is also a product of probabilities, we are better off using the sum of log probabilities: \( \log[P(O|\lambda)] = -\sum_{t=1}^{T} \log c_t \).

**Multiple observation sequences of variable duration**

While implementing the reestimation formulae for multiple observation sequences of variable duration, we ran into the problem of requiring \( P(O^{(k)}|\lambda) \), where \( O^{(k)} \) is the \( k \)th observation sequence. We can no longer compute this, because we now use log-probabilities. However, we can rewrite these formula to no longer use \( P(O^{(k)}|\lambda) \). The full derivations are left out, but are essentially the same as those by Rahimi. We will also show the reestimation formula for \( \pi \), because both Rabiner and Rahimi do not mention it. They assume a strict left-right model, such as Bakis, where \( \pi_1 = 1 \) and \( \pi_i = 0 \) for \( i \neq 1 \).
We will use the following equalities:

\[
\prod_{s=1}^{t} c_s^k = C_t^k \\
\prod_{s=t+1}^{T_k} c_s^k = D_{t+1}^k \\
\prod_{s=1}^{T_k} c_s^k = C_t^k D_{t+1}^k = C_{T_k}^k \\
\frac{1}{\prod_{t=1}^{T_k} c_t^k} = \frac{1}{C_{T_k}^k} = P(O^{(k)}|\lambda)
\]

where \( c_t^k \) is the scaling factor \( \frac{1}{\sum_{j=1}^{N} \alpha_t^k(j)} \). Because we now have a new way of representing \( P(O^{(k)}|\lambda) \) as \( \frac{1}{C_{T_k}^k} \), we can substitute that into the reestimation equations, leading to the following equations after some rewriting:

\[
\bar{a}_{ij} = \frac{\sum_{k=1}^{K} \sum_{t=1}^{T_k-1} \hat{a}_t^k(i) a_{ij} (O_t^{(k)}) \hat{\beta}_t^k(j)}{\sum_{k=1}^{K} \sum_{t=1}^{T_k-1} \hat{a}_t^k(i) \hat{\beta}_t^k(j) \frac{1}{c_t^k}} \\
\bar{b}_j(\ell) = \frac{\sum_{k=1}^{K} \sum_{t \in [1, T_k-1]} \hat{a}_t^k(i) \hat{\beta}_t^k(j)}{\sum_{k=1}^{K} \sum_{t=1}^{T_k-1} \hat{a}_t^k(j) \hat{\beta}_t^k(j) \frac{1}{c_t^k}} \\
\bar{\pi}_i = \frac{\sum_{k=1}^{K} \hat{a}_1^k(i) \hat{\beta}_1^k(j) \frac{1}{c_1^k}}{\sum_{j=1}^{N} \sum_{k=1}^{K} \hat{a}_1^k(j) \hat{\beta}_1^k(j) \frac{1}{c_1^k}}
\]

For the full details and derivations of the reestimation equations, please see the explication by Rahimi or contact the authors of this study. The documented code for jpHMM will be published on-line soon.