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Improving the robustness of LSTMs for word classification using stressed word endings in dual-state word-beam search
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Abstract—In recent years, long short-term memory neural networks (LSTMs) followed by a connectionist temporal classification (CTC) have shown strength in solving handwritten text recognition problems. Such networks can handle not only sequence variability but also geometric variation by using a convolutional front end, at the input side. Although different approaches have been introduced for decoding activations in the CTC output layer, only limited consideration is given to the use of proper label-coding schemes. In this paper, we use a limited-size ensemble of end-to-end convolutional LSTM Neural Networks to evaluate four label-coding schemes. Additionally, we evaluate two CTC search techniques: Best-path search vs dual-state word-beam search (DSWBS). The classifiers in the ensemble have comparable architectures but variable numbers of hidden units. We tested the coding and search approaches on three datasets: A standard benchmark IAM dataset (English) and two more difficult historical handwritten datasets (diaries and field notes, highly multilingual). Results show that stressing the word endings in the label-coding scheme yields a higher performance, especially for DSWBS. However, stressing the start-of-word shapes with a token appears to be disadvantageous.
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I. INTRODUCTION

In end-to-end training of handwriting recognizers based on long short-term memory neural networks (LSTMs) [1], it is mostly assumed that the method is powerful enough to find the proper mapping from shape elements along the x-axis (a pseudo-time axis) to the code elements in the target label (e.g., the letters). For example, in an Arabic isolated-word dataset IFN/ENIT [2], this mapping is facilitated by adding the bar sign, ‘|’ as an extra separator between characters and ligatures. For individual letters in a Latin-based script, it is usually assumed that there is no problem. However, the presence of blanks between words introduces shape-context effects at both the beginning and the end of words. These run-in and run-out writing-context effects exist both in full line-strip images as well as in isolated, segmented words. The context-dependency of allographs is very apparent when one wants to simulate handwriting [3, 4]. For instance, in the connected-cursive Latin-based writing, the letter ‘n’ in the beginning or middle of a word will often be well-formed, whereas a final letter ‘n’ in a word may consist of an oscillatory slur, Figure 1.

The IAM dataset is an English standard benchmark for words, lines and sentences, [6]. Here, the ground truth of an isolated word contains the corresponding character string. The space character between words in the line or sentence transcription is presented by the bar sign. However, each recognizer method has its specific demands. This importance was realized and addressed by introducing new shape-based alphabets or feature extraction methods [7–9]. In [7], a new alphabet is defined for the core shape of Arabic characters by separating them from diacritics. In [8], a Hidden-Markov Model (HMM [10]) is trained on a core-shape alphabet and another HMM is trained on diacritic element labels. In [9], graph-similarity features are used as the input of a HMM for handwriting recognition on a Middle High-German dataset. In [11], a multidimensional LSTM network [12] is used for paragraph recognition using an special token at the end of an input sequence. From several internal pilot studies that we conducted earlier, it was apparent that the performance of a LSTM [1] on Arabic handwriting recognition heavily depended on the used label-coding scheme. This raises the question whether more attention should be focused on the labeling of Latin-based scripts.

![Figure 1: Different allographs, depending on the serial position in a word. These examples are taken from the MKS dataset [5]: (a) The French word, *convexe* contains two different shapes of ‘e’; (b) The German word, *Geruchsnerven*, has two allographs for the letter ‘n’.

<table>
<thead>
<tr>
<th>Label-coding scheme</th>
<th>Notation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain</td>
<td>W</td>
<td><em>home</em></td>
</tr>
<tr>
<td>Stressed word-starting</td>
<td>W</td>
<td>‘home’</td>
</tr>
<tr>
<td>Stressed word-end and end</td>
<td>W</td>
<td>‘home’</td>
</tr>
<tr>
<td>Extra-separator</td>
<td>W</td>
<td></td>
</tr>
</tbody>
</table>
II. DUAL-STATE WORD-BEAM SEARCH

In this paper, we use a framework consists of convolutional neural network (CNN [13]) and bidirectional long short-term memory (BiLSTM [14]) followed by a connectionist temporal classification (CTC [15]) layer. For decoding this layer, a relatively new approach is used, named the dual-state word-beam search (DSWBS), [16]. This method is based on Vanilla Beam-Search Decoding [17]. The output activation strip of a BiLSTM is one of the inputs of DSWBS. The other input is a prefix tree that is constructed from the given lexicon. The method has two states: a word-state and a non-word-state. The temporal evolution of a beam depends on the state transitions. A character is considered either as word-character or as non-word-character. In the non-word-state, the beam can be extended by a non-word-character. The entry of a word-character carries the system from non-word-state into the word-state. This word-character therefore identifies the start of a word. The further extension of a word in the word-state is possible by using the prefix tree, checking the plausibility of the path at that point in the sequence.

III. METHOD

In this section, first, we explain four label-coding schemes. Then, we use the ensemble of five CNN-LSTMs suggested in [18], for acknowledging their effect. Such networks can handle sequence variability and geometric variation.

A. Label-coding scheme methods

In RNNs, the precise correlation between the word image and its ground-truth label is not apparent. Therefore, for prediction at every time step, a probability distribution is computed over possible tokens. This makes the importance of a proper label-coding scheme very clear. The question can be asked is: "How to model and label transitional patterns that exist between the major patterns, e.g., words?". Hence, in this paper, we explore whether a stressed word start and end in the ground truth helps the neural network. Using stressed word-start and ending signs results in four possible label-coding schemes (Table I):

1) W The Plain label-coding scheme: The corresponding ground-truth label exclusively shows the characters which are present in the word image, [18].

2) W The stressed word-start label-coding scheme: An extra character (e.g., ‘\textsuperscript{\textdagger}’) is added to the ground-truth label of a word image to provide the recognizer an extra hint relating the start-of-word shape condition. This character must not appear in the original character set of the given dataset and is required to be the same for all ground truths.

3) W The stressed word-start and end label-coding scheme: Two extra characters are defined as word-starting and ending signs. This gives extra information to the recognizer about the conditions of start-of-word and end-of-word shape contexts. These two characters should not be present in the original character set of the given dataset.

4) W The extra-separator label-coding scheme: In order to provide more information about the condition of the end-of-word shape, an extra, unique character (e.g., ‘\textsuperscript{\#}’) is appended to the ground-truth label. The stressed word starting and ending signs should not exist in the given lexicon. Please note that the tests are not on line strips but are on words.

B. Recognizer

We use an ensemble framework consisting of end-to-end trained networks [18]. This approach consists of five individual CNN-LSTM networks and one voter module. The network is summarized in Table II. This setup showed a good performance in the earlier work [18]. Moreover, the ensemble does not need handcrafted features or extensive network-architecture engineering efforts.

1) Pre-processing and data augmentation: The preprocessing stage consists of three steps: a) randomly stretching/squeezing the input image in the direction of width, b) mapping the image into an image block-sized 128 × 32 pixels and c) a normalization process. Please note that the preprocessing step does not contain baseline alignment or deslanting. Augmentation is applied to the training set in such a way that the natural samples themselves are not present in the training set.

Table II: Configuration of each of the five recognizers used in the ensemble from the input image (bottom) to output (top). ‘K’, ‘W’, ‘S’ and ‘P’ denote kernel size, window size, stride and padding, [18].
Table III: The number of hidden units in front-end CNN. Each row shows the number of hidden units of a CNN used in five Architectures ($A_1$..$A_5$). Each CNN has five layers ($l_1$..$l_5$), as in [18].

<table>
<thead>
<tr>
<th>Arcc.</th>
<th>Hidden unit size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>128 256 256 512</td>
</tr>
<tr>
<td>$A_2$</td>
<td>128 256 512 512</td>
</tr>
<tr>
<td>$A_3$</td>
<td>128 256 256 512</td>
</tr>
<tr>
<td>$A_4$</td>
<td>128 256 512 512</td>
</tr>
<tr>
<td>$A_5$</td>
<td>128 256 256 512</td>
</tr>
</tbody>
</table>

2) **CNN**: Afterward, for feature extraction, the pixel-intensity values are fed into the first layer of a CNN. The CNN contains five layers, which each layer consists of a convolution operation, intensity normalization, the ReLU activation function [19], and a max-pooling layer. Each layer has kernel filters sized $3 \times 3$. Apart from the number of units in the hidden layers, important hyperparameter values are the same in the classifiers of the ensemble. Table III shows the number of hidden layers, as in [18]. The batch size is 50. The individual recognizers used in [18] were inspired by [20]. However, for gradient descent, RMSProp [21] was used instead of ADADELTA [22] used in [20]. Furthermore, the number of convolutional layers in [18] was five, which is two layers less than the method in [20]. There is no dropout.

3) **BiLSTM**: The extracted features by the front-end CNN is the input of a three-layer BiLSTM. Since the last layer of the CNN has 512 hidden units, the number of hidden units in each BiLSTM layer is 512.

4) **Connectionist temporal classification (CTC)**: The three-layer BiLSTM is followed by CTC. The number of units in the output layer of CTC differs for each label-coding scheme.

1) **Plain**: When the Plain label-coding scheme is used, the number of units of the CTC output layer is unit more than the size of the character set of the goal dataset. This extra unit belongs to a common blank, which is different from the space character between the words [15]. The activation of this unit represents the probability of observing a common CTC blank, or no label at a given time step.

$$A' = A \cup blank$$

(1)

Here, $A$ and $A'$ denote the size of the original character set and the size of the CTC output layer.

2) **The stressed word-starting label-coding scheme**: In the case of using this label-coding scheme, one unit exists in the CTC output layer presenting the stressed word-starting sign. Therefore, the size of this layer is $|A| + 2$.

$$A' = A \cup start\ sign \cup blank$$

(2)

3) **The stressed word-starting and ending label-coding scheme**: When this label-coding scheme is applied the CTC output layer has three units more than the size of character set of the original dataset (A): one for the stressed word-starting sign (e.g., ‘’), one for stressed word-ending sign (e.g., ‘’), and a common blank for CTC. Therefore, the final character set of CTC output is:

$$A' = A \cup starting\ sign \cup extra\ separator \cup blank$$

(3)

4) **The extra-separator label-coding scheme**: By using this label-coding scheme, the size of CTC output layer is $|A| + 2$. The extra two is for the common blank and the extra separator (e.g., ‘’).

$$A' = A \cup extra\ separator \cup blank$$

(4)

Regardless of the label-coding approach, we use a dual-state word beam search [16] explained in II.

C. The ensemble system

The output of a CTC for a given image is a string of characters representing a word hypothesis with its corresponding likelihood. The voter module receives one hypothesis from each of the five CNN-LSTM recognizers and subsequently applies Plurality voting on them [23]. The hypothesis with the most votes wins the plurality-voting method. If a tie occurs, the winner is the hypothesis with the highest averaged likelihood. If all recognizers provide a different hypothesis, we accept the one with the highest likelihood. The winner will provide the final label of the input image. Plurality voting with two exception rules was selected over Borda-count voting [24] after a pilot experiment because it showed better results. This plurality-voting method is summarized as follows:

1) There is plurality $\rightarrow$ take it.
2) There is a tie $\rightarrow$ take subset with the best average likelihood.
3) Only a single vote per class $\rightarrow$ take hypothesis with the best likelihood.

IV. RESULTS

In this section, first, the datasets used in our experiments are described. Afterward, the condition of our experiments is explained. Finally, the numerical results are reported.

A. Datasets

In this paper, three handwritten datasets were used which differ in the levels of difficulty, summarized in Table IV. The first is a commonly used standard benchmark dataset, IAM [6]. IAM contains 78 characters including alphabetic characters in lower and upper case, digits 0 to 9 and signs in the set $S = \{ - , : ! ? / . ' ( ) * \& # + \}$. In our evaluation, all characters were allowed, and it was conducted case-sensitively. As it is common, we use the correctly-segmented images for evaluation, [25].

The second dataset, van Oort, is derived from the field diaries of Pieter van Oort (years 1825-1834) collected in the Indonesian Archipelago. Van Oort was one of the best expert
performes the other label-coding schemes. The second-best result is achieved by \( W \) using DSWBS. While \( W \) gives the least performance. The results on IAM confirm that: using DSWBS improves the performance (Chi-squared test, \( p < 0.05 \), significant); using \( W \) increases the performance (Chi-squared test, \( p < 0.05 \), significant); using DSWBS and \( W \) results in the highest performance.

The Table VI shows the result on IAM. The comparison with the state-of-the-art methods on IAM is shown in Table VII. The number of recognizers in each method is denoted by \( n_{rec} \). Checking the homogeneity \( (\text{Hom.}) \) is not applicable \( (N/A) \) on the single methods. If the used lexicon contains digits and signs \( (78 \text{ characters}) \) \( \text{Punct.} \) has \( (✓) \). \( \text{Case} \) shows whether the evaluation is conducted case-sensitively. As it is not clear in [28] whether the evaluation is conducted case-sensitively, we report as unknown \( (?) \). It is written in [31] that the evaluation in [28] is done case-insensitively. \( Pr_{pre} \) is denoted pre-trained recognizer. The word \( \text{acc} \) shows word accuracy. The approximate sign \( (≈) \) shows that, in [30], the word images containing only punctuation marks are removed from the test set \( (84.3\% \text{ of the test set used in [30]}) \).

Moreover, the augmentation approaches of these state-of-the-art methods is summarized here. In [29], the rotation and warping techniques were applied for data augmentation. In [27], the RIMES [32] and NIST datasets were used to pre-train the recognizer. In [28], the intensive preprocessing method made the train set, and the test set 37 times bigger. In [31], the network is trained on the IIIT-HWS dataset [33]. In [28, 30, 31], augmentation methods are applied on the test set. Then, the best output is chosen as the final result.

We performed 5-fold cross-validation on the van Oort and the MkS dataset. For each dataset, the five architectures were trained using the Plain and the Extra separator coding schemes separately. It resulted in 50 trained networks for each dataset (5 architectures \( × 2 \) coding schemes \( × 5 \) folds). Afterward, each trained network was evaluated twice on the test set, using the dictionary-free BP and the DSWBS CTC decoders, resulting in 100 evaluations for each dataset.

![Figure 2: The samples of the strongly multilingual MkS dataset. (a) and (b): German, (c) and (d) Dutch, (e): Latin, and (f): French. The images labeled using extra-separator label-coding scheme.](image-url)
Table VI: The result of the IAM dataset. The Table shows the comparison of word accuracy (%) between two label-coding schemes (Plain and Extra separator) using the best-path CTC decoder (BP) and the dual-state word-beam search (DSWBS) applying the standard dictionary, and the ensemble in terms of average ± standard deviation (avg ± sd).

<table>
<thead>
<tr>
<th>Label-coding scheme</th>
<th>Plain</th>
<th>Extra separator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP</td>
<td>DSWBS</td>
</tr>
<tr>
<td>A1</td>
<td>75.63</td>
<td>87.68</td>
</tr>
<tr>
<td>A2</td>
<td>75.83</td>
<td>87.86</td>
</tr>
<tr>
<td>A3</td>
<td>75.53</td>
<td>87.77</td>
</tr>
<tr>
<td>A4</td>
<td>75.69</td>
<td>87.78</td>
</tr>
<tr>
<td>A5</td>
<td>74.55</td>
<td>86.92</td>
</tr>
<tr>
<td>avg ±sd</td>
<td>75.55 ± 0.37</td>
<td>87.65 ± 0.18</td>
</tr>
<tr>
<td>Ensemble</td>
<td>79.90</td>
<td>90.24</td>
</tr>
</tbody>
</table>

Table VII: The comparison of our system to the state-of-the-art methods on the IAM dataset in terms of number of recognizers (n_rec), homogeneity of the algorithm (Hom.), recognizing punctuation and digits Punct., case sensitivity (Case), using pre-trained recognizer Pre_tr, and word accuracy (%) (word_acc). Please, refer to the text for further explanation.

<table>
<thead>
<tr>
<th>system</th>
<th>n_rec</th>
<th>Hom.</th>
<th>Punct.</th>
<th>Case</th>
<th>Pre_tr</th>
<th>word_acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (Table III)</td>
<td>1</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>89.83 ± 0.32</td>
</tr>
<tr>
<td>Ptucha et al. 2019 [27]</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>91.78</td>
</tr>
<tr>
<td>Poznanski and Wolf 2016[28]</td>
<td>1</td>
<td>N/A</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>93.55</td>
</tr>
<tr>
<td>Stuner et al. 2016[29]</td>
<td>1,039</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>94.17</td>
</tr>
<tr>
<td>Dutta et al. 2018[31]</td>
<td>1</td>
<td>N/A</td>
<td>≈</td>
<td>✓</td>
<td>-</td>
<td>95.20</td>
</tr>
</tbody>
</table>

Table VIII: The result of the van Oort and the MkS datasets. Please, refer to the text for further explanation.

(a) The van Oort dataset

<table>
<thead>
<tr>
<th>Label-coding scheme</th>
<th>Plain</th>
<th>Extra separator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP</td>
<td>DSWBS</td>
</tr>
<tr>
<td>A1</td>
<td>64.91</td>
<td>72.64</td>
</tr>
<tr>
<td>A2</td>
<td>65.49</td>
<td>70.94</td>
</tr>
<tr>
<td>A3</td>
<td>65.52</td>
<td>69.92</td>
</tr>
<tr>
<td>A4</td>
<td>65.20</td>
<td>68.76</td>
</tr>
<tr>
<td>A5</td>
<td>63.48</td>
<td>67.44</td>
</tr>
<tr>
<td>avg ±sd</td>
<td>64.92 ± 0.83</td>
<td>86.85 ± 0.73</td>
</tr>
<tr>
<td>Ensemble</td>
<td>71.61 ± 0.57</td>
<td>89.30 ± 0.61</td>
</tr>
</tbody>
</table>

(b) The MkS dataset

<table>
<thead>
<tr>
<th>Label-coding scheme</th>
<th>Plain</th>
<th>Extra separator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP</td>
<td>DSWBS</td>
</tr>
<tr>
<td>A1</td>
<td>55.02</td>
<td>80.19</td>
</tr>
<tr>
<td>A2</td>
<td>55.39</td>
<td>80.91</td>
</tr>
<tr>
<td>A3</td>
<td>52.97</td>
<td>78.99</td>
</tr>
<tr>
<td>A4</td>
<td>53.56</td>
<td>79.56</td>
</tr>
<tr>
<td>A5</td>
<td>52.62</td>
<td>78.55</td>
</tr>
<tr>
<td>avg ±sd</td>
<td>53.91 ± 1.33</td>
<td>79.64 ± 1.06</td>
</tr>
<tr>
<td>Ensemble</td>
<td>61.11 ± 1.37</td>
<td>83.30 ± 0.59</td>
</tr>
</tbody>
</table>

The Table VIII shows the comparison of word accuracy (%) between two label-coding schemes (Plain and Extra separator) using BP and DSWBS applying the standard dictionary, and the ensemble on van Oort and MkS in terms of average ± standard deviation. The results in Tables VI and VIII reveal that: Best path vs Dual-state word-beam search: The DSWBS search outperforms BP, as expected. Single network vs Ensemble: The ensemble increases the performance, from 2 percentage points (pp) to 7pp. The positive effect of the ensemble on the weaker recognizers is more. Plain vs Extra separator: Extra separator outperforms Plain (Chi-squared test, $p < 0.05$). Moreover, using the extra-separator label-coding scheme boosts the performance more, when the DSWBS is used as a CTC decoder.

V. DISCUSSION AND CONCLUSION

Surprisingly, it is helpful to stress the word ending with an extra token that is to be associated with the end-of-word shape in the input image by the CNN-LSTM network. Apparently, the LSTM is helped by explicit end-of-word stress. It should be mentioned the beneficial effect of the vertical bar in labeling is not caused by image white space or variable white space in the word endings, because the van Oort and MkS datasets were tightly cropped. The improved performance is most apparent when the dual-state word-beam search (DSWBS) is applied as the CTC.
decoder. Finally, it should be noted that the use of the ensemble increases the single-recognizer performance 2-3pp relative to the DSWSBS performance while yielding a 4-7pp improvement in the case of raw best-path search.

In this paper, we proposed an effective label-coding scheme in DSWSBS for CTC. We used a limited-size ensemble of five end-to-end convolutional BiLSTM neural networks to evaluate several label-coding schemes. We found out that stressing the end-of-word shape clearly increases the performance when DSWSBS is used. Other label-coding schemes had a less clear effect, and stressing the begin-of-word condition with a token decreases the accuracy. The ensemble of five networks improves the results, as in [18]. For future work, we want to extend our approach to address the line recognition task and Zero-shot learning [34].
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