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Abstract

When checking compliance of business processes against a set of business rules or regulations, the ability to handle and verify conditions in both the model and the rules is essential. Existing design-time verification approaches, however, either completely lack support for the verification of conditions or propose costly verification methods that also consider the full data perspective. This paper proposes a novel light-weight verification method, which is preferable over expensive approaches that include the data perspective when considering structural properties of a business process model. This novel approach generates partial models that capture only relevant execution states to the conditions under investigation. The resulting model can be verified using existing model checking techniques. The computation of such partial models abstracts conditions from the full models and specifications, thus avoiding the analysis of the full data perspective. The proposed method is complete with respect to the analyzed execution paths, while significantly reducing the state space complexity by pruning unreachable states given the conditions under investigation. This approach offers the ability to check if a process is compliant with rules and regulations on a much more fine-grained level, and it enables a more precise formulation of the conditions that should and should not hold in the processes. The approach is particularly useful in dynamic environments where processes are constantly changing and efficient conditional compliance checking is a necessity. The approach – implemented in Java and publicly available – is evaluated in terms of performance and practicability, and tested over both synthetic datasets and a real-life case from the Australian telecommunications sector.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Laws and regulations affect the way businesses are run on a daily basis. With constantly changing laws, companies are forced to increase the flexibility and agility of their business processes. Consequently, the information systems supporting those business processes continue to evolve, such that it becomes increasingly difficult to ensure their compliance to laws and regulations. As a result, a need for automated compliance checking of business processes has become evident.

Compliance checking of business processes aims to prove whether or not a business process adheres to a set of imposed rules [1,2]. These rules can stem from laws, regulations, internal business rules, or even as part of a specification describing different variants of the process [3,4]. Compliance checking can be supported at various stages of the business process lifecycle [5]. For example, many existing approaches enable compliance checking either during enactment using monitoring techniques, or during analysis using mining techniques. In this context, we focus on design-time verification where preventative solutions for possible non-compliance can be implemented. This is distinct from after-the-fact approaches (such as the aforementioned monitoring and analysis techniques) where costly rollbacks could be required to undo any faulty non-compliant execution.

The ability to handle and verify conditional branches (e.g. “manager approval is required if the loan amount is larger than $50,000”) is an essential requirement for compliance verification. Existing design-time verification approaches, however, either completely lack support for verification over conditions given business process models or require inclusion of the data perspective (i.e. taking into account the entire domain of each data attribute), which can quickly cause state space explosion problems.

This paper proposes a novel method that fully abstracts conditions from a model and its specifications. This is achieved by generating partial models, based on the overlap and contradictions
between the specified conditions. The result is a light-weight verification method over the structure of the business process that is preferable over expensive verification methods that include the data perspective, as the internal representations are simplified significantly while still enabling verification only over the paths that are reachable under the given condition. We prove that when the partial models are combined, they contain the complete set of possible paths as represented in the full model given its condition, while simultaneously reducing its state space complexity in the relevant cases.

A high-level overview of the approach is shown graphically in Fig. 1 below. First, we take as input a Petri net with conditional branches and a set of conditional temporal logic specifications (1). Next, we generate a set of partial models, specific to each condition in the specification (2). Finally, we verify compliance over every partial model (3).

As such, the contribution of the paper is fourfold: (i) it demonstrates that the full data perspective is not required for the verification of structural properties over conditional branches, (ii) it shows how to formally abstract conditions from the models and specifications, (iii) it shows how to obtain a formally verifiable partial model to conditions, and (iv) it proves that partial models preserve the same reachable states given their condition, while at the same time reducing the state space complexity in the relevant cases where the condition affects the number of reachable states.

The approach presented in this paper can be used by organizations to check if their business process models are compliant with established rules and regulations on a much more fine-grained level when compared to compliance checking without support for conditions. As such, it enables organizations to formalize the rules that should hold in their processes in a much more precise way compared to some existing approaches that ignore the data perspective, while ensuring that each of their processes is fully compliant. The presented approach is particularly useful in dynamic environments where processes are changing frequently and efficient data-oriented conditional compliance checking is a necessity and frequently required, such that performance gains are significant.

The remainder of the paper is structured as follows. First, Section 2 discusses related work and positions our work within the existing state of the art. Section 3 introduces the preliminary paradigms used for both business process models and verification (Step 1 in Fig. 1). Subsequently, Section 4 describes how to obtain partial models (Step 2 in Fig. 1) and how to interpret specifications on those models (Step 3 in Fig. 1). Section 5 describes a real life case from the Australian telecommunications sector, which – together with a set of synthetic process models – is used in Section 6 to evaluate the proposed approach with respect to complexity, performance, and practicability. Finally, the paper is concluded in Section 7.

2. Related work

Compliance verification aims to prove or disprove whether a business process adheres to a set of rules, like laws, regulations, business rules or internal policies [2]. In this way, compliance verification does not aim to prove the correctness of the business process itself (like e.g. [6–8]), but merely whether it adheres to a set of rules. Compliance can be verified at different stages of the business process lifecycle, including design-time, enactment, and analysis [5]. At design-time, compliance can be verified given a business process model or the implementation that is based on that business process model. Given an implementation, compliance can be verified using monitoring techniques during enactment, or using mining techniques during analysis. When an implementation is verified on the extent to which it adheres to a business process model, the process is called conformance checking. Conformance checking, however, does not prove compliance unless the business process model used has been proven compliant first. For example, an implementation can be conformant to the model but not compliant (i.e. it violates some regulations). This would imply that the model is not compliant either. On the other hand, an implementation can be compliant but not conformant to the model. In this case, the implementation allows for behavior that is not allowed in the model, but that additional behavior is not violating any regulations it is subject to.

Formal compliance verification aims to prove or disprove compliance using formal methods (e.g. model checking). Within this context, we focus on design-time compliance verification using formal methods given business process models, as it is the only stage of the business process lifecycle at which costly erroneous process implementations and enactments can be prevented. An overview of the related work is given in Fig. 2, where it has been divided into process-centric and data-centric domains and whether conditions are considered. For a detailed comparison and evaluation of the proposed model translation and translations of other methods without considering conditions, the reader is referred to [2].

Several formal compliance verification approaches have been introduced that check compliance of process-centric business process models, like e.g. [9,10,12,16,2]. These approaches focus on the control-flow aspect of compliance and use a variety of logics, including deontic logics [9,10], linear-time temporal logic [12,16], or computation tree logic [2]. The complexity of these approaches is combinatorial for parallel behavior of activities and linear otherwise [2]. Some approaches directly encode the business process into the modeling language of a model checker, which may result in either a large amount of overhead resulting in state explosion [12,16] or major omissions in the formal properties of the underlying modeling (e.g. with respect to OR-joins) [21]. Conditions in process-centric business process models are usually modeled as boolean expressions using simple textual labels on outgoing flows of branching design elements (i.e. gateways). While the ability to handle such conditions over different branches is natural given the implementation of a business process, the data perspective is not included using conventional business process modeling languages. As a result, these methods fail to consider conditions.

Formal design-time compliance verification techniques are often restricted to acyclic models (see for example [11,13–15]). Arbitrary cycles are a very powerful feature of business process model design and they naturally occur in real-life business processes as well. In [2], cyclic models are supported, while the notion of fairness is used to allow correct verification over cycles. When allowing for cycles, however, the necessity of support for verification using conditions becomes apparent. The order of activities and specific paths through arbitrary cycles depend on the conditions on the branches and simply introducing a fairness condition may oversimplify the result. As such, the ability to handle and verify conditional branches may strongly improve the expressiveness of the specification and, as a consequence, precision of the result.

Verification of data-centric business processes and systems is introduced in [19,20]. These approaches, however, focus on behavioral properties of the data perspective of the systems. The complexity of these approaches is exponential to the size of the domain of the data. Instead, we focus on structural properties of the commonly used process-centric control-flow perspective, while taking conditions into account.

To allow verification of the control flow using data, the data perspective is introduced to process-centric approaches in [17,18]. In [17] the business process model is simply annotated with the data perspective. Some approaches verify processes on business rules
by taking the entire data state space into account. However, the complexity of these methods is that of the formal verification approach times that of the data-centric approach. As a result, each of these methods have a high risk of state space explosion.

In [18] data abstractions are obtained for both the model and the compliance rules to reduce the amount of possible states when checking compliance on data and conditions. The model checking is subsequently performed on the full model with the abstractions. As a result, the data abstractions can be used to verify behavioral properties of the business process model including conditional paths. The complexity of this method is that of the formal verification approach times the complexity of the data abstractions. Although there is a practical reduction in complexity using the data abstractions with respect to using the full data perspective, there is no theoretical reduction.

Instead, we pair formulas with data conditions to reduce the model itself given the data and conditions without requiring the full data perspective. That is, the state space of the model is reduced per data condition to only contain those paths that correspond to that condition. As a result, the models obtained can be used to verify structural properties of the business process model given the conditions over certain paths in the model. That is, instead of verifying whether an activity is followed by another activity in each process execution when some data condition holds, we verify whether an activity is followed by another activity in the paths of the business process model that adhere to that data condition. By verifying structural properties of the business process model, we can then assert certain behavioral properties. The proposed method shows that the full data perspective is not required to verify such structural properties. The complexity of the proposed method is that of the number of different conditions used times that of the formal verification approach under a practical reduction given each data condition.

3. Preliminaries

We now first introduce the preliminary paradigms used for modeling business process models and verifying those business process models subject to a specified set of rules, as required by Step 1 in Fig. 1.

There are different notations for modeling business processes, mostly using an intuitive graphical representation. In the context of this work, we use Petri nets, a well-known modeling tool for concurrent processes, for which a rich body of theory and tools to verify their properties have been defined. A Petri net is a directed bipartite graph consisting of places, transitions, and arcs between transition-place pairs. The activities in a business process are represented as transitions in a Petri net, while the execution states are represented as combinations of places, which are token containers. A Petri net is formally defined as follows [24, 25]:

**Definition 1 (Petri net).** A tuple \( (P, T, A) \) is a Petri net, where:

- \( P \) is a set of places,
- \( T \) is a set of transitions, such that \( P \cap T = \emptyset \), and
- \( A \subseteq (P \times T) \cup (T \times P) \) is a set of arcs.

A Petri net execution state \( M : P \rightarrow N_0 \), also known as net marking, is a function that associates places with natural numbers (viz., place tokens). A marked net \( N = (P, T, A, M_0) \) is a Petri net \( (P, T, A) \) with an initial marking \( M_0 \).

Places and transitions are referred to as nodes. The *preset* of a node is denoted by \( y = \{ x \in P \cup T \mid (x, y) \in A \} \), while the *postset* of a node is denoted by \( y = \{ z \in P \cup T \mid (y, z) \in A \} \). Using pre- and postsets, the execution semantics of Petri nets can be defined in terms of markings. If \( \forall p \in y : M(p) > 0 \), \( t \) is said to be enabled and may fire. The *firing* of \( t \), denoted by \( M \rightarrow M' \), leads to a new marking \( M' \).
with \( M'(p) = M(p) - 1 \) if \( p \in \epsilon \setminus \{ s \} \), \( M'(p) = M(p) + 1 \) if \( p \in \epsilon \setminus \{ s \} \), and
\( M'(p) = M(p) \) otherwise. The marking \( M_0 \) is said to be reachable from \( M \) if there exists a sequence of transition firings \( \sigma = t_1 t_2 \ldots t_n \) such that \( M \xrightarrow{t_1} M_1 \xrightarrow{t_2} \ldots \xrightarrow{t_n} M_n \). A marking \( M \) of a net is \( n \)-safe if \( M(p) \leq n \) for all \( p \in P \). A Petri net \( N \) is \( n \)-safe if all its reachable markings are \( n \)-safe. In the remainder of this paper, we restrict ourselves to \( 1 \)-safe nets. Fig. 3 shows a simple Petri net.

Formal verification entails checking if a model representing a system conforms to a set of specifications. One approach to formal verification is model checking, where systems are represented as labeled transition systems. In order to use model checking techniques over a Petri net, we use state-based labeled transition systems called Kripke structures [26] to represent the execution state space (i.e., markings) of a Petri net.

**Definition 2 (Kripke structure).** Let \( AP \) be a set of atomic propositions. A Kripke structure \( K \) over \( AP \) is a quadruple \( K = (S, S_0, R, L) \), where:

- \( S \) is a finite set of states,
- \( S_0 \subseteq S \) is a set of initial states,
- \( R \subseteq S \times S \) is a transition relation such that it is left-total, meaning that for each \( s \in S \) there exists a state \( s' \in S \) such that \( (s, s') \in R \), and
- \( L : S \rightarrow 2^{AP} \) is a labeling function over the set of atomic propositions.

Kripke structures are often used to interpret temporal logics, formalisms that are able to reason over execution paths within models. Computation Tree Logic (CTL) [27] is one of the most notable temporal logics that is commonly used in formal verification. CTL is a branching-time temporal logic, which is especially useful when considering structural properties (in contrast to behavioral properties) of the model [28], over the different branching constructs in the process models.

**Definition 3 (CTL syntax).** The language of well-formed CTL formulas is generated by the following grammar, assuming \( p \in AP \):

\[
\phi ::= T \mid \bot \mid \neg \phi \mid (\phi \wedge \phi) \mid (\phi \vee \phi) \mid (\phi \rightarrow \phi) \mid (\phi \leftrightarrow \phi) \mid A \phi \mid E \phi \mid G \phi \mid F \phi \mid X \phi \mid R \phi \mid U \phi \mid [p] \phi
\]

CTL is equipped with four temporal operators:

- \( X \phi \) Nexttime: \( \phi \) has to hold at the next state.
- \( G \phi \) Globally: \( \phi \) has to hold on every state on the entire subsequent path.
- \( F \phi \) Future: \( \phi \) eventually has to hold in a future state.
- \( [p] \phi \) Until: \( \phi \) has to hold until \( \phi' \), which holds at a state on the path from the current state or the current state itself.

Each temporal operator \( \psi \) in CTL is paired with an operator \( \phi \) over paths. Operators over paths specify if some or all branches possess properties starting at the current state. CTL defines the following operators over paths:

- \( X \psi \) All: \( \psi \) holds on all paths flowing from the current state.
- \( E \psi \) Exists: \( \psi \) holds on at least one path flowing from the current state.

The semantics of CTL are defined on a Kripke structure, which are formally defined in Appendix A. The following section presents a method for using CTL to verify structural requirements on the control flow of a business process over partial representations of Kripke structures. The partial representations of the Kripke structures are computed with respect to conditions associated to the CTL formulas.

**4. Verification over guards**

Following the basic definitions of the model, we can now describe the procedure to obtain a set of partial models from the full model as visualized by Step 2 in Fig. 1. The presented method requires two elements as input, (1) a process model annotated with conditional paths, and (2) a set of conditional CTL rules (pairs of CTL rules and conditions). The conditions in the model and the conditions in the conditional CTL rules are formally defined as follows:

**Definition 4 (Condition).** A condition \( C \) is a quantifier-free first-order predicate, using variables \( x = x_1, \ldots, x_n \), with \( x_i \in X \) for \( 0 \leq i \leq n \), the fragment of logical connectives \( \{ \vee, \wedge, \neg \} \), and the fragment of binary relations \( \{ <, \leq, =, \geq, \leq, \neq \} \).

**4.1. Guards**

Business process models can contain conditions on certain paths, which only allow execution of those respective paths when that condition is satisfied. For example, a loan may only be approved if the customer is creditworthy. As such, the activity “Approve loan” would only be allowed to execute if “credit check” returns “ok”.

In order to represent conditional paths in a Petri net, we require so-called guard conditions to associate transitions to boolean expressions. A condition is represented as a guard, which is associated to a transition \( t \) and has to evaluate to \( true \) before \( t \) is allowed to fire (irrespective of whether the preset of that transition contains enough tokens) [29] shows how guards can be associated over the transitions of a Petri net. A guard over a transition is formally defined as follows:

**Definition 5 (Guard condition).** Given a marked net \( N = (P, T, A, M_0) \) and a set of variables \( X \), a guard condition \( G_t \) is a condition defined over a transition \( t \in T \), using variables \( x = x_1, \ldots, x_n \), with \( x_i \in X \) for \( 0 \leq i \leq n \).

We only require guard conditions to map to a first-order expression, and do not require the full data perspective to verify structural properties of the business process model given guard conditions. Given a transition \( t \in T \) and a set of values for the variables in \( x \), the guard condition \( G_t \) evaluates to a boolean value. Hence, transition \( t \) is only considered enabled if \( \forall \phi \in \epsilon : M(p) > 0 \) and its guard \( G_t \) evaluates to \( true \). For example, Fig. 4 illustrates a Petri net annotated with guard conditions. Finally, trivial guards (e.g., \( G_{x_1} = true \)) of transition \( a \) have been omitted for readability purposes.

In order to determine the truth values of a guard condition, a specific set of values needs to be assigned to the variables in the respective condition such that it evaluates to \( true \). To determine such values, we use the first-order interpretation function \( I \) that associates a value to every variable and to every condition a set of tuples of values. Intuitively, the set of tuples associated to a condition are the values for which the condition is true, where \( C \) defines the set of conditions. An interpretation satisfies a condition if the
set of values assigned by the interpretation to the variables is one of the tuples that satisfies the condition:

\[ l : X \rightarrow \mathbb{V} \]
\[ l : C \rightarrow 2^{\mathbb{V}} \]
\[ l \models G_t \land C \iff \{ l(x_i), \ldots, l(x_n) \} \in I(G_t) \cap I(C) \]
\[ l \models \bigwedge_{I \in \mathcal{Y}} G_t \land C \iff \{ l(x_i), \ldots, l(x_n) \} \in \bigcap_{I \in \mathcal{Y}} I(G_t) \cap I(C) \]

In Fig. 4, for example, the interpretation \( I(G_0) = \{0, 1, 2, \ldots\} \) given the guard \( \{x \geq 0\} \) on \( b \). For \( l(x) = 2, l(x) \in I(G_0) \), whereas for \( l(x) = -1, l(x) \notin I(G_0) \). As such, the interpretation function can be used to obtain the set of values such that a given set of guards evaluate to true. This is particularly useful when evaluating whether certain paths can be executed in a Petri net, by allowing to identify the potential contradiction between different guards, as shown in detail below.

4.2. Computation of conditional graphs

When verifying business processes with guards, certain rules to be verified might only hold under certain conditions. For example, the rule “manager approval is required if the loan amount is larger than $50,000” implies that the manager must always give his approval under the condition that the loan amount exceeds $50,000. As such, CTL rules can be paired with a condition, to form a so-called conditional CTL rule. A conditional CTL rule is a tuple \( \langle C, \phi \rangle \) consisting of a condition \( C \) and a CTL formula \( \phi \). The example above would then be represented as \( \{\text{loan amount} \geq 50000\} \land \phi \) (manager approval). Note that for a rule that must hold at all times (i.e. not subject to a condition), the tuple would be \( \langle \top, \phi \rangle \). The condition is then used to find sets of transitions that can fire given \( i(0) \) a marking, \( i(1) \) the guards of the transitions in the Petri net, and \( i(2) \) the condition \( C \). Given these sets of transitions for each reachable marking, a conditional graph is obtained that contains only those paths that are reachable under the given condition \( C \). A conditional graph is a Kripke structure computed from the markings of a Petri net that are reachable under a condition \( C \), and has the capability of representing the parallel execution of tasks and the next execution of a task in a parallel branch [2,1]. This Kripke structure is then used to verify the CTL formula \( \phi \) contained in the conditional CTL rule.

To obtain a conditional graph from a marked net, a set of states (including the initial state), a set of relations between states, and a set of atomic propositions to label states must be created. To create states, the different sets of transitions that can be enabled simultaneously given a condition at a marking \( M \) must be obtained first. Given that a transition \( t \in T \) of a Petri net is enabled when \( \forall p \in \bullet t : M(p) > 0 \) holds and its guard does not contradict with the condition, then the set of all enabled transitions given a marking \( M \) and a condition \( C \) can be defined as the set:

\[ \mathcal{X}(M, C) = \{ t \mid t \in T, \forall p \in \bullet t, \exists l : M(p) > 0 \land l \models G_t \land C \} \]

Consider, for example, the marking \( M = \{p_2 + 1p_3\} \) given the Petri net depicted in Fig. 4 and the condition \( C = \{y \leq 5\} \). That is, consider the case where there exists one token at the place \( p_2 \) plus one token at the place \( p_3 \) for \( y < 5 \). Since \( p_2 \) contains a token, both \( c \) and \( t_1 \) are enabled given the available tokens. In addition, the condition \( y < 5 \) does not directly contradict the guards of either transition. That is, there exist values of \( y \) such that \( y < 0 < 5 \) for \( t_1 \) and values \( 0 < y < 5 \) for \( c \). Similarly, since \( p_3 \) contains a token, both \( d \) and \( t_2 \) are enabled given the available tokens. However, the condition \( y < 5 \) directly contradicts the guard of \( t_2 \), which is therefore not enabled. In other words, the set of enabled transitions for the marking \( M = \{p_2 + 1p_3\} \) and the condition \( C = \{y \leq 5\} \) contains \( c, d, t_1 \).

The sets of enabled transitions, however, only contain those transitions that are enabled individually, and do not determine whether any of the transitions could be enabled and fired simultaneously considering the available tokens and guards of each transition. Given marking \( M \) in the example above, for instance, \( c \) and \( t_1 \) are both enabled but cannot fire both. That is, they are not enabled in parallel. Given a marking \( M \), condition \( C \), and interpretation \( I \) providing a set of values for variables of guards, a set of transitions \( Y \) is enabled in parallel if the following boolean expression holds:

\[ E(M, C, I, Y = \{ I(I_t) \bigwedge \forall t \in Y, \forall p \in \bullet t : M(p) \} \house \{ I(p) \cap Y \} \]

Using the power set of the set of enabled transitions \( \mathcal{P}(\mathcal{X}(M, C)) \) and the function \( E(M, C, I, Y) \) to determine whether a set is enabled in parallel, all the different sets of parallel enabled transitions at marking \( M \) are obtained as the set:

\[ \mathcal{Y}_{par}(M, C) = \{ Y \mid Y \in \mathcal{P}(\mathcal{X}(M, C)) \} = \{ I : E(M, C, I, Y) \land (\exists t \in \mathcal{X}(M, C) : E(M, C, I, Y \cup \{t\})) \} \]
That is, each set of transitions \( Y \) is considered if and only if:

- all transitions \( t \) in \( Y \) are enabled such that they can fire simultaneously (i.e. the presets of all \( t \) in \( Y \) do not overlap), and
- if there exists an interpretation \( I \) for the variables in \( X \) that satisfy the combination of guards \( \bigwedge_{i \in \mathcal{C}} G_i \) given the condition \( \mathcal{C} \), and
- if the set is maximal to the interpretation \( I \), such that no additional transition can be enabled simultaneously given \( I \).

For example, consider again the marking \( M_1 = p_2 + p_3 \) given the Petri net depicted in Fig. 4 and the condition \( C = [y \leq 5] \). Even though both \( c_1 \) and \( t_1 \) are enabled for the marking \( M_1 = p_2 + p_3 \), the place \( p_2 \) only contains a single token while the guard \( G_{t_1} = [y < 0] \) and \( G_{c_1} = [y \geq 0] \) also contradict. As a result, only one of the enabled transitions may actually fire. This fact is reflected in the set of parallel enabled transitions \( \mathcal{Y}_{par}(M_1, C) = \{ (c, d), (t_1, d) \} \), which contains two sets of choices that could fire simultaneously. That is, \( c \) can fire simultaneously with \( d \), and \( t_1 \) can fire simultaneously with \( d \). As mentioned above, \( c \) and \( t_1 \) cannot fire simultaneously and are, as such, not included as a set in \( \mathcal{Y}_{par}(M_1, C) \).

Using \( \mathcal{Y}_{par}(M, C) \), we compute the Kripke structure of a marked net by creating a state for each reachable marking \( M_i \) and for each set of transitions that can fire concurrently at \( M_i \) under condition of \( \mathcal{C} \). Next, each concurrent transition is fired individually to find possible next states \([2, 1]\). We say a marking \( M_i \) is reachable under condition of \( \mathcal{C} \) from \( M_0 \) if there exists a sequence of transition firings \( \sigma = t_0 \ldots t_{n-1} \) such that \( M_0 \rightarrow M_1 \rightarrow \ldots \rightarrow M_{n-1} \rightarrow M_n \) and the transitions \( \forall i : t_i \in \mathcal{Y}(M_i, C) \) are enabled under condition of \( \mathcal{C} \). Observe that if \( I \models G_0 \cup \ldots \cup G_{n-1} \cup C \) is not required to hold, because of the possible variable manipulation outside of the boundaries specified by \( \mathcal{C} \). A Kripke structure computed from a marked net given a condition \( \mathcal{C} \) is referred to as a conditional graph and defined formally below.

**Definition 6 (Conditional graph).** Let \( AP \) be a set of atomic propositions representing markings and transitions of a marked net \( N = (P, T, A, M_0) \). A conditional graph is a tuple \( (C, K) \) where \( C \) is a condition and \( K = (S, S_0, L, R) \) is a Kripke structure over \( AP \) obtained from the marked net \( N \) with reachable markings \( M_0, \ldots , M_n \) under condition of \( C \), using:

\[
\begin{align*}
AP & = \{ M_0, \ldots , M_n \} \cup \{ t \in T \mid \exists y \in \mathcal{Y}_{par}(M_0, C) \} \cup \ldots \cup \mathcal{Y}_{par}(M_n, C), \\
S & = \{ s_0^1 \mid y \in \mathcal{Y}_{par}(M_0, C) \}, \\
S_0 & = \{ s_0^i \mid y \in \mathcal{Y}_{par}(M_0, C) \}, \\
L(s) & = \{ M_i \} \cup \{ y \}, \\
R & = \{ (s, s') \mid t \in T \land M_i \models L(s) \land M_j \models L(s') \land M_i \xrightarrow{t} M_j \land L(s) \in \{M_i, t\} \land L(s') \in \{M_j\} \mid y = \emptyset \}.
\end{align*}
\]

For instance, consider the Petri net depicted in Fig. 4 with initial marking \( M_0 = 1 p_{start} \) and the condition \( \{x = 1\} \). Although all markings in the net are reachable given that condition, the Kripke structure \( K \) in the conditional graph \( \{x = 1\}, K \) (depicted in Fig. 5) does not contain a state with \( f \). This is a result of the function \( \mathcal{Y}_{par}(M, \{x = 1\}) \), which does not return the transition \( f \) in this case, because \( G_f = [x = 0] \) contradicts the condition \( \{x = 1\} \). Note that while the variable \( x \) is being limited, the variable \( y \) remains free in this example.

Although a conditional graph of a marked net requires a condition \( C \), it is possible to also obtain the full graph by simply using the condition \( \text{true} \). In this case, guards are unaffected by the condition and all possible paths are included in the graph. The resulting graph \( \{\text{true}, K\} \) is known as the transition graph of the marked net \([2, 1]\).

**Lemma 1 (State space complexity).** The state space of the Kripke structure \( K^C = (S^C, S_0^C, R^C, L^C) \) of a conditional graph \( (C, K^C) \) of a marked net \( N \) is always smaller than, or equal to, the state space of the full Kripke structure \( \{\text{true}, K\} \) of the same Petri net.

**Proof.** Both \( K^C \) and \( K \) are constructed from the set of reachable markings in \( \mathcal{N}, M^C \) and \( M \) respectively. Any marking \( M_i \) is included if it is reachable under condition of \( C \) or \( \text{true} \), respectively. Given that it is only possible to remove markings which are not reachable under condition of \( C \), it follows that \( M^C \subseteq M \).

For each of the reachable markings, states are included for each set of transitions in \( \mathcal{Y}_{par}(M, C) \) or \( \mathcal{Y}_{par}(M, \text{true}) \) respectively. Since it is only possible to remove transitions that are not enabled under condition of \( C \), it holds that each set in \( \mathcal{Y}_{par}(M, C) \) is a subset of a set in \( \mathcal{Y}_{par}(M, \text{true}) \), or is excluded for having become a subset of, or equivalent to, another set in \( \mathcal{Y}_{par}(M, C) \). Thus, it holds that \( \mathcal{Y}_{par}(M, C) \subseteq \mathcal{Y}_{par}(M, \text{true}) \) and \( \mathcal{Y}_{par}(M, C) \subseteq \mathcal{Y}_{par}(M, \text{true}) \), it follows that \( S^C \subseteq S \) and \( S_0^C \subseteq S_0 \) and because \( \mathcal{Y}_{par}(M, C) \subseteq \mathcal{Y}_{par}(M, \text{true}) \), it holds that \( \forall s \in S : L^C(s) \subseteq L(s) \).

Relations \( (s_1^C, s_2^C) \) are included for \( M_i \xrightarrow{t} M_j \) and a state \( s_i^C \), with \( M_j = L(s_i^C) \), \( t \in T \), and \( M_i \models L(s_i^C) \). In addition, reflexive relations \( (s_i^C, s_i^C) \) are included for states without a future state \( \psi \). Since \( M^C \subseteq M \) and \( \mathcal{Y}_{par}(M, C) \subseteq \mathcal{Y}_{par}(M, \text{true}) \), \( \mathcal{Y}_{par}(M, C) \subseteq \mathcal{Y}_{par}(M, \text{true}) \) and \( \forall s \in S : L^C(s) \subseteq L(s) \). As a result, it holds that \( \forall [s^1, s^2] \in [R^C, R^C] \).

Although one could consider \( K^C \) as being a sub-graph of \( K \) (i.e., \( S^C \subseteq S, S_0^C \subseteq S_0 \), and \( \forall s \in S^C : L^C(s) \subseteq L(s) \)) it does not hold that the relations are a subset of the full Kripke structure, i.e., \( R^C \subseteq R \), but only that \( |R^C| \leq |R| \). This is due to the fact that the set of additional reflexive relations introduced at each end state to fulfill the left-total requirement of the set of relations in a Kripke structure (cf. Definition 2).

**4.3. Evaluation of CTL rules**

Finally, the temporal logic formulas can be evaluated over the conditional graphs (Step 3 in Fig. 1). Although it is possible to embed the conditions within the temporal logic formulas instead, this would increase the state space when considering data (as it would require to analyze the full data perspective) or only allow evaluation over the exact guards as atomic propositions. Instead, the proposed method decomposes the evaluation into two steps, the computation of the conditional graphs with respect to the conditions associated to the CTL rules, and the check of the CTL rules over the conditional graphs that are Kripke structures restricted by those conditions. A CTL formula \( \phi \) holds under condition of \( C \) if it holds for all initial states of the Kripke structure \( K \) of the conditional graph \( (C, K) \). This can be defined formally as follows:

**Definition 7 (Semantics of conditional CTL).** Given a conditional Kripke structure \( (C, K) \), a state \( s_i \in S \) of that Kripke structure, and a conditional CTL formula \( (C, \phi) \), we say that \( (C, K), s_i \models (C, \phi) \) holds if \( K, s_i \models (C, \phi) \) and \( C \equiv C \). We also write \( (C, K), s_i \models (C, \phi) \) if \( K, s_i \models (C, \phi) \) holds for all \( s_0 \in S_0 \).

A conditional CTL formula \( (C, \phi) \) can be read as when \( C \) holds within the process flow, \( \phi \) must also hold. For example, the conditional CTL formula \( (\{x = 1\}, \lambda x (x \Rightarrow AP \in \phi) \) can be verified for the Petri net depicted in Fig. 4 with initial marking \( M_0 = 1 p_{start} \) by using the
Kripke structure $K$ of the conditional graph ($|x|=1$), see Fig. 5. The CTL formula $\Box(\phi \rightarrow AF \psi)$ holds for this Kripke structure.

Because we are verifying structural compliance of a process (as opposed to behavioral compliance), the condition $C$ is treated as being invariant throughout the process. Although we allow for possible variable manipulation throughout the conditional graph, and therefore a marking to be reachable on a path with consecutive contradicting guards, this variable manipulation always remains within the bounds specified by $C$. In this way, a marking on a path which contains a guard that contradicts $C$ is not reachable because variable manipulation is bounded by $C$.

As a result, possible blocking runs can be detected by $C$, due to consecutive contradicting guards. Consequently, bad process design through guards can be detected. For example, consider the verification of the conditional CTL formula $\forall y \in [10], AF g)$ against the Petri net depicted in Fig. 4. The resulting Kripke structure $K$ of the conditional graph ($|y|=10$), $K$ is illustrated in Fig. 6. Observe that neither the execution of $g$ nor the execution of $h$ is represented in $K$ because their guards $G_g = [y < 10]$ and $G_h = [y > 10]$ do not consider the case where $y=10$. Therefore, the CTL formula $AF g$ is evaluated to false in $K$ (Fig. 6) since the markings where $g$ occurred is not reachable (blocking run).

The computational complexity of verifying a formula $\phi$ on a Kripke structure $K$ is $O(|K| |\phi|)$. Since the state space of $K^C$ of a conditional graph $\langle C, K^C \rangle$ is equal or less than that of the state space of the Kripke structure $K$ of the full graph (true, $K$), see Lemma 1, there is no theoretical reduction in the complexity of verification of a formula. This is true because the condition $C$ may have no effect on any of the guards included in the Petri net. In practical settings, however, one would only consider conditions with an effect on guards, since only those cases provide useful results. Therefore, in such settings, $|K^C| < |K|$, and the complexity of verification would therefore be decreased.

**Theorem 1 (Reachability).** Given a condition $C$, every state $s \in S$ with a marking reachable under condition $C$ of the Kripke structure $K = (S, S_0, R, L)$ of the full transition graph (true, $K$) is also reachable in the Kripke structure $K^C = (S^C, S_0^C, R^C, L^C)$ of the conditional graph $\langle C, K^C \rangle$.

**Proof.** Suppose there exists a state $s_n^C \in S^C$ with a marking $M_n$ that is reachable under a condition $C$ and $Y \in \mathcal{Y}_{par}(M_n, C)$, then it holds that $M_n \in \mathcal{M}_C$. Since $M_n \in \mathcal{M}_C$, there must exist a sequence of transition firings $\sigma = t_0, t_1, \ldots, t_{n-1}$ such that $M_0 \xrightarrow{t_0} M_1 \xrightarrow{t_1} \ldots \xrightarrow{t_{n-1}} M_n$, for which the transitions $\forall i : t_i \in \mathcal{Y}(M_i, C)$ are enabled. Then, it holds that $M_i \in \mathcal{M}_C$, $s_i^C \in S^C : M_i \in \mathcal{L}(s_i^C) \land t_i \in Y$, and $(s_i^C, s_{i+1}^C) \in R^C$ for $0 \leq i < n$, and therefore that $s_n^C$ is reachable. $\Box$

### 5. Case description: customer support

In Australia, all telecommunications service providers that supply telecommunications products to Australian consumers must adhere to the Telecommunications Consumer Protections (TCP) code of conduct. The TCP code of conduct describes a large set of rules, including a number of obligations regarding the handling of complaints.

Fig. 7 illustrates a customer support process in the form of a marked net from one of the telecommunications providers that must adhere to the TCP code of conduct. Guards are included as conditions on the relevant activities (transitions). Silent, actionless, $r$-transitions (marked in grey in the figure) are used to allow for the required control flow options.

The process starts when a complaint is received from a customer, after which the complaint is registered immediately. Depending on the urgency of the complaint, an enquiry is made immediately or within 48 h. In case the customer cannot be contacted, the complaint is closed and reported to the Telecommunications Industry Ombudsman (TIO) if relevant. In case there is contact, the complaint is confirmed and recorded, after which the credit management is suspended if the complaint involves a billing dispute. When the issue is easy to resolve, the customer is informed of a resolution. If the customer does not accept the offer, either a new offer can be made or the complaint can be escalated. If the complaint is not easily resolved, the customer is advised of the resulting process and timeframe, and the customer’s details are confirmed. At this point, the issue is either administrative, technical, or both. Administrative issues are investigated and technical issues are assigned to Level 2 (L2) support. A resolution is formulated and any billing issues are resolved. Potential delays are recorded and discussed with the customer. If the customer chooses to accept the proposed resolution, the outcome is immediately recorded and the complaint is closed.

In order to ensure good service and fair outcomes for all customers, the process above must adhere to the TCP code of conduct. We highlight a number of those rules, before using them to evaluate our approach in Section 6.

1. Supplier must attempt to resolve a complaint on first contact by checking for immediate resolution.
2. Supplier must inform a customer, who is dissatisfied about resolution of a complaint, the options for escalation.
3. Supplier must advise customer of any delays of promised timeframes.
4. Supplier must ensure that relevant staff (i.e. administrative or technical staff) are made aware of the complaint.
5. Supplier must inform customer who is dissatisfied about resolution of a complaint of other possible resolutions.
6. Supplier must investigate the issue when not easily resolved.

We formalize the above rules as follows. Using the terms of the process, we first rewrite the rules to represent the form when \( C \) holds within the process flow, then \( \phi \) must also hold and then use that condition \( C \) and rule \( \phi \) to create the conditional CTL rule \((C, \phi)\). For example, Rule 1 states “Supplier must attempt to resolve a complaint”, which corresponds to either eventually performing \( t_9 \) or \( t_{19} \) where either an offer is being made or a resolution is formulated. The rule then continues by stating conditions in the form of “on first contact by checking for immediate resolutions”. These conditions directly correspond to the guard conditions of the process, in such a way that (i) there is contact and (ii) there exists an immediate resolution and therefore the complaint is considered easily resolved. In addition, these conditions imply that no resolution is required to be formulated because the resolution is immediate. Therefore, the rule does not apply to \( t_{19} \) which states a resolution is formulated. Given the above, we are able to rewrite Rule 1 to represent the form when “there is contact and the issue can be easily resolved” holds within the process flow, then “supplier must
eventually perform $t_6$ must also hold, or more formally, when "contact ∧ easily resolved" holds within the process flow, then "AF$t_6$ must also hold. From this, we then obtain the conditional CTL rule (contact ∧ easily resolved, AF$t_6$). Applying the same method to the remaining rules, we can obtain the list of conditional CTL rules below:

1. $\langle$contact ∧ easily resolved, AF$t_6$$\rangle$.
2. $\langle$contact ∧ offer accepted, AF$t_6$$\rangle$.
3. delay, $\neg$(t$_{14}$ ⇒ AF$t_6$).
4. $\langle$contact ∧ easily resolved ∧ tech fault, AF$t_7$$\rangle$ and $\langle$contact ∧ easily resolved ∧ admin, AF$t_8$$\rangle$.
5. $\langle\neg$offer accepted ∧ review, A\neg(t_{10} ⇒ A[t_{10} U A[¬(t_{10} U t_{10})]])$$\rangle$.
6. $\langle$contact ∧ easily resolved, AF$(t_7 V t_8)$.$\rangle$

6. Evaluation

We implemented the proposed partial verification method in a Java package called BPM Verification. The package takes as input a process model in PNML format extended with guards and a specification containing the CTL formulas to be evaluated. Subsequently, the conditional graph is generated and formally verified against its specifications using NuSMV2. NuSMV2 is a software tool for the formal verification of finite state systems using temporal logics.

Using this toolchain, we conduct a series of evaluations of the proposed method. To qualitatively assess the applicability of the method, we first apply the proposed method on the case description presented in Section 5. Using the same case, we then evaluate the practical state space requirements of the proposed method compared to methods that consider the data perspective in process-centric business process models. Subsequently, we conduct a performance evaluation of the proposed method given highly complex synthetic business process models.

All tests were performed on a computer equipped with a quad core Intel® Core™ i7-7700HQ CPU @ 3.80 GHz, 16 GB RAM, running Ubuntu 18.10 and Java 1.8.0_181. Each test was executed five times, where the average time of three executions was recorded while removing the fastest and the slowest executions to eliminate load times.

6.1. Real-life example

To evaluate the applicability of the proposed approach, we apply it on the real-life case described in Section 5. Given this example, we apply the proposed method by verifying the compliance of the presented rules on the customer support process depicted in Fig. 7. The customer support process consists of 20 transitions representing activities and 8 τ-transitions that allow additional flow options. There are 21 guard conditions in total in the process, which complement or overlap each other. Given its initial marking and the guard conditions, there are 25 reachable markings.

To acquire a baseline for the sizes of the Kripke structures contained in the conditional graphs, we first obtain the full graph (i.e., the conditional graph with the condition [true]). The Kripke structure contained in this full graph has 37 states, 63 relations, and 28 atomic propositions and takes 5 ms to generate.

Next, we apply the conditions contained within each conditional CTL rule as conditions in the conditional graphs and evaluate its CTL formula on the Kripke structure obtained from that conditional graph. The results are shown in Table 1. The lower amount of states, relations and atomic propositions clearly show the results of pruning unreachable states resulting from the conditions. The customer support process is compliant with all rules, except rule 6. This indicates that there is a scenario where $t_{15}$ is not an OR-gate and both branches can theoretically be skipped (i.e., when admin complaint and tech fault are both false). This is clearly a design flaw that is easily identified when incorporating conditions in the rules.

Given the above, we conclude that process-centric methods that consider the full data perspective are not always required when evaluating structural properties of business processes with guards and are only required in cases where behavioral properties or variable values are considered. Instead, when evaluating structural properties of business process models, the proposed light-weight approach is suitable and provides the required information.

6.2. State space comparison

To evaluate the effective reduction of the state space complexity, we implemented a process-centric NuSMV2 model of the customer support process (Fig. 7) that also considers the data perspective of the business process (Appendix B). Based on the full graph, the NuSMV2 model is annotated with eleven boolean variables to extend the transition relations with the guard conditions included in the customer support process. Note that we use boolean variables instead of strings for those guard conditions that test string equivalence. We do this because booleans require the smallest meaningful data domains possible. Since the state space complexity of the data perspective scales exponentially to the size of the domain of the variables used, a model that uses booleans provides the least complex solution. As such, the comparison here is the minimum performance improvement of our reduction method (i.e., the performance improvement would generally be much larger when considering different variable types).

The resulting model is offered to NuSMV2, which reports a reachable state space of 75776 states. For the full graph, the reachable state space is reported to be 37 states. Indeed, these numbers are exactly what should be expected because the state space complexity of a process-centric business process model that considers the full data perspective is that of the state space complexity of the process-centric business process model times the state space complexity of the data perspective. That is, the expected state space complexity is that of 37 states multiplied by all possible combinations of the eleven boolean values, which is 75776 (i.e., $37 \times 2^{11} = 75776$). As a result, this method would require the seven CTL formulas to be evaluated over 75776 states. In contrast, the proposed method evaluated these seven CTL formulas over different partitions of a total number of 208 states (Table 1).

Given the worst case, with $2^{11}$ formulas with all different conditions which all have no impact on the reduction of the state space (i.e., there is no reduction of the 37 states due to a condition), the proposed method performs the same as process-centric methods that consider the full data perspective. More generally stated, when all possible combinations of values for all variables as conditions produce the full graph, the resulting state space is equal to that of the process-centric methods that consider the full data perspective. However, in this case all the produced graphs would be equal, and all formulas could be evaluated on a single full graph. Moreover, using the proposed method one is only ever interested in conditions that do have an impact on the reduction of the state space and thus result in Kripke structures with smaller state spaces. Furthermore, certain combinations of conditions considered within all possible combinations of values for all variables may result in Kripke structures that are equal. Such equal Kripke structures are produced because certain values for a single variable may determine a path at a guard that
only reaches guards that consider a subset of the remaining variables.

For example, consider the condition \( \text{contact} = \text{false} \land \text{admin complaint} = \text{true} \) in Fig. 7. This combination of conditions produces a graph equal to that of the condition \( \text{contact} = \text{false} \) since no guard featuring a value of complaint is reachable when \( \text{contact} = \text{false} \). Keeping this in mind, in practical settings the proposed method will always produce a total state space smaller than that of process-centric methods that consider the full data perspective when evaluating the structural properties of business processes with guards.

### 6.3. Performance evaluation

To test the scalability of our approach with increasingly complex process models, we adopt a collection of synthetic Petri nets of increasing size and different guards per path, and assess the approach with respect to performance and state space. The collection of synthetic models contains 4 different types: sequential models (SEQ), models with exclusive branches (XOR), models including concurrent branches (AND), and models with inclusive branches (OR). Each of these models have a number of branches with a number of m tasks (i.e. transitions), with increasing n and m as measures to add complexity. Fig. 8 provides an overview of the basic constructs used to create the synthetic set of models, with the exception of SEQ as this is trivial.

The synthetic set of models includes two SEQ-models, one with length 5 and one with length 10. The guard expressions of the SEQ-models are of the form \( \{x = 0\} \) and are on \( t_2 \) and \( t_5 \) for the models respectively. Subsequently, the condition for the CTL formulas is set to \( \{x = 1\} \) (thereby contradicting the guards), such that the model contains guard in the middle of the sequence that causes a possible blocking run (and, hence, a reduced model can be obtained).

The expressions on the guards of each branch of an XOR-construct contain the same variable, but the expressions are mutually exclusive such that only 1 branch can be enabled at a time. As such, each guard expression is of the form \( \{x = i\} \), where \( i \) indicates the branch number, with branches ranging from 0 to \( n - 1 \).

Finally, the guard expressions used in the AND- and OR-constructs are partially overlapping, using the same variable for every branch. Each guard expression is of the form \( \{x > i\} \), where \( i \) again indicates the branch number. Consequently, conditions for the CTL formulas determine whether the entire AND/OR-construct is taken into account, or a subset of branches. Every branch of the OR-construct has a complementing branch comprising a single \( r \)-transition whose guard is the negation of the guard on the complementing branch to allow for multiple branches to be enabled while avoiding blocking runs due to the OR-join.\(^5\) For example, a

---

\(^5\) Such a \( r \)-transition does not exist for the AND-constructs, creating blocking runs. This is bad design and can be detected by the proposed approach when using a contradicting condition.

---

### Table 1

| Specification | Conditional formula | \(|S|\) | \(|R|\) | \(|\text{AP}|\) | Result |
|---------------|---------------------|-------|-------|----------|--------|
| 1             | \( (\text{contact} \land \text{easily resolved}, \text{AF} \, \{\text{D}\}) \) | 15    | 20    | 14       | true   |
| 2             | \( (\neg \text{offer accepted}, \text{AF} \, \{\text{I}\}) \) | 33    | 52    | 24       | true   |
| 3             | \( (\text{delay}, \text{AX} \, \{\text{T} \wedge \text{AF} \, \{\text{F}\}\} ) \) | 36    | 60    | 27       | true   |
| 4a            | \( (\neg \text{offer accepted} \land \neg \text{ech fault}, \text{AF} \, \{\text{F}\}) \) | 30    | 46    | 23       | true   |
| 4b            | \( (\neg \text{offer accepted} \land \text{admin}, \text{AF} \, \{\text{F}\}) \) | 28    | 41    | 23       | true   |
| 5             | \( (\neg \text{offer accepted} \lor \text{review}, \text{AX} \{\text{F} \vee \text{F} \} \lor \text{AX} \{\text{F} \lor \text{F} \}\}) \) | 33    | 54    | 24       | true   |
| 6             | \( (\text{contact} \land \neg \text{easily resolved}, \text{AF} \, \{\text{F} \lor \text{F}\}) \) | 33    | 53    | 24       | false  |
| Total         |                     | 208   | 326   | N/A      |        |

### Table 2

| \# | Model | \( n \) | \( m \) | Kripke with \( \text{W} = 1 \) | \(|S|\) | \(|R|\) | \(|\text{AP}|\) | Performance |
|----|-------|--------|--------|-------------------------------|-------|-------|----------|-------------|
| 1  | SEQ   | 1      | 5      | 6                             | 6     | 6     | 5        | 0 ms        |
| 2  | SEQ   | 1      | 10     | 11                            | 11    | 11    | 10       | 0 ms        |
| 3  | XOR   | 2      | 5      | 12                            | 13    | 13    | 10       | 0 ms        |
| 4  | XOR   | 3      | 5      | 17                            | 19    | 19    | 16       | 0 ms        |
| 5  | XOR   | 4      | 5      | 22                            | 25    | 25    | 21       | 2 ms        |
| 6  | XOR   | 4      | 10     | 43                            | 46    | 46    | 42       | 2 ms        |
| 7  | XOR   | 5      | 10     | 53                            | 57    | 57    | 52       | 2 ms        |
| 8  | AND   | 2      | 5      | 39                            | 65    | 65    | 62       | 2 ms        |
| 9  | AND   | 3      | 5      | 235                           | 594   | 594   | 17       | 5 ms        |
| 10 | AND   | 4      | 5      | 1515                          | 5309  | 5309  | 22       | 43 ms       |
| 11 | AND   | 4      | 10     | 15370                         | 56699 | 56699 | 42       | 614 ms      |
| 12 | AND   | 5      | 10     | 17448                         | 822845| 822845| 52       | 169900 ms   |
| 13 | OR    | 2      | 5      | 52                            | 93    | 93    | 14       | 1 ms        |
| 14 | OR    | 3      | 5      | 361                           | 973   | 973   | 20       | 11 ms       |
| 15 | OR    | 4      | 5      | 2614                          | 9951  | 9951  | 26       | 346 ms      |
| 16 | OR    | 4      | 10     | 21339                         | 81101 | 81101 | 46       | 15800 ms    |
| 17 | OR    | 5      | 10     | 60026                         | 1284039| 1284039| 57       | 55409 ms    |

\[\text{Result} = \text{false}\] in 50% of the conditional test cases. Given the full graphs, the CTL formula will only evaluate \text{false} for XOR-constructs.

The conditions paired with the CTL formulas cover various ranges for each experiment such that a subset of the branches can be taken into account. For each construct, we evaluate the conditional CTL formula \( C, \text{AP}_{n-1,m} \) with condition C being \( \{x = n - 1\} \) and \( t_{n-1,m} \) being the last transition on branch number \( n - 1 \). As a result, for XOR-constructs the CTL formula will be evaluated on the last branch, and for AND- and OR-constructs the CTL formula will be evaluated on the first \( n - 1 \) branches. Given that the transition \( t_{n-1,m} \) is on the last branch, the CTL formula will evaluate \text{false} in 50% of the conditional test cases. Given the full graphs, the CTL formula will only evaluate \text{false} for XOR-constructs.

The results of the experiment are shown in Tables 2 and 3. Although the transition graph allows further reduction through model equivalence with respect to stuttering [2,1], the table shows data prior the creation of such a reduced graph to highlight the differences between the generation of a full graph (i.e. ignoring conditions by assuming \( \text{true}\), Table 2) and the generation of the conditional graphs (Table 3).
Table 3  
Conversion algorithm results of models with \( n \) branches of \( m \) activities – with conditions.

<table>
<thead>
<tr>
<th>#</th>
<th>Model Type</th>
<th>( n )</th>
<th>( m )</th>
<th>Reduced Kripke</th>
<th>Performance Partial Kripke</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SEQ 1</td>
<td>5</td>
<td>[x = 1]</td>
<td>3 3 2</td>
<td>0 ms</td>
</tr>
<tr>
<td>2</td>
<td>SEQ 1</td>
<td>10</td>
<td>[x = 1]</td>
<td>6 5 0 ms</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>XOR 2</td>
<td>5</td>
<td>[x = 1]</td>
<td>7 6 0 ms</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>XOR 3</td>
<td>5</td>
<td>[x = 2]</td>
<td>7 6 0 ms</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>XOR 4</td>
<td>5</td>
<td>[x = 3]</td>
<td>7 6 1 ms</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>XOR 4</td>
<td>10</td>
<td>[x = 3]</td>
<td>13 12 1 ms</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>XOR 5</td>
<td>10</td>
<td>[x = 4]</td>
<td>13 12 1 ms</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>AND 2</td>
<td>5</td>
<td>[x = 1]</td>
<td>7 6 1 ms</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>AND 3</td>
<td>5</td>
<td>[x = 2]</td>
<td>38 11 1 ms</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>AND 4</td>
<td>5</td>
<td>[x = 3]</td>
<td>235 16 6 ms</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>AND 4</td>
<td>10</td>
<td>[x = 3]</td>
<td>1365 31 66 ms</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>AND 5</td>
<td>10</td>
<td>[x = 4]</td>
<td>15369 41 690 ms</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>OR 2</td>
<td>5</td>
<td>[x = 1]</td>
<td>16 8 1 ms</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>OR 3</td>
<td>5</td>
<td>[x = 2]</td>
<td>100 13 3 ms</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>OR 4</td>
<td>5</td>
<td>[x = 3]</td>
<td>688 18 77 ms</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>OR 4</td>
<td>10</td>
<td>[x = 3]</td>
<td>3458 33 115 ms</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>OR 5</td>
<td>10</td>
<td>[x = 4]</td>
<td>41474 43 3392 ms</td>
<td></td>
</tr>
</tbody>
</table>

All experiments display a clear reduction of the state space complexity when comparing the full and partial Kripke structures, with most notable differences in the more complex models. This effect is explained by the interleaving of the parallel enabled transitions on concurrently executing branches. With fewer branches concurrently enabled due to the condition contradicting their guard expressions, the complexity from interleaving is reduced significantly. As a result, the impact of a condition on an interleaving of concurrently executing branches is directly related to the complexity of the interleaving itself.

In addition, the experiments show a decrease in conversion times with either equal or less time taken for graph generation. Although the less complex models show equal conversion times due to load times (despite attempts to reduce these by removing the slowest times), the more complex models display clear reductions of conversion times related to the reduced state space complexity of the partial Kripke structures. This is particularly noticeable for large concurrent models, like AND \( 5 \times 10 \) and OR \( 5 \times 10 \), where by applying partial models the conversion time is reduced from 17 s to 0.7 s and from 55 s to 3.4 s respectively. As such, the effect of applying conditions with partial Kripke structures becomes significant for increasingly complex models.

7. Conclusion

In this paper, we presented a novel approach towards preventative compliance verification of business processes. The approach goes beyond existing approaches because of its ability to abstract and evaluate over conditional branches with non-propositional guards, without including the full data perspective. Most existing approaches completely lack support for verification over non-propositional guards or require the full data perspective which can quickly cause state space explosion problems. Instead, we have proven that by abstracting the guard conditions from both the graph and specification, the presented approach reduces state space complexity in the relevant cases where guard conditions affect the possible execution paths of the business process model.

The evaluation on a real life example from the Australian telecommunications sector clearly displays the value and applicability of the proposed approach. By abstracting guard conditions from the model and specifications through a condition and generating conditional graphs, a far larger spectrum of valuable insights can be obtained than without considering conditions. As such, the presented approach can be used by organizations to check if their business process models are compliant with established rules and regulations on a much more fine-grained level when compared to compliance checking without guards and conditions. The results show that the data perspective is not required when evaluating structural properties (i.e. control-flow) of business process models with guards and is only required in cases where behavioral properties or variable values are considered. As a result, when evaluating structural properties of business process models, the proposed light-weight approach is suitable and provides the required information. When evaluating data values or their evolution, the proposed approach is not suitable and the full data perspective is required. In addition, the proposed approach is not suitable when behavioral properties are being considered that cannot be inferred from the structural properties of the business process model.
Evaluation of the state space complexity demonstrates the value of the proposed approach. When evaluating structural properties of business process models, the proposed approach will always produce a total state space smaller than that of process-centric methods that consider the full data perspective in practical settings. Results show that for the real-life example from the Australian telecommunications sector the considered state space given seven rules is reduced from 75776 states using the full data perspective to different partitions of a total of 208 states using conditional graphs.

The performance evaluation illustrates the scalability of the approach with respect to its conversion from a Petri net to a conditional graph. Results show clear reductions in both the conversion times as well as the reduction in state space complexity when introducing conditional expressions, with most notable effects for the most complex models. As a matter of fact, when considering concurrently executing branches, the effect of conditional expressions over the guard conditions increases with the complexity of the model itself. As a result, the effect becomes increasingly significant with increasingly complex models.

For future work it would be interesting to include other real-life cases as well with more complex conditions, particularly when compared to existing approaches with a full data perspective. Finally, the implementation of the presented approach does not incorporate a visual user interface with graphical feedback yet. As future work, we plan to implement and support an increasing range of preventative compliance verification options with intuitive, human readable and visual design and feedback.

Appendix A. CTL semantics

The semantics of CTL are defined on a Kripke structure $K$ using the minimal set of CTL operators $\{\neg, \lor, \forall, \exists, \forall E, \forall U\}$.

**Definition 8 (Semantics of CTL).** $s_i \models \phi$ means that the formula $\phi$ holds at state $s_i$ of the model $K$. When the model $K$ is understood, $s_i \models \phi$ is written instead. The relation $\models$ is defined inductively as follows:

\[
\begin{align*}
& s_i \models T & & \text{iff} & & s_i \not= i.
& s_i \not= p & & \text{iff} & & p \in L(s_i).
& s_i \models \neg \phi & & \text{iff} & & s_i \not\models \phi.
& s_i \models \phi \lor \psi & & \text{iff} & & s_i \models \phi \text{ or } s_i \models \psi.
& s_i \models \exists x \phi & & \text{iff} & & \exists s_{i_0} \in K| s_{i_0} \models \phi.
& s_i \models \forall x \phi & & \text{iff} & & \forall s_{i_1}, s_{i_2}, \ldots : (n \geq 0 \land s_{i_n} \models \phi).
& s_i \models E \phi U \psi & & \text{iff} & & \exists m : (m \geq 0 \land s_{i_m} \models \psi \land \forall n : (0 \leq n < m \land s_{i_n} \models \phi)).
\end{align*}
\]

Appendix B. Data-driven model

``` MODULE main
VAR urgent: boolean;
contact: boolean;
TIO: boolean;
billing: boolean;
easily: boolean;
accepted: boolean;
review: boolean;
tech: boolean;
CSG: boolean;
admin: boolean;
delay: boolean;
state: \{S0, S1, S2, S3, S4, S5, S6, S7, S8, S9, S10, S11, S13, S16, S17, S18, S19, S20, S21, S22, S23, S27, S28, S30, S34, S36, S42, S46, S50, S54, S60, S66, S72, S75, S76, S78, S80\};
DEF
```
state = S17 & admin = FALSE & CSG = FALSE: {S60};
state = S17 & admin = TRUE & tech = FALSE: {S18};
state = S17 & admin = TRUE & tech = TRUE & CSG = TRUE: {S42};
state = S17 & admin = TRUE & tech = FALSE: {S36};
state = S18 & tech = FALSE: {S30};
state = S18 & tech = TRUE & CSG = TRUE: {S21};
state = S18 & tech = TRUE & CSG = FALSE: {S27};
state = S18 & admin = FALSE: {S34};
state = S18 & admin = TRUE: {S19};
state = S19: {S20};
state = S20 & delay = FALSE: {S28};
state = S20 & delay = TRUE: {S22};
state = S21: {S23};
state = S22 & accepted = TRUE: {S13};
state = S22 & accepted = FALSE: {S6};
state = S23: {S20};
state = S27: {S23};
state = S28 & accepted = TRUE: {S13};
state = S28 & accepted = FALSE: {S6};
state = S30: {S20};
state = S34: {S20};
state = S36 & tech = FALSE: {S30};
state = S36 & tech = TRUE & CSG = TRUE: {S21};
state = S36 & admin = FALSE: {S34};
state = S36 & tech = TRUE & CSG = FALSE: {S27};
state = S36 & admin = TRUE: {S19};
state = S42 & admin = FALSE: {S46};
state = S42 & tech = FALSE: {S30};
state = S42 & admin = TRUE: {S50};
state = S42 & tech = TRUE & CSG = TRUE: {S21};
state = S42 & tech = TRUE & CSG = FALSE: {S27};
state = S46 & admin = FALSE: {S34,S23};
state = S46 & admin = TRUE: {S19,S23};
state = S50 & admin = FALSE: {S34,S23};
state = S50 & admin = TRUE: {S19,S23};
state = S54 & admin = FALSE: {S46};
state = S54 & admin = TRUE: {S50};
state = S54 & tech = FALSE: {S30};
state = S54 & tech = TRUE & CSG = TRUE: {S21};
state = S54 & tech = TRUE & CSG = FALSE: {S27};
state = S60 & admin = FALSE: {S46};
state = S60 & admin = TRUE: {S50};
state = S60 & tech = FALSE: {S30};
state = S60 & tech = TRUE & CSG = TRUE: {S21};
state = S60 & tech = TRUE & CSG = FALSE: {S27};
state = S66 & admin = FALSE: {S46};
state = S66 & tech = FALSE: {S30};
state = S66 & admin = TRUE: {S50};
state = S66 & tech = TRUE & CSG = TRUE: {S21};
state = S86 & tech = TRUE & CSG = FALSE: {S27};
state = S72 & easily = FALSE: {S16};
state = S72 & easily = TRUE: {S5};
state = S75 & TIO = TRUE: {S76};
state = S75 & TIO = FALSE: {S78};
state = S76: {S10};
state = S78: {S10};
state = S80 & contact = FALSE: {S75};
state = S80 & contact = TRUE: {S2};
exac;