
https://doi.org/10.3758/s13428-017-0873-y
https://research.rug.nl/en/publications/8c801163-7d54-4950-bf27-29a720c038f6
https://doi.org/10.3758/s13428-017-0873-y


Behav Res (2018) 50:323–343
DOI 10.3758/s13428-017-0873-y

DAVID: An open-source platform for real-time
transformation of infra-segmental emotional cues
in running speech

Laura Rachman1,2 • Marco Liuni1 • Pablo Arias1 • Andreas Lind3 •
Petter Johansson3,4 • Lars Hall3 • Daniel Richardson5 • Katsumi Watanabe6,7 •
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Abstract We present an open-source software platform
that transforms emotional cues expressed by speech signals
using audio effects like pitch shifting, inflection, vibrato,
and filtering. The emotional transformations can be applied
to any audio file, but can also run in real time, using live
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input from a microphone, with less than 20-ms latency. We
anticipate that this tool will be useful for the study of emo-
tions in psychology and neuroscience, because it enables a
high level of control over the acoustical and emotional con-
tent of experimental stimuli in a variety of laboratory situa-
tions, including real-time social situations. We present here
results of a series of validation experiments aiming to posi-
tion the tool against several methodological requirements:
that transformed emotions be recognized at above-chance
levels, valid in several languages (French, English, Swedish,
and Japanese) and with a naturalness comparable to natural
speech.
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Introduction

The use of well-defined stimulus material is an important
requirement in experimental research, allowing for replica-
bility and comparison with other studies. For this reason,
researchers interested in the perception of emotions often
use datasets of stimuli previously validated with affective
norms. An increasing number of such datasets exist for both
facial expressions (e.g., the Karolinska Directed Emotional
Faces - 70 individuals, each displaying seven facial expres-
sions, photographed from five different angles, Goeleven
et al., 2008), vocal expression (e.g., the Montreal Affective
Voices - ten actors, each recording nine non-verbal affect
bursts, Belin et al., 2008) and musical extracts (e.g., The
Montreal Musical Bursts - 80 short musical improvisations
conveying happiness, sadness, or fear, Paquette et al., 2013).
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However, using datasets of static stimuli, regardless of
how well controlled, comes with a number of generic lim-
itations. First, such datasets leave researchers only little
control over the para-emotional parameters of the expres-
sions (e.g., which specific person is expressing the emotion
or what verbal content accompanies the expression), while
some research questions may require more control over the
stimulus material: for instance, to investigate social biases,
one may want a certain emotion to be expressed by members
of two different social groups with the exact same acoustic
cues (see e.g., Neuberg 1989). Second, actor-recorded stim-
uli do not allow for fine control over the intensity with which
emotions are expressed: e.g., some actors may be more
emotionally expressive than others, or perhaps more expres-
sive when it comes to happiness than sadness (see e.g.,
Wallbott 1988). In an attempt to control for such param-
eters, various researchers have used morphing techniques
between e.g., a neutral and an emotional facial expression
(Sato et al., 2004), or between two different emotional
vocal expressions (Bestelmeyer et al., 2012). Morphings
can gradually increase the recognizability of an emotional
stimulus or create arbitrarily ambiguous emotional voices
(Bestelmeyer et al., 2012). However, they do not only
affect expressive cues that are involved in the communi-
cation of emotion, but also cues that may not be linked
directly to emotions, or that one may not want to be mor-
phed. For instance, it requires the use of very advanced
techniques to only morph the pitch, but not the loudness,
between two emotional voices. Moreover, with morph-
ings, the para-emotional context (e.g., specific speakers)
remains limited to the stimuli that are included in the
database. A final generic limitation of pre-recorded datasets
is that they necessarily only consist of third-person stim-
uli. However, in many experimental contexts, one may
desire to control the emotional expression of the partic-
ipants themselves, and not that of unknown actors. For
example, social psychology researchers may want to study
participants’ interactive behavior while controlling whether
they sound positive or negative. It remains difficult to
create such situations without demand effect, e.g., not ask-
ing or otherwise leading participants to “act” happy or
sad.

Rather than a data set of controlled emotional stimuli, it
would therefore be useful to have a data set of controlled
emotional transformations, that can be applied to arbitrary
stimulus material while still preserving well-defined proper-
ties of recognizability, intensity and naturalness. Such data
sets exist in the visual domain, for the synthesis of facial
expressions. For instance, tools have been developed that
can very precisely manipulate facial cues to alter perceived
personality traits (Todorov et al., 2013) or the emotional
expression (Roesch et al., 2011) of computer-generated or
digitized faces, allowing for a high level of control. However,

no such tools exist in the domain of vocal expression to
the best of our knowledge. More precisely, while emo-
tional voice synthesis is an active research field in the audio
engineering community, no such tool comes with the exper-
imental validation and technical requirements necessary for
psychological research.

The human voice is a powerful medium for the expres-
sion of emotion (Bachorowski & Owren, 1995; Juslin et al.,
2005). With a suitable voice transformation tool, it should
be possible to change the emotional expression of speech
after it is produced and, if computed fast enough, the trans-
formations could even appear to occur in “real time”. With
such a tool, one would be able to modify vocal emo-
tional expressions in live and more realistic settings and
study not only the perception of emotions in third-party
stimuli, but also the perception of self-produced emotions,
opening up a vast amount of experimental questions and
possibilities.

In this article, we present DAVID1, a novel open-source
software platform providing a set of programmable emo-
tional transformations that can be applied to vocal signals.
The software makes use of standard digital audio effects,
such as pitch shift and spectral filtering, carefully imple-
mented to allow both realistic and unprecedentedly fast
emotional transformations at the infra-segmental level of
speech (“Emotional transformations”). DAVID was used in
a previous study by Aucouturier et al. (2016) in which par-
ticipants read a short text while hearing their voice modified
in real time to sound more happy, sad, or afraid. Results of
this study showed that a great majority of the participants
did not detect the manipulation, proving that the emotional
transformations sounded natural enough to be accepted as
self-produced speech and that they were fast enough to
allow for uninterrupted speech production. In addition, par-
ticipants’ mood ratings changed in the same direction as
the manipulation, suggesting that the transformations carry
some emotional meaning.

Extending beyond this first experiment, we present here
results from an additional series of experimental studies
that aim to position the tool against four important method-
ological requirements for psychological and neuroscience
research, namely that the transformations are recogniz-
able, natural, controllable in intensity, and reasonably inter-
cultural (see “Validation studies”). Based on these results,
we then propose a list of application ideas in a selection
of research areas where we argue this new transformation
software will be of particular importance.

1“Da Amazing Voice Inflection Device”, DAVID was so named after
Talking Heads’ frontman David Byrne, whom we were privileged to
count as one of our early users in March 2015.
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Emotional transformations

Emotional speech synthesis techniques

Consciously or not, we convey emotional information with
our speech. The words and syntactic structures that we use
reveal our attitudes, both towards the topic of conversation
and towards the person we converse with. Besides words,
the sole sound of our voice is rich in information about
our emotional states: higher fundamental frequency/pitch
when happy than sad (Scherer and Oshinsky, 1977), faster
speech rate when excited, raising intonation/prosody when
surprised (?BAN06). Computerized audio analysis and syn-
thesis are important techniques to investigate such acoustic
correlates of emotional speech (Scherer, 2003a). Widely
used phonetical analysis tools like Praat (Boersma &
Weenink, 1996) allow the automatic analysis of large corpus
of speech in terms of pitch, duration and spectral parameters
(Laukka et al., 2005). More recently, speech synthesis tech-
niques, typically pitch-synchronous overlap-and-add meth-
ods (PSOLA) and shape-invariant phase vocoder (Roebel,
2010), support the active testing of hypotheses by directly
manipulating the acoustic parameters of the vocal stimuli
(Bulut & Narayanan, 2008).

Beyond its use for psychological experimentation,
emotional speech synthesis is now a widely researched tech-
nique per se, with applications ranging from more expres-
sive text-to-speech (TTS) services for e.g., augmentative
and alternative communication devices (Mills et al., 2014),
restoration of voices in old movies (Prablanc et al., 2016)
or more realistic non-player characters in video games
(Marsella et al., 2013). One major concern with such sys-
tems is the degree of realism of the synthesized voice.
In early attempts, this constraint was simply relaxed by
designing applications that did not need to sound like any-
one in particular: for instance, cartoon baby voices for
entertainment robots (Oudeyer, 2003). For more realism,
recent approaches have increasingly relied on modifying
pre-recorded units of speech, rather than synthesizing them
from scratch (but see Astrinaki et al., 2012). One of such
techniques, concatenative synthesis, automatically recom-
bines large numbers of speech samples so that the resulting
sequence matches a target sentence and the resulting sounds
match the intended emotion. The emotional content of the
concatenated sequence may come from the original speak-
ing style of the pre-recorded samples (“select from the sad
corpus”) (Eide et al., 2004), result from the algorithmic
transformation of neutral samples (Bulut et al., 2005), or
from hybrid approaches that morph between different emo-
tional samples (Boula de Mareüil et al., 2002). Another
transformation approach to emotional speech synthesis is
the recent trends of “voice conversion” research, which tries
to impersonate a target voice by modifying a source voice.

This is typically cast as a statistical learning task, where the
mapping is learned over a corpus of examples, using e.g.,
Gaussian mixture models over a parameter space of spec-
tral transformation (Inanoglu & Young, 2007; Godoy et al.,
2009; Toda et al., 2012).

The tool we propose here, a voice transformation tech-
nique to color a spoken voice in an emotional direction
which was not intended by the speaker, is in the direct
tradition of these approaches, and shares with them the
type of audio transformation used (i.e., temporal, pitch,
and spectral) and the need for high-level quality. However,
we attempt to satisfy a very different constraint: the trans-
formed voice has to be a realistic example of its speaker’s
natural voice. Previous approaches have attempted—and
succeeded—to produce either a realistic third-person voice
(e.g., a considerate newscaster - Eide et al., 2004) or an
exaggerated first-person (e.g., me as a happy child, me as
an angry monster - Mayor et al., 2009). We describe here
a technique which synthesizes a realistic first-person: me
when I’m happy, me when I’m sad. We refer to the trans-
formation as “natural”, in that it effectively imparts the
impression of a specific emotion for the listeners while
being judged to be as plausible as other, non-modified
recordings of the same speaker.

A second particularity of this work is that the trans-
formation can be done in real time, modifying speech
as it is uttered, without imparting any delay capable of
breaking a natural conversation flow (in practice, less than
20ms). This differentiates from previous work in several
ways. First, the expectation of high realism has compelled
previous approaches to design increasingly sophisticated
analysis methods - time-domain PSOLA, linear prediction
PSOLA (Moulines & Charpentier, 1990), linear-prediction
time-scaling (Cabral & Oliveira, 2005), wide-band har-
monic sinusoidal modeling (Mayor et al., 2009), to name
but a few. As a consequence, none of these approaches can
meet real-time constraints, especially as predictive mod-
els require a short-term accumulator of past data (but see
Toda et al., 2012; Astrinaki et al., 2012, for recent progress
on that issue). Second, many techniques rely on strate-
gies that are incompatible with the real-time following of
an input voice: speeding the voice up or down, anticipat-
ing the end of a sentence to raise its prosody, or inserting
paralinguistic events such as hesitation markers <ERR> or
<AHEM>. The approach described here manages to oper-
ate in real-time by careful design rather than by technical
prowess. First, we favor effects that can be implemented
efficiently, such as simple time-domain filtering, and in cas-
cade (such as vibrato and pitch shifting both using the same
pitch shifting module). Second, because the manipulation is
designed to be ‘‘natural”, our effects operate over very subtle
parameter ranges (e.g., +/� 40 cents pitch shifting,
instead of e.g., +/� 1 octave as targeted in Cabral
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and Oliveira 2005), for which even simplistic (and fast)
approaches are sufficient.

An important consequence of this positioning of the
tool is that its transformations only operate at the infra-
segmental level of speech, i.e., on speech cues that can be
manipulated on a phonemic basis, without taking account
of the supra-segmental structure. These concern e.g., static
pitch, amplitude, voice quality, and spectral content, but
excludes other important cues for emotional expression such
as prosody, speed or timing. For instance, varying speech
speed is a commonly observed correlate of emotional voices
(e.g., sad voices tend to be slower and happy voices faster -
Scherer & Oshinsky, 1977), however playing speech faster
in real time is impossible by construction and playing it
slower would result in noticeable delays. Similarly, happy
voice prosody tends to raise in pitch at the end of sentences
(Bänziger & Scherer, 2005; Hammerschmidt & Jurgens,
2007), however manipulating this in real time requires to
process larger segments of audio and anticipate structural
boundaries, also with a consequent augmentation of the
system’s latency (if feasible at all).

Because of the importance of infra-segmental cues in
both the perception and production of vocal emotions (see
e.g., Bachorowski and Owen 1995), we believe that the
current tool is a simplified, but not meaningless, approx-
imation of emotional speech. However, it is important to
keep in mind that emotional expressions produced with the
tool do not explore the full expressive space of authentic
human-produced speech, or that of some of the alternative
non-real-time speech synthesis systems.

Software distribution

DAVID is a software platform developed to apply audio
effects to the voice both online and offline. The platform
provides four types of audio effects, or building blocks, that
can be combined in different configurations to create several
emotions: happy, sad, and afraid (and more are possible).
DAVID is implemented as an open-source patch in the Max
environment (Cycling74), a programming software devel-
oped for music and multimedia. The DAVID software and
accompanying documentation can be downloaded under the
MIT license from http://cream.ircam.fr. Using DAVID first
requires to install the Max environment, which is provided
in free versions for Windows and Mac systems. DAVID
comes with the parameter presets used in the validation
studies described below, but users also have full control
over the values of each audio effect to create their own
transformations and store them as presets for further use.
The present article is based on software version v1.0 of
DAVID (release date: 15/10/2015), see the DAVID website
for further updates and new functionalities.

Algorithms used in DAVID

DAVID is designed as a collection of building blocks, or
“audio effects”, that can be combined in different configu-
rations to create emotion transformations. Each audio effect
corresponds to a frequently identified correlate of emotional
voices in the literature (see reviews by Scherer 2003b; Juslin
and Laukka 2003; Patel and Scherer 2013). For instance,
fear is often associated with fluctuations in the voice pitch
(Laukka et al., 2005; Dromey et al., 2015) - an effect we
implement here as vibrato (see below). However, we choose
not to associate an individual effect with an individual emo-
tion (e.g., vibrato � fear), because we observed a large
degree of overlap and/or contradicting claims in previous
works. For instance, Laukka et al. (2005) observe that a low
mean pitch is a correlate of positive valence, but also of
negative arousal, casting doubt on what should be associ-
ated with a state of joy. Rather, audio effects in DAVID are
best described as “things that often happen to one’s voice
when in an emotional situation”. How these effects map
to emotions depends on the way the effects are quantified,
the way emotions are represented (words, multidimensional
scales, etc.), and possibly other factors such as context or
culture (Elfenbein and Ambady, 2002), and elucidating this
mapping is not the primary concern of our work.

In the experiments presented here, we tested three types
of transformations - happy, sad and afraid - each composed
of several, sometimes overlapping audio effects (e.g., afraid
and happy both include the inflection effect). The audio
effects used in each manipulation are listed in Table 1, and
their algorithmic details given below.

Pitch shift

Pitch-shift denotes the multiplication of the pitch of the
original voice signal by a constant factor �. Increased pitch

Table 1 List of the atomic digital audio effects used in this work, and
how they are combined to form emotional transformations happy, sad,
and afraid

Transformations

Effects Happy Sad Afraid

Time-varying Vibrato �
Inflection � �

Pitch shift Up �
Down �

Filter High-shelf
(“brighter”)

�

Low-shelf
(“darker”)

�




































