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Stochastic actor-oriented models (SAOMs) can be used to analyse dynamic network data, collected by observing a network and a behaviour in a panel design. The parameters of SAOMs are usually estimated by the method of moments (MoM) implemented by a stochastic approximation algorithm, where statistics defining the moment conditions correspond in a natural way to the parameters. Here, we propose to apply the generalized method of moments (GMoM), using more statistics than parameters. We concentrate on statistics depending jointly on the network and the behaviour, because of the importance of their interdependence, and propose to add contemporaneous statistics to the usual cross-lagged statistics. We describe the stochastic algorithm developed to approximate the GMoM solution. A small simulation study supports the greater statistical efficiency of the GMoM estimator compared to the MoM.
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1. Introduction

Stochastic actor-oriented models (SAOMs) are models for network panel data, that is observations of a network and a nodal variable referred to as “behaviour” at several time points $t_1, \ldots, t_M$ (Snijders, 2017a). In their first formulation (Snijders, 1996, 2001), SAOMs were developed to explain the network evolution, i.e. tie changes over time. A recent extension (Snijders et al., 2007; Steglich et al., 2010) allows modelling the co-evolution of networks and behaviours, where behaviours are changing covariates of the actors. Examples of networks and behaviours co-evolving over time are friendship networks and delinquent behaviour (Burk et al., 2008; Haynie et al., 2014), advice networks and work climate perception (Schulte et al., 2012), and alliance networks and reputation (Ebbers and Wijnberg, 2010), to name a few. A full list of publications using co-evolution SAOMs is available at http://www.stats.ox.ac.uk/~snijders/siena/.

The term “co-evolution” indicates that behaviours and networks are inter-dependent: ties and behaviours can indeed change as a function of both the structure of the network and the
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behaviours of the actors. For instance, actors might have a tendency to create ties to actors that occupy a certain position in the network or have a certain behaviour. In a similar way, actors may change their behaviour to conform to the behaviour of the actors to whom they are connected. Thus, tie changes can affect behavioural changes and, vice versa, behavioural changes can affect tie changes. This suggests that the tie and the behavioural dynamics closely intertwine and cannot be studied separately.

Co-evolution SAOMs have become widely used since the analysis of the co-evolution of networks and behaviours allows researchers to address questions related to selection and influence processes. In co-evolution SAOMs the network and the behaviour are jointly the two dependent variables. The dependence of network dynamics on the network-behavioural configuration is referred to as the selection process, whereas the dependence of behavioural dynamics on the network-behavioural configuration is referred to as the influence process. While the selection process concerns the way actors link to others in the network, the influence process relates to the way actors adjust their behaviour to the behaviour of the actors to whom they are tied. Influence and selection may result in the same outcome, namely the fact that connected actors show a similar behaviour, also known as homophily (McPherson et al., 2001). Homophily can indeed stem from the propensity to connect to actors who have a similar behaviour (selection) and/or from the proclivity for adjusting the behaviour to the behaviour of the other actors in the network (influence).

The simultaneous modelling of selection and influence processes in SAOMs allows distinguishing between their role in the co-evolution of networks and behaviours and estimating separate parameters for these two sub-processes. The parameters of these models are usually estimated using the method of moments (MoM) (Snijders, 2001). Snijders et al. (2007) proposed to distinguish parameters modelling selection—where the dependent variable is the network and the explanatory variables include the behaviour—from those modelling influence—where the dependent variable is the behaviour and the explanatory variables include the network—by using time-lagged statistics where the dependent variable is taken at time $t_m$ while the explanatory variables at time $t_{m-1}$. These are called cross-lagged statistics and described extensively in Steglich et al. (2010). Contemporaneous statistics, defined by taking the two (or more) dependent variables at the same time point, $t_m$, are never used for this MoM estimation. However, they do carry information on the simultaneous observation of network and behavioural changes. Here, we present an estimator based on the generalized method of moments (GMoM), using more statistics than parameters, by including contemporaneous statistics in the estimation procedure. This work extends the development by Amati et al. (2015) of a GMoM estimator for SAOMs for dynamics of networks without behaviour.

The remainder of the paper is organized as follows. Section 2 describes the formulation of the SAOM and parameter estimation using MoM as well as GMoM. Section 3 presents contemporaneous statistics and the stochastic algorithm used to compute the GMoM estimator for the co-evolution of networks and behaviour. A small simulation study analysing the finite-sample properties of the GMoM estimator and investigating its efficiency relative to the MoM estimator is reported in Section 4. Finally, an illustrative example of the use of GMoM is reported in Section 5. The paper finishes in Section 6 with a discussion.

2. Stochastic Actor-Oriented Models

2.1. Data

For network and behaviour panel data, we use the following notation. Let $\mathcal{N} = \{1, \ldots, n\}$ be a set of entities, hereafter referred to as actors, over which a binary relation $\mathcal{R}: \mathcal{N} \times \mathcal{N} \rightarrow \{0, 1\}$
is defined. This relation can be regarded as a digraph on the node set $\mathcal{N}$ and will be called the network. It is identified with the adjacency matrix $X_{n \times n}$, whose cell $X_{ij}$ takes the value $R(i, j)$. The relation is assumed to be non-reflexive, thereby implying that $X_{ii} = 0$, and directed, so that $X_{ij} = 1$ does not imply that $X_{ji} = 1$. When $X_{ij} = 1$, we say there is a tie from $i$ to $j$, or also that $i$ is tied to $j$. Further, let $Z$ be an $n$-dimensional vector with $Z_i$ describing the behaviour of actor $i$. Until recently, the formulation of SAOMs has required that the behaviour $Z$ is an ordinal variable taking integer values in $[1, c]$. $c \in \mathbb{N}_{>1}$. A recent development of the model allows the behaviour $Z$ to be also a continuous variable (Niezink and Snijders, 2017; Niezink et al., 2019). The current paper assumes a discrete ordinal behaviour variable.

We assume that the network $X$ and the behaviour $Z$ are stochastic and are subject to change over time. The dependence on time $t$ is denoted by $(X, Z)_t$. Networks and behaviour are observed at $M > 1$ distinct time points $t_1, \ldots, t_M$. Observations are denoted by $x(t_m)$ and $z(t_m)$, $m = 1, \ldots, M$. Generally, it is our convention that random variables are denoted by upper case letters and fixed quantities or realizations of random variables are denoted by lower case letters.

Actor- and dyadic-level variables might also be collected besides network and behavioural variables. The former describe constant or time-dependent characteristics of the actors and are denoted by the array $v = (v_1, \ldots, v_M)$ where $v_m \in \mathbb{R}^{n \times p}$ is the standard data table at time $t_m$. The latter describe constant or time-dependent characteristics of dyads and therefore are recorded for each pair of actors. Dyadic variables are represented by the sequence of arrays $w = (w_1, \ldots, w_M)$ where $w_m \in \mathbb{R}^{n \times n \times q}$ is an $n \times n \times q$ array whose element $w_{ijq}$ is the value of the $q$th dyadic covariate over the pair $(i, j)$ at time $t_m$. Monadic and dyadic covariates are considered to be constant and non-stochastic between two observational periods. Thus, they will always be denoted by lower case letters.

The time series of networks and behaviours $\{(X, Z)_{t_1}, \ldots, (X, Z)_{t_M}\}$ together with monadic and dyadic covariates $v$ and $w$ constitute the network panel data. These are assumed to be the outcome of a stochastic process $\{(X, Z)_t, v, w, t \in T\}$. When convenient, monadic and dyadic covariates will be omitted so that the process and its observed states will be simply denoted by $(X, Z)_t$ and $(x, z)_t$, respectively.

### 2.2. Model Definition

Following the approach originally proposed by Holland and Leinhardt (1977), in SAOMs networks and behaviours are jointly modelled as a continuous-time Markov chain. Given the discrete outcome space for $(X, Z)_t$, this assumption implies that the co-evolution of networks and behaviours can be thought of as the result of a series of unobserved changes happening in continuous time between two consecutive observations $(x, z)_{t_{m-1}}$ and $(x, z)_{t_m}$. Thus, $T$ is an interval on the real line. In line with Holland and Leinhardt (1977) these steps are assumed to be the smallest possible steps, in which only one variable changes by the smallest possible amount, i.e. $+1$ or $-1$, so that the simultaneous occurrence of network and behavioural changes is precluded. The observed change from time $t_m$ to the next observation $t_{m+1}$ is the net result of all these small steps. A convenient interpretation of the model is a sequence of choices by the actors, where at stochastically determined time points, one selected actor has the opportunity to change either one of his outgoing ties or his behaviour. Due to the Markov property, these changes are probabilistically determined only by the current network-behavioural configuration, without any influence deriving from the previous configurations.

Each step of the continuous-time Markov chain defining SAOMs is referred to as a **micro-step** and is defined by the time point a change is going to happen and the change itself. The change process can be therefore decomposed into two sub-processes, the change opportunity process and the change determination process.
The change opportunity process models the waiting time between two consecutive opportunities for a change for an actor \( i \) and determines whether a network or a behavioural micro-step is going to take place. Due to the Markov assumption, the waiting time until the next opportunity for a change follows an exponential distribution. The model supposes that network and behavioural changes may happen at different frequencies across the intervals \([t_{m-1}, t_m]\) with rates \( \rho_m^X \) and \( \rho_m^Z \), respectively. In the simplest specification these rates are assumed to be constant over the actors, thereby implying that actors get the opportunities for changing according to a homogeneous Poisson process with rates depending only on the time period \([t_{m-1}, t_m]\). In more complex models the rates might depend on actor variables or their position in the network through a link function [for more details see Snijders et al. (2010a) and Snijders (2017a)]. For this reason the rates are usually referred to as rate functions.

The type of the next micro-step is determined in the following way. At each point in time \( t \in [t_{m-1}, t_m] \), the waiting times for all the actors are generated according to exponential distributions with parameters \( \rho_m^X \) and \( \rho_m^Z \). The minimum of these waiting times determines the time at which the next micro-step is happening, the type of the micro-step and the actor who is going to get the opportunity to make a change.

The change determination process models the probabilities of changing and thus defines the transition matrix of the process. In SAOMs the probability of the choice made by the actor \( i \) who gets the opportunity for a change is modelled by a multinomial logistic regression model where the linear combination of statistics and explanatory variables is determined by the so-called evaluation function. For the random variable \( Y \in \{X, Z\} \), the evaluation function is defined as

\[
\begin{align*}
    f_i^{[Y]}(\beta, x, z) &= \sum_{k=1}^{K} \beta_k^{[Y]} s_{ik}^{[Y]}(x, z),
\end{align*}
\]

where \( K \) is the number of explanatory variables, \( \beta_k \) is a statistical parameter and \( s_{ik}^{[Y]}(x, z) \) are suitable explanatory variables, referred to as effects, representing local configuration of ties seen from the point of view of actor \( i \). Table 1 shows some of the most common explanatory variables. A complete list can be found in Ripley et al. (2019). For more than two waves, it is usually assumed that the parameters \( \beta_k \) are constant over time, though interactions with time-dependent variables can be incorporated to account for time variation.

When a network micro-step happens, the actor \( i \) who has the opportunity for a change has the alternatives of either changing one of his outgoing ties (i.e. create a non-existing tie or terminate an existing tie), or maintaining the current configuration of his outgoing ties. Thus, given the current state of the network \((x, z)\), the next configuration of the network is either \((x', z)\), stemming from the decision of \( i \) to change the tie variable \( X_{ij} \) into \( 1 - X_{ij} \), or \((x, z)\) as the result of doing nothing.

When a behavioural micro-step takes place, the actor \( i \) who gets the opportunity for a change has the option of either increasing or decreasing the level of the behaviour, or maintaining its current level. Since SAOMs assume that changes in the behaviour are gradual, actors can increase or decrease the level of their behaviour only by one unit at a time. Thus, given the opportunity for a behavioural change, the next state of the chain is \((x, z')\) when actor \( i \) changes the behavioural variable \( Z_i \) into \( Z_i \pm 1 \) or \((x, z)\) as the result of doing nothing.

The probability of moving from \((x, z)\) to either \((x', z)\) or \((x, z')\), conditional on whether a network or a behavioural micro-step is taking place, is then computed as

\[
\begin{align*}
    p^{[X]}_{(x', z)} &= \frac{\exp \left( f_i^{[X]}(\beta, x', z) \right)}{\sum_{x''} \exp \left( f_i^{[X]}(\beta, x'', z) \right)} \quad \text{and} \quad p^{[Z]}_{(x, z')} &= \frac{\exp \left( f_i^{[Z]}(\beta, x, z') \right)}{\sum_{z''} \exp \left( f_i^{[Z]}(\beta, x, z'') \right)},
\end{align*}
\]
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where the sum in the denominators is over all possible options in this micro-step. Those probabilities are parametrized as a multinomial logit model, and therefore, the parameters $\beta_k$ can be interpreted as conditional log-odds ratios. Positive (negative) values of the parameter $\beta_k$ indicate that the actors have a tendency towards (against) the creation or maintenance of ties leading to local network configurations of type $s_{ik}^{[Y]}(x, z)$.

One intuitive interpretation of the probabilities in (2) derives from rational choice theory (Train, 2009), which attempts to explain how decision makers choose among a set of alternatives. According to this approach, the actors in a network can be thought of as decision makers and their utility is the sum of a deterministic term, which is the evaluation function, and a random term. If the random term follows an Extreme Type I distribution, then the probability that an actor $i$ takes a certain action is expressed in a closed form by the multinomial logit model (Luce and Suppes, 1965, McFadden, 1973). This means that, when actors get the opportunity to make either a network or a behavioural change, they choose the new network-behavioural configuration providing them the highest utility. The utility is then construed as the satisfaction of the actors with the new network-behavioural configuration. The interpretation then is that the effects characterize the network configurations that the actors endeavour to form, for positive parameter values, and to avoid, for negative parameter values.

The above defines the probability distribution of the stochastic process $(X, Z)_t$ as a continuous-time Markov chain with discrete state space. The transition distribution of such processes is characterized by the intensity matrix (Norris, 1997), which can be understood as the instantaneous rate at which a given state $(x, z)$ changes into another state $(x', z')$. Due to the assumptions stated above and the specification of the waiting times and the transition matrix described in the previous lines, the intensity matrix of this process is given by

$$Q((x, z), (x', z'), \theta) = \begin{cases} 
\rho^{[X]} p^{[X]}(x', z) & \text{if } z' = z \\
\rho^{[Z]} p^{[Z]}(x, z') & \text{if } x' = x \\
0 & \text{otherwise,}
\end{cases}$$

where $\theta$ is the vector of parameters of a SAOM, and $(x, z)$ and $(x', z')$ differ in exactly one variable $x_{ij}$ or $z_i$.

### 2.3. Parameter Estimation

The estimation of the parameter of SAOMs is not straightforward since the complete series of micro-steps is not observed. Several estimation methods have been developed for panel network data: the method of moments (Snijders, 2001; Snijders et al., 2007) and its extension the generalized method of moments (Amati et al., 2015), Bayesian procedures (Koskinen and Snijders, 2007) and maximum likelihood methods (Snijders et al., 2010a). In the following, we consider only the method of moments and the generalized method of moments.

#### 2.3.1. Method of Moments

Let $\theta = (\rho^{[X]}, \rho^{[Z]}, \beta^{[X]}, \beta^{[Z]})$ be the $p$-dimensional vector of parameters of a SAOM. Estimation is performed conditional on the first observation $(x, z)_{t_1}$. Consequently, there is no need to formulate assumptions concerning the mechanisms that may have generated the first observation, and the estimated parameter concerns only the evolution of the network and behaviour during the observation period $[t_1, t_M]$. In the following notation, we omit the conditioning on the first observation.
The method of moments (MoM) for estimation in SAOMs (Snijders, 2001) requires choosing a suitable set of \( p \) statistics \( s(X, Z) = (s_1(X, Z), \ldots, s_p(X, Z)) \), and to estimate \( \theta \) with the value \( \hat{\theta} \) such that the expected value of the vector of the statistics \( E_{\theta}[s(X, Z)] \) is equal to its sample counterpart \( s(x, z) \), i.e.

\[
E_{\theta}[s(X, Z)] = s(x, z). \tag{4}
\]

The statistics are chosen in a heuristic way since criteria, such as reduction to sufficiency, cannot be applied due to the complexity of the model. Therefore, the statistics should be sensitive to the parameter value in the sense that

\[
\frac{\partial}{\partial \theta} E_{\theta}[s_p(X, Z)] > 0.
\]

In other words, higher values of the parameter \( \theta_p \) should lead to higher values of the corresponding statistic \( s_p(X, Z) \).

The rate parameter models the frequency at which the actors get the opportunity to make a change in either the network or the behaviour across the interval \([t_{m-1}, t_m]\). Consequently, sensitive statistics for the parameters \( \rho^X_m \) and \( \rho^Z_m \) are

\[
s^X_p(X(t_m), X(t_{m-1})) = \sum_{ij} |X_{ij}(t_m) - X_{ij}(t_{m-1})| \tag{5}
\]

\[
s^Z_p(Z(t_m), Z(t_{m-1})) = \sum_i |Z_i(t_m) - Z_i(t_{m-1})|, \tag{6}
\]

respectively, and are counts of the number of network and behavioural changes between two consecutive observations. The corresponding moment equations in (4) are

\[
E_{\theta}[s^X_p(X(t_m), X(t_{m-1})) | (X, Z)_{t_{m-1}}] = \sum_{ij} |x_{ij}(t_m) - x_{ij}(t_{m-1})| \quad m = 2, \ldots, M
\]

\[
E_{\theta}[s^Z_p(Z(t_m), Z(t_{m-1})) | (X, Z)_{t_{m-1}}] = \sum_i |z_i(t_m) - z_i(t_{m-1})| \quad m = 2, \ldots, M. \tag{7}
\]

For the parameters \( \beta^Y_k \) in the network \((Y = X)\) and behaviour \((Y = Z)\) evaluation functions, higher values of the parameters suggest that configurations of type \( s^Y_k(x, z) \) are desirable for the actors. For instance, a positive value for the reciprocity parameter indicates that actors have a preference for creating ties that reciprocate an existing incoming tie. Thus, suitable statistics for the parameters of the evaluation function have the form

\[
s^Y_k(X, Z) = \sum_i s^Y_{ik}(X, Z) \tag{8}
\]

and are counts of local configurations representing the mechanisms that might have lead to the observed networks and behaviours. For more than two waves, since the assumption is made that parameters are constant over time (else interactions with time-dependent variables can be
incorporated), and because of the Markov assumption, this is combined over several waves by the moment equation

$$\sum_{m=2}^{M} E_\theta \left[ s_k^{[Y]}(X, Z)_{tm} | (X, Z)_{tm-1} \right] = \sum_{m=2}^{M} s_k^{[Y]}(x, z)_{tm}. \quad (9)$$

This procedure does not work, however, when the same effect $s_k(X, Z)$ is used to model both the dynamics of the network and the dynamics of the behaviour. An example in Table 1 is the outdegree effect $z_i \sum_j x_{ij}$ on the behaviour which also occurs as the covariate ego effect on the network when $Z$ is taken as the covariate. Also it will not work well when closely related effects are used, such as, in the same table, the average similarity and the covariate similarity effects for covariate $Z$ which are linearly dependent. Intuitively, in these situations, we are using the same information for estimating two parameters. Formally, if the same statistic is used to estimate two different parameters, the resulting system of moment equations has more unknowns than moment equations. Such a system either does not have any solution or has infinitely many solutions (Strang, 1976; Meyer, 2000). This implies that the parameter cannot be estimated uniquely. In a similar way, if two statistics are linearly dependent, the corresponding moment equations are redundant and one of them should be discarded from the system. Thus, the system of moment equations has again more unknowns than moment equations. To deal with this issue, Snijders et al. (2007) proposed to distinguish effects modelling selection (dependent variable: network) from those modelling influence (dependent variable: behaviour) by using time-lagged variables: the dependent variable is taken at time $t_m$, whereas the explanatory variables are taken at time $t_{m-1}$. It follows that the combination of values of $X$ at time $t_m$ and $Z$ at time $t_{m-1}$ are used to define the statistics for the estimation of the parameters of the network evaluation function

$$s_k^{[X]}(X(t_m), Z(t_{m-1})) = \sum_i s_{ik}^{[X]}(X(t_m), Z(t_{m-1})), \quad (10)$$

while the combination of values of $Z$ at time $t_m$ and $X$ at time $t_{m-1}$ is used to define the statistics for the estimation of the parameters of the behavioural evaluation function

$$s_k^{[Z]}(X(t_{m-1}), Z(t_m)) = \sum_i s_{ik}^{[Z]}(X(t_{m-1}), Z(t_m)). \quad (11)$$

The solution of the system composed of the moment equations in (7) and (9) cannot be computed analytically since the expected values of the statistics do not admit a closed form, except for some trivial cases as shown by Snijders and van Duijn (1997). Therefore, the value of the MoM estimator for $\theta$ is approximated using a stochastic algorithm (Snijders, 2001) based on a Monte Carlo approximation of the expected values and the Robbins–Monro step (Robbins and Monro, 1951). A detailed description of the algorithm as it was originally implemented can be found in Snijders (2001). Subsequent changes are described in Ripley et al. (2019) and Snijders (2017b).

2.3.2. The Generalized Method of Moments

In the MoM, the moment conditions represent the information used to estimate the unknown parameters of a model. In general, it is desirable to account for as much information as possible in the estimation process. However, the MoM does not allow to include a number $q$ of moment equations that is larger than the number of parameters $p$. Using $q > p$ moment equations results indeed in an over-identified system of equations which
Table 1.
A list of some common effects used to specify the network and behavioural evaluation functions in stochastic actor-oriented models.

<table>
<thead>
<tr>
<th>Effect</th>
<th>$s_{ik}^{[X]}(X, Z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Network</strong></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>$\sum j x_{ij}$</td>
</tr>
<tr>
<td>Reciprocity</td>
<td>$\sum j x_{ij} x_{ji}$</td>
</tr>
<tr>
<td>Transitive triplets</td>
<td>$\sum j, h x_{ij} x_{ih} x_{hj}$</td>
</tr>
<tr>
<td>Transitive ties</td>
<td>$\sum j x_{ij} \max_h (x_{ih} x_{hj})$</td>
</tr>
<tr>
<td>3-cycle</td>
<td>$\sum j, h x_{ij} x_{ih} x_{hj}$</td>
</tr>
<tr>
<td>Outdegree popularity (sqrt)</td>
<td>$j x_{ij} \sqrt{\sum h x_{jh}}$</td>
</tr>
<tr>
<td>Covariate ego</td>
<td>$v_i \sum j x_{ij}$</td>
</tr>
<tr>
<td>Covariate alter</td>
<td>$\sum j x_{ij} v_j$</td>
</tr>
<tr>
<td>Covariate similarity</td>
<td>$\sum j x_{ij} (\text{sim}^{v}_{ij} - \hat{\text{sim}}^{v})$</td>
</tr>
<tr>
<td><strong>Behaviour</strong></td>
<td></td>
</tr>
<tr>
<td>Linear shape</td>
<td>$z_i$</td>
</tr>
<tr>
<td>Quadratic shape</td>
<td>$z_i^2$</td>
</tr>
<tr>
<td>Outdegree</td>
<td>$z_i \sum j x_{ij}$</td>
</tr>
<tr>
<td>Indegree</td>
<td>$z_i \sum j x_{ji}$</td>
</tr>
<tr>
<td>Average similarity</td>
<td>$(\sum j x_{ij})^{-1} \sum j x_{ij} (\text{sim}^{v}_{ij} - \hat{\text{sim}}^{v})$</td>
</tr>
</tbody>
</table>

The quantities in the covariate and average similarity effects are the similarity scores $\text{sim}^{v}_{ij} = \frac{\Delta - |v_i - v_j|}{\Delta}$, $\Delta = \max_{ij} |v_i - v_j|$, and its mean $\hat{\text{sim}}^{v}$.

does not admit a solution, unless some of these equations are linearly dependent (Strang, 1976; Meyer, 2000).

The generalized method of moments (GMoM) is an extension of the MoM that allows to deal with over-identified systems of moment equations. The GMoM (Hall, 2005; Mátyás, 1999) was developed in the econometric literature (Hansen, 1982; Burguete et al., 1982) as an alternative to maximum likelihood estimation when: (i) the probability distribution cannot be correctly specified (e.g. Hansen and Singleton, 1982); (ii) the regularity conditions under which the maximum likelihood estimators have optimal asymptotic properties are not met (e.g. Kim and Frees, 2007; Bollen et al., 2014); (iii) the computation of the maximum likelihood estimation is computationally onerous (e.g. Gallant et al., 1997).

The basic idea of the GMoM is to weight the moment conditions to obtain an asymptotically optimal estimator. Instead of looking for the value of $\theta$ satisfying all the moment conditions, the GMoM minimizes a quadratic form of the moment conditions. Formally, let $\theta$ be a $p$-dimensional vector of parameters which are to be estimated and $s^{*}(X, Z)$ a vector of $q > p$ statistics. The GMoM estimator for $\theta$ is the value

$$\hat{\theta} = \arg\min_{\theta} E_{\theta}[s^{*}(X, Z) - s^{*}(x, z)]' W E_{\theta}[s^{*}(X, Z) - s^{*}(x, z)],$$

where $W_{q \times q}$ is a matrix of weights assigning importance to each moment condition. An optimal choice for $W$ is the inverse of the variance–covariance matrix of $E_{\theta}[s^{*}(X, Z)]$ (Hansen, 1982), so
that the moment conditions are combined by accounting for the different variances of the statistics and for their correlations.

It must be noted that when the number of moment conditions equals the number of unknown parameters and $W$ is the identity matrix, the GMoM reduces to the regular MoM. Moreover, since $W$ is a positive semi-definite matrix, the quadratic form $E_{θ}[s^*(Y) - s^*(y)]^TW E_{θ}[s^*(Y) - s^*(y)]$ is a meaningful distance measure and thus the formulation of the GMoM follows the principle of the Chi-squared method of Neyman and Pearson (Pearson, 1900; Neyman and Pearson, 1928), which is indeed a statistical antecedent of the GMoM.

In SAOMs the information for the parameter estimation is provided by the statistics described in the previous section. However, several other statistics sensitive to the parameter of SAOMs are available and their use might improve the estimation. For instance, for the parameters of the network evaluation function related to the effects that depends only on the network (e.g. reciprocity and transitivity), the statistics account only for the observation of the network at time $t_m$. Amati et al. (2015) argued that this set of statistics can be supplemented by statistics considering both observations of the network at time $t_m$ and $t_m-1$, and showed that the use of the GMoM to account for these statistics might improve the estimation.

In the following section, we extend the work of Amati et al. (2015) and concentrate on effects that depend on both network and behaviour. We motivate and define a new set of statistics for modelling selection and influence mechanisms and describe the algorithm that is used to obtain the estimates.

3. GMoM for the Co-evolution of Networks and Behaviours

3.1. Contemporaneous Statistics

The distinction between effects modelling selection and those modelling influence lies in the use of cross-lagged statistics, where the dependent variable is taken at time $t_m$ and the independent variable at time $t_{m-1}$, as shown in Equations (10) and (11). Contemporaneous statistics, where all the dependent variables (i.e. networks and behaviours) are taken at the same time point $t_m$, are never used in this estimation. However, they do carry valuable information on the simultaneous observation of network and behaviour, which is supplementary to the information provided by the cross-lagged statistics. We clarify this by way of an example.

Let us consider the following statistics for the network and the behavioural evaluation function

\[ s^{[X]}_{\text{ego}}(X, Z) = \sum_{ij} X_{ij}(t_m)Z_{i}(t_{m-1}) \]  \hspace{1cm} (13)

\[ s^{[X]}_{\text{sam}}(X, Z) = \sum_{ij} X_{ij}(t_m)I\{Z_{i}(t_{m-1}) = Z_{j}(t_{m-1})\} \]  \hspace{1cm} (14)

\[ s^{[Z]}_{\text{out}}(X, Z) = \sum_{ij} X_{ij}(t_{m-1})Z_{i}(t_m) \]  \hspace{1cm} (15)

where $I\{Z_{i}(t_{m-1}) = Z_{j}(t_{m-1})\}$ is an indicator function taking value 1 when $i$ and $j$ have the same level of the behaviour and 0 otherwise. The covariate ego and the same covariate effects are used to model selection. While the former expresses the mechanism that actors having a higher level of the behaviour are more likely to create ties than others, the latter expresses the tendency of actors to create ties with those that are similar to themselves with respect to the behaviour. The outdegree effect is used to model influence and refers to the propensity of actors having a given outdegree to increase or decrease their level of the behaviour.
Concurrent change in a network. a Actor $i$ made a network and a behavioural change between times $t_{m-1}$ and $t_m$. b Selection mechanism: first actor $i$ changed his behaviour and then created the tie towards actor $j$. c Influence mechanism: first actor $i$ created the tie towards actor $j$ and then adapted his behaviour to that of actor $j$.

Let us now consider the scenario presented in Figure 1a, depicting the observation of the dyad $(i, j)$ at times $t_{m-1}$ and $t_m$. The colour of the nodes represents the behaviour: the darker the colour, the higher the level of the behaviour. At time $t_{m-1}$, $i$ and $j$ are disconnected and show a different value of the behaviour. At time $t_m$, $i$ and $j$ are connected and have the same level of the behaviour. This means that, according to the process assumed by SAOMs, actor $i$ changed both one of his outgoing ties and his behaviour during the observation period $[t_{m-1}, t_m]$: he created the tie towards $j$ and adjusted the level of his behaviour to that of actor $j$. Changes in both the behaviour and the set of outgoing ties between two consecutive observations of a network and a behaviour are hereafter referred to as “concurrent changes.”

Depending on the order in which these changes took place, the observation at time $t_m$ might be the result of a selection or an influence process. The former would have happened if first $i$ had changed his behaviour and then created the tie towards $j$ (Figure 1b), the latter if these changes had taken place in the opposite order (Figure 1c). Since the complete series of micro-steps was not observed, we cannot establish whether the resulting configuration of the network and behaviour for actor $i$ was due to a selection or an influence process. However, only the behaviour ego statistic defined in Equation (13) accounts for these situations. The contribution to the same behaviour statistic in (14) is indeed null since $i$ and $j$ show a different level of the behaviour at time $t_{m-1}$ and thus $I\{Z_i(t_{m-1}) = Z_j(t_{m-1})\} = 0$. Similarly, the contribution to the outdegree statistic in Equation (15) is also null since there was no tie from $i$ to $j$ at time $t_{m-1}$ and thus $X_{ij}(t_{m-1}) = 0$.

The same reasoning can be applied to any statistic that depends on both network and behaviour (e.g. the similarity and the total similarity statistics) and is therefore affected by concurrent changes of the network and the behaviour.
The example above shows that when an actor \( i \) makes concurrent changes of network and behaviour within two consecutive panel observations, the cross-lagged statistics might not account for them. It follows that in situations where concurrent changes of network ties and behavioural levels happen on a regular basis, additional information can be gained by considering the contemporaneous statistics.

In this context, contemporaneous statistics that consider the network and the behaviour at the same time point \( t_m \), and which are defined as

\[
s_{k}^{[XZ]}(X(t_m), Z(t_m)) = \sum_{i} s_{ik}^{[XZ]}(X(t_m), Z(t_m)),
\]

provide indeed a way to include the information on concurrent changes in the estimation procedure. In the following, we denote the contemporaneous statistics by indicating both the network and behavioural variable at the superscript of the statistic.

Contemporaneous statistics corresponding to the statistics in Equations (13)–(15) are therefore denoted by

\[
s_{\text{ego}}^{[XZ]}(X, Z) = \sum_{ij} X_{ij}(t_m)Z_i(t_m)
\]

\[
s_{\text{sam}}^{[XZ]}(X, Z) = \sum_{ij} X_{ij}(t_m)\mathbb{I}\{Z_i(t_m) = Z_j(t_m)\}
\]

\[
s_{\text{out}}^{[XZ]}(X, Z) = \sum_{ij} X_{ij}(t_m)Z_i(t_m).
\]

The joint use of cross-lagged and contemporaneous statistics for the estimation of the parameter \( \theta \) of the SAOMs leads to an over-identified system of moment equations which requires the use of the GMoM to be solved. As already mentioned, the expected values of the statistics do not admit a closed form and thus the GMoM solutions for the parameter \( \theta \) are approximated using the procedure proposed by Amati et al. (2015), which is an adaptation of the stochastic approximation algorithm developed by Snijders (2001) used to approximate the MoM solution.

3.2. Stochastic Approximation Algorithm for the GMoM

Let \( \theta \) be a \( p \)-dimensional vector of parameters corresponding to a certain specification of SAOMs and \( s^*(X, Z) \) a vector of \( q > p \) statistics, including the contemporaneous statistics defined in the previous section. The GMoM estimator for \( \theta \) is the value defined in Equation (12). For more than two waves this expression could be elaborated similar to how (7) and (9) are elaborations of (4); to keep the notation transparent, we stick to (12).

The quadratic form

\[
E_\theta \left[ s^*(X, Z) - s^*(x, z) \right]' W E_\theta \left[ s^*(X, Z) - s^*(x, z) \right]
\]

may be assumed to be convex since \( W \), being the inverse of the covariance matrix of the statistics, is a symmetric and positive semi-definite matrix.\(^1\) Thus, the critical point of the quadratic form is a minimum and the estimate for \( \theta \) is the value such that

\[
\Gamma W E_\theta \left[ s^*(X, Z) - s^*(x, z) \right] = B E_\theta \left[ s^*(X, Z) - s^*(x, z) \right] = 0,
\]

\(^1\)Because of the difficulty of these network models this is not something we can prove, but it is supported by all practical evidence.
with $\Gamma = \frac{\partial}{\partial \theta} E_{\hat{\theta}} \left[ s^*(X, Z) - s^*(x, z) \right]'$ the $p \times q$ matrix of the first-order derivatives of the statistics, and $B = \Gamma W$. Equation (17) is a system of $p$ equations about expected values in $p$ unknown variables just like (4). Thus, its solution $\hat{\theta}$ can be obtained by adapting the stochastic algorithm used to solve Equation (4) for the MoM (Snijders, 2001).

The stochastic algorithm is based on the Robbins–Monro method for stochastic approximation (Robbins and Monro, 1951) which is characterized by the iteration step

$$\hat{\theta}_{r+1} = \hat{\theta}_r - \alpha_r D^{-1}_r B \left[ s^*(x^{(r)}, z^{(r)}) - s^*(x, z) \right], \quad (18)$$

where $s^*(x^{(r)}, z^{(r)})$ is a simulation of $s^*(X, Z)$ from the SAOM with parameter $\hat{\theta}_r$, $D$ is a suitable $p \times q$ matrix and $\alpha_r$ is a sequence of numbers converging to 0.

The algorithm consists of three phases, and it is only sketched here. A detailed description is provided in the Appendix.

The first phase is a preliminary phase used to approximate the quantities involved in the Robbins–Monro step: the matrix of first-order derivatives $\Gamma$, the matrix of weights $W$ and the matrix $D = B \Gamma'$ of the first-order derivatives of the function $B E_{\hat{\theta}} \left[ s^*(X, Z) - s^*(x, z) \right]$. We denote these approximations by $\Gamma_0$, $W_0$ and $D_0$, respectively.

Given an initial guess $\theta_0$ for the parameter $\theta$, $n_1$ trajectories of the co-evolution of networks and behaviours are simulated. Then, the vectors $s^*(x^{(h)}, z^{(h)})$, $h = 1, \ldots, n_1$ are computed and used to estimate the weighting matrix $W$ and the matrix of first-order derivatives $\Gamma'$. The matrix of weights $W$ is approximated by

$$W_0 = \hat{\Sigma}^{-1},$$

where $\hat{\Sigma}$ is a Monte Carlo estimate of the covariance matrix of the statistics. Compared to the algorithm presented in Amati et al. (2015), the matrix $W$ is computed using the full covariance matrix of the vector of the statistics, rather than a block diagonal structure determined by the rates and the evaluation function parameters. The reason is that this choice gives more accurate estimates for the rate parameters and more stability to the algorithm.

The matrix $\Gamma$ is approximated using the score function method (Schweinberger and Snijders, 2007) so that

$$\Gamma_0 = \frac{1}{n_1} \sum_{h=1}^{n_1} U_h \left[ s^*(x^{(h)}, z^{(h)}) - s^*(x, z) \right],$$

where $U_h = \frac{\partial}{\partial \theta} \log \left[ p_h(X, Z) \right]$ is the score function for the $h$th simulation. Phase 1 ends with the approximation of the matrix $B$, given by

$$B_0 = \Gamma_0 W_0,$$

and the update of the value of $\theta$ using one partial step of the Newton–Raphson algorithm

$$\hat{\theta} = \theta_0 - \alpha \left[ \hat{\Sigma}^{-1} B_0 \left[ \bar{s}^*(x, z) - s^*(x, z) \right] \right].$$

with $\bar{s}^*(x, z)$ the vector of the averages of the simulated statistics, $D_0 = B_0 \Gamma'_0$, and $\alpha$ a number between 0 and 1.
The value \( \hat{\theta} \) is the first rough estimate of \( \theta \) and is subsequently refined in the second phase of the algorithm. This phase is divided into \( L \) sub-phases characterized by a decreasing value of \( \alpha_r \) (Pflug, 1990) and the use of the diagonal matrix obtained from the matrix \( D \) (Ruppert, 1988; Polyak, 1990). In the \( \ell \)th sub-phase, \( n_{2\ell} \) steps are performed. At each step, one trajectory of the co-evolution of network and behaviour is simulated and the value of \( \hat{\theta}_r \) is updated via the Robbins–Monro step. At the end of the sub-phase \( \alpha_r \) is halved and the estimate for \( \theta \) is the average of the values \( \hat{\theta}_r \) (Ruppert, 1988; Polyak, 1990). This estimate is used as the initial value of \( \theta \) for the next sub-phase. The average of the values \( \hat{\theta}_r \) during the last sub-phase is the final estimate for \( \theta \).

In the third phase, \( n_3 \) trajectories of the network and behaviour co-evolution are simulated and used to approximate the standard error of the GMoM estimator and to evaluate the convergence of the algorithm. Application of the delta method leads to the following expression for the variance–covariance matrix of the GMoM estimator

\[
\Sigma_{\hat{\theta}_{\text{GMoM}}} = (\hat{B} \hat{\Gamma}^{-1} \hat{B} \hat{\Sigma} \hat{B}')((\hat{B} \hat{\Gamma})^{-1})',
\]

where \( \hat{B} \), \( \hat{\Gamma} \) and \( \hat{\Sigma} \) are approximations of the matrices \( B \), \( \Gamma \) and \( \Sigma \) computed as in Phase 1.

The convergence of the algorithm is evaluated using \( t \)-ratios for convergence, defined as follows. Given Equation (17), the differences between the expected value of the statistics and their sample counterparts weighted by the matrix \( B \) should be ideally 0. However, since the algorithm yields only an approximation, these weighted differences will be small but cannot be expected to be exactly equal to 0. To test whether these weighted differences are close enough to 0, the ratios between their mean values and their standard deviation are taken. For parameter \( p \), this is

\[
t_{-\text{ratio}} = \frac{B (s_{p}^{x}(x, z) - s_{p}^{*}(x, z))}{\sqrt{((\hat{B} \hat{\Sigma} \hat{B}')_{pp})}}.
\]

As a rule of thumb, when these \( t \)-ratios are smaller than 0.1, then convergence is satisfactory.

4. Simulation

Simulations of the network and behaviour co-evolution can be used to investigate the relative efficiency of the GMoM to the MoM estimators. In general, we would expect that the statistical efficiency of the GMoM estimator will be greater since more information is considered. In the following, we present a small simulation study providing some evidence for the finite-sample properties of the GMoM estimator. The results are limited to the example considered, and they cannot be generalized.

The simulated network panel data comprise a directed network with \( n = 30 \) actors (which is a rather low value) and a behaviour with 5 ordinal categories, both simulated at 4 points in time, as well as a constant binary actor covariate. The first observation of the network and behaviour was generated in the following way: (i) a random network with an expected average degree of 3 and a random behaviour with a uniform distribution were generated; (ii) a simulation from the SAOM specified by the effects and the parameter values described in Table 2 but with rates sufficiently large (15 for the network and 3 for the behavioural rate parameters) was used to go from the totally random network and behaviour to the first observation. Data for the times \( t_2, t_3 \) and \( t_4 \) were generated using a SAOM specified by the effects and the parameter values described in Table 2.
The GMoM estimates were obtained by including the contemporaneous statistic related to the similarity effects of the network and the behavioural function defined as

\[ s^*(X, Z) = \sum_m \sum_{ij} x_{ij}(t_m) \left( \frac{\Delta - |z_i(t_m) - z_j(t_m)|}{\Delta} - \tilde{\text{sim}}_z \right), \]

where \( \Delta = 4 \) is the range of the behaviour and \( \tilde{\text{sim}}_z \) is the mean of the similarity score \( (\Delta - |z_i(t_m) - z_j(t_m)|)/\Delta \).

Two sets of simulations were performed. They differ in the values of the network and behavioural rate functions and consequently in the percentage of concurrent changes between two consecutive observations of the network and behaviour. We simulated 500 network panel data. For each simulation, the MoM and the GMoM estimates were computed twice so that we could account for both the variability deriving from the data simulations and the variability of the estimates due to the stochastic approximations. To compare the relative efficiency of the GMoM to the MoM, we tested the equality of the root-mean-squared errors (RMSEs) by means of the Wilcoxon signed-rank test with the alternative hypothesis—the RMSEs of the GMoM are lower than the RMSEs of the MoM. The results are presented in Table 2 which reports the mean parameter estimates, the mean standard errors, the average of the RMSEs and the \( p \) values attained by the Wilcoxon signed-rank test.

The first set of simulation was characterized by lower rates. The percentage of actors taking concurrent changes of network and behaviour between any two observations varied between 14% and 34% with an average of 25% overall the simulations. In general, the averages of the MoM and the GMoM estimates are close, but the mean of the estimated standard error is lower for the GMoM than for the MoM. The comparison of the RMSE of the two estimators indicates that the GMoM outperforms the MoM for many of the effects in the model as indicated by the significance of the Wilcoxon signed-rank test, reported in Table 2. The gain in efficiency mainly affects the parameters related to the outdegree effects (outdegree and outdegree popularity), and the behaviour and the average similarity effects for which a contemporaneous statistic was considered. This is illustrated in Figure 2 which plots the ratios between the average of the RMSEs of the MoM and the GMoM for each statistic. The grey line has intercept 1, and therefore, a dot above this line indicates that the RMSE of the MoM is greater than the RMSE of the GMoM. As we can observe, the ratios of the RMSEs are larger for the outdegree, the outdegree popularity, and the behaviour and the average similarity effects.

The gain in efficiency is due to both the lower bias and the smaller variance of the GMoM estimates as depicted in Figures 3 and 4. These pictures contrast the absolute deviations and the estimated standard errors of the GMoM (y axis) and the MoM (x axis) estimates for each simulation. Dots under the diagonal indicate that the GMoM estimates have a lower absolute deviation or a lower estimated standard error compared to the MoM estimates. For each effect in the model specification, the cloud concentrates around the diagonal and mainly lies under the diagonal for the estimates of the outdegree, outdegree popularity, behaviour similarity and average similarity effects.

The second set of simulations was generated using higher values of the rate parameters. The percentage of actors taking concurrent changes of network and behaviour between any two observations were between 36% and 68% with an average of 51% overall the simulations. The results of the Wilcoxon signed-rank test in Table 2 indicate that the GMoM outperforms the MoM for most of the statistics in the model. Again, the gain in efficiency mainly affects the parameters related to the outdegree effects (i.e. outdegree and outdegree popularity), as well as the behaviour and the average similarity effects as illustrated in Figure 2. Figures 5 and 6 suggest that the gain in efficiency is due to both lower bias and smaller variance.
### Table 2.
Simulation results, 3 periods for 30 actors: true value of the parameter ($\theta$), mean parameter estimates (Est.), mean estimated standard errors (SE) and the average of the root-mean-squared errors (RMSEs).

<table>
<thead>
<tr>
<th></th>
<th>θ</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est.</td>
<td>SE</td>
<td>RMSE</td>
<td>Est.</td>
<td>SE</td>
<td>RMSE</td>
<td></td>
</tr>
<tr>
<td><strong>Network dynamics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate (period 1)</td>
<td>3.500</td>
<td>3.228</td>
<td>0.481</td>
<td>0.723</td>
<td>3.239</td>
<td>0.479</td>
<td>0.727</td>
</tr>
<tr>
<td>Rate (period 2)</td>
<td>3.500</td>
<td>3.523</td>
<td>0.558</td>
<td>0.745</td>
<td>3.534</td>
<td>0.555</td>
<td>0.750</td>
</tr>
<tr>
<td>Rate (period 3)</td>
<td>4.000</td>
<td>4.001</td>
<td>0.653</td>
<td>0.865</td>
<td>4.022</td>
<td>0.652</td>
<td>0.875</td>
</tr>
<tr>
<td>Outdegree (density)</td>
<td>−2.000</td>
<td>−1.842</td>
<td>0.463</td>
<td>0.617</td>
<td>−1.932</td>
<td>0.436</td>
<td>0.493</td>
</tr>
<tr>
<td>Reciprocity</td>
<td>1.800</td>
<td>1.813</td>
<td>0.236</td>
<td>0.318</td>
<td>1.777</td>
<td>0.228</td>
<td>0.310</td>
</tr>
<tr>
<td>Transitive triplets</td>
<td>0.250</td>
<td>0.203</td>
<td>0.109</td>
<td>0.157</td>
<td>0.209</td>
<td>0.106</td>
<td>0.152</td>
</tr>
<tr>
<td>3-Cycle</td>
<td>−0.270</td>
<td>−0.216</td>
<td>0.171</td>
<td>0.239</td>
<td>−0.243</td>
<td>0.165</td>
<td>0.222</td>
</tr>
<tr>
<td>Transitive ties</td>
<td>0.670</td>
<td>0.721</td>
<td>0.236</td>
<td>0.320</td>
<td>0.702</td>
<td>0.232</td>
<td>0.313</td>
</tr>
<tr>
<td>Outdegree popularity (sqrt)</td>
<td>−0.600</td>
<td>−0.673</td>
<td>0.281</td>
<td>0.365</td>
<td>−0.597</td>
<td>0.262</td>
<td>0.294</td>
</tr>
<tr>
<td>Covariate alter</td>
<td>0.190</td>
<td>0.240</td>
<td>0.233</td>
<td>0.310</td>
<td>0.204</td>
<td>0.222</td>
<td>0.279</td>
</tr>
<tr>
<td>Covariate ego</td>
<td>0.480</td>
<td>0.485</td>
<td>0.199</td>
<td>0.262</td>
<td>0.483</td>
<td>0.193</td>
<td>0.255</td>
</tr>
<tr>
<td>Same covariate</td>
<td>0.610</td>
<td>0.594</td>
<td>0.176</td>
<td>0.241</td>
<td>0.590</td>
<td>0.173</td>
<td>0.240</td>
</tr>
<tr>
<td>Behaviour similarity</td>
<td>3.000</td>
<td>2.894</td>
<td>0.816</td>
<td>1.112</td>
<td>2.923</td>
<td>0.680</td>
<td>0.934</td>
</tr>
<tr>
<td><strong>Behaviour dynamics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate (period 1)</td>
<td>1.000</td>
<td>0.781</td>
<td>0.306</td>
<td>0.482</td>
<td>0.790</td>
<td>0.308</td>
<td>0.486</td>
</tr>
<tr>
<td>Rate (period 2)</td>
<td>2.000</td>
<td>2.023</td>
<td>0.906</td>
<td>1.240</td>
<td>2.051</td>
<td>0.910</td>
<td>1.248</td>
</tr>
<tr>
<td>Rate (period 3)</td>
<td>2.000</td>
<td>2.280</td>
<td>1.178</td>
<td>1.469</td>
<td>2.300</td>
<td>1.165</td>
<td>1.459</td>
</tr>
<tr>
<td>Linear shape</td>
<td>0.050</td>
<td>0.070</td>
<td>0.194</td>
<td>0.288</td>
<td>0.068</td>
<td>0.195</td>
<td>0.291</td>
</tr>
<tr>
<td>Quadratic shape</td>
<td>0.100</td>
<td>0.142</td>
<td>0.107</td>
<td>0.150</td>
<td>0.146</td>
<td>0.107</td>
<td>0.151</td>
</tr>
<tr>
<td>Average similarity</td>
<td>6.000</td>
<td>5.492</td>
<td>2.676</td>
<td>3.518</td>
<td>5.740</td>
<td>2.451</td>
<td>3.208</td>
</tr>
<tr>
<td><strong>Network dynamics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate (period 1)</td>
<td>7.000</td>
<td>6.634</td>
<td>1.141</td>
<td>1.579</td>
<td>6.638</td>
<td>1.097</td>
<td>1.572</td>
</tr>
<tr>
<td>Rate (period 2)</td>
<td>7.500</td>
<td>7.807</td>
<td>1.478</td>
<td>1.983</td>
<td>7.802</td>
<td>1.428</td>
<td>1.960</td>
</tr>
<tr>
<td>Rate (period 3)</td>
<td>8.000</td>
<td>8.269</td>
<td>1.573</td>
<td>2.130</td>
<td>8.255</td>
<td>1.520</td>
<td>2.111</td>
</tr>
<tr>
<td>Outdegree (density)</td>
<td>−2.000</td>
<td>−1.965</td>
<td>0.439</td>
<td>0.559</td>
<td>−1.987</td>
<td>0.396</td>
<td>0.446</td>
</tr>
<tr>
<td>Reciprocity</td>
<td>1.800</td>
<td>1.819</td>
<td>0.205</td>
<td>0.274</td>
<td>1.790</td>
<td>0.197</td>
<td>0.270</td>
</tr>
<tr>
<td>Transitive triplets</td>
<td>0.250</td>
<td>0.225</td>
<td>0.065</td>
<td>0.090</td>
<td>0.227</td>
<td>0.062</td>
<td>0.086</td>
</tr>
<tr>
<td>3-Cycle</td>
<td>−0.270</td>
<td>−0.233</td>
<td>0.126</td>
<td>0.174</td>
<td>−0.243</td>
<td>0.122</td>
<td>0.161</td>
</tr>
<tr>
<td>Transitive ties</td>
<td>0.670</td>
<td>0.711</td>
<td>0.198</td>
<td>0.269</td>
<td>0.677</td>
<td>0.193</td>
<td>0.260</td>
</tr>
<tr>
<td>Outdegree popularity (sqrt)</td>
<td>−0.600</td>
<td>−0.639</td>
<td>0.234</td>
<td>0.303</td>
<td>−0.603</td>
<td>0.219</td>
<td>0.247</td>
</tr>
<tr>
<td>Covariate alter</td>
<td>0.190</td>
<td>0.205</td>
<td>0.207</td>
<td>0.270</td>
<td>0.191</td>
<td>0.195</td>
<td>0.245</td>
</tr>
<tr>
<td>Covariate ego</td>
<td>0.480</td>
<td>0.491</td>
<td>0.171</td>
<td>0.225</td>
<td>0.490</td>
<td>0.157</td>
<td>0.211</td>
</tr>
<tr>
<td>Same covariate</td>
<td>0.610</td>
<td>0.621</td>
<td>0.149</td>
<td>0.200</td>
<td>0.616</td>
<td>0.139</td>
<td>0.189</td>
</tr>
<tr>
<td>Behaviour similarity</td>
<td>3.000</td>
<td>2.920</td>
<td>0.963</td>
<td>1.247</td>
<td>2.971</td>
<td>0.698</td>
<td>0.940</td>
</tr>
</tbody>
</table>

The two blocks represent two set of simulations differing in the values of the network and behavioural rate functions. The last column (Sig.) reports the significance of the Wilcoxon signed-rank test comparing the RMSE of the two estimators (*p value < 0.1; **p value < 0.05; ***p value < 0.01).
A comparison between the two simulation studies with respect to the standard errors as reported in Figures 4 and 6 and with respect to the root-mean-squared errors presented in Table 2, shows that for the second set of simulations the efficiency gain is larger, suggesting that as the number of concurrent changes increases, the efficiency gain of the GMoM relative to the MoM is greater.

5. Example

To demonstrate the use of the GMoM we considered data collected by Michell and West (1996) under the “Teenage Friends and Lifestyle Study.” The dataset was collected on a cohort of 160 students followed over a two year period starting in February 1995, when the pupils were aged 13, and ending in January 1997. The friendship network of the pupils was observed at three time points. Pupils were asked to name up to six friends and provide information on their socio-demographic characteristics along with the use of substances, such as tobacco and alcohol consumption. This data set was also analysed in Steglich et al. (2010). Here, we use the data extended with information about the distance between the houses where the students lived and a different model specification. The set of statistics was chosen according to sociological theories concerning friendship network and behavioural changes as well as the analysis of the goodness of fit of the model. The data is downloadable from the website http://www.stats.ox.ac.uk/~snijders/siena/.

In the following, we analyse the co-evolution of the friendship network composed of the 129 pupils who were present at all three observations—though methods for treating composition...
FIGURE 3.
Comparison between the absolute deviations of the MoM ($x$ axis) and the GMoM ($y$ axis) for the first block in Table 2.
Comparison between the estimated standard errors of the parameters of the MoM (x-axis) and the GMoM (y-axis) for the first block in Table 2.
Comparison between the absolute deviations of the parameters estimated with the MoM (x-axis) and the GEMoM (y-axis) for the second block in Table 2.
Comparison between the estimated standard errors of the ML (x-axis) and the OMoM (y-axis) for the second block in Table 2.
changes in the actor set have been developed (Ripley et al., 2019)—and the drinking behaviour of the pupils measured on a scale of 5 ordinal categories (never, once or twice a year, once a month, once a week and more than once a week). In the analysis we also considered gender as a nodal covariate and the distance between the postcode regions where two pupils lived as a dyadic covariate. We conformed the model specification to what may be considered current best practice, as laid down in Snijders et al. (2010b) and Ripley et al. (2019), together with Block (2015) and Snijders and Lomi (2019). Network closure was represented by geometrically weighted transitive and cyclic statistics (Hunter, 2007), shortly GWESP statistics, and by the interaction term of transitivity and reciprocity effects (Block, 2015). Given the focus of this paper, we give no further detailed explanation of the model specification and refer to Ripley et al. (2019).

The model was estimated using both the MoM and the GMoM. Three contemporaneous statistics were included in the estimation procedure, and namely:

- The contemporaneous covariate ego statistic
  \[ s_{ego}^{[XZ]} = \sum_{m} \sum_{ij} X_{ij}(t_m) Z_i(t_m) \]

- The contemporaneous covariate-squared ego statistic
  \[ s_{egoSq}^{[XZ]} = \sum_{m} \sum_{j} X_{ij}(t_m) Z_i^2(t_m) \]

- The contemporaneous average alter statistic
  \[ s_{avAlt}^{[XZ]} = \sum_{m} \sum_{i} \frac{Z_i}{\sum_{j} X_{ij}(t_m) Z_j(t_m)} \]

Table 3 reports the parameter estimates obtained by the two methods. The standard errors were computed using 10,000 simulations during phase three of the algorithm. The comparison between the estimated values of the parameters indicates that the MoM and the GMoM estimates are similar. A considerable difference between the estimates is observed for the parameters related to the effects for which the contemporaneous statistics were used, i.e. the drinking ego and the squared drinking ego effects, the drinking ego × alter effect, and the drinking average alter effects. Comparison between the standard errors shows that most standard errors of the GMoM are smaller than those of the MoM. In agreement with the results of the simulation study, the differences in standard errors are larger for the effects of the network evaluation function related to the drinking behaviour and the behavioural evaluation function.

In spite of the differences in some of the estimated coefficients, the substantive conclusions concerning the mechanisms explaining the co-evolution of friendship and drinking behaviour in this cohort are the same. For testing parameters in these models, it is customarily assumed that the distribution of the estimators is approximately normal; this is supported by extensive simulation results, although not by proofs of asymptotic properties. With this assumption, the parameters are tested using the Wald test, i.e. by computing the ratio of the parameter estimate to its standard error, and testing this in a standard normal distribution.

We first comment on the parameters of the network dynamics. The network rate parameters suggest that on average an actor got 11 and 8 opportunities to change one of his outgoing ties, respectively in the first and second observation period.
The parameters of the network evaluation function indicate preferences of actors to form certain type of ties. The negative outdegree parameter suggests that actors are reluctant to form ties that are not part of any other network configuration, while they are inclined to create ties that reciprocate an existing incoming tie. They also have a tendency to close a transitive or a cyclic triad as indicated by the positive values of the reciprocity and both the GWESP effects. However, the negative parameter of the interaction term between reciprocity and the transitivity GWESP effect suggests that transitivity is less strong if the tie is reciprocated. The negative parameter of the indegree activity shows that popular pupils tend to nominate fewer friends.

For the nodal covariate effect we observed that there is a tendency towards gender homophily, as denoted by the positive values of the same gender parameter. This indicates that there is a strong tendency of pupils to choose friends that have the same gender. Transitivity between pupils of the
same gender is less strong than between pupils of different gender, as attested to by the negative parameter of the interaction term between the same gender and the GWESP effects. The negative value of the parameter related to the distance suggests that pupils tend to be friends with other pupils who live nearby.

The effect of the drinking behaviour on the network evolution is significant only for the drinking ego × alter covariate. The corresponding coefficient is positive, indicating that pupils with high drinking behaviour tend to relate with other pupils who also drink more. This suggests that the drinking behaviour plays a role in the network evolution and homophily with respect to alcohol consumption is (partially) explained by selection mechanisms whereby pupils choose their friends according to their drinking behaviour.

We now consider the behaviour dynamics. The behaviour rate parameters suggest that on average a pupil got 1 and 2 opportunities to change his drinking behaviour, respectively in the first and second observation period. Thus, the mean number of opportunities for a change of the behaviour is much lower than that of a network change. The linear and quadratic shape parameters of the behavioural evaluation function indicate that the distribution of the drinking behaviour of the pupils tends to concentrate around the middle category (once a month) with an upward trend. The significant positive parameter of the average alter effect suggests that there is a tendency of the pupils to adjust their behaviour to the average behaviour of the other pupils to whom they are tied. This indicates that homophily with respect to the drinking behaviour is also due to influence mechanisms whereby pupils tend to adjust their drinking behaviour to that of their friends.

6. Conclusions

In this paper, we developed the generalized method of moments (GMoM) estimation method for stochastic actor-oriented models (SAOMs) for the co-evolution of networks and behaviour. The GMoM is a generalization of the MoM allowing to use more statistics than parameters, and thus including more information in the estimation process. The GMoM estimation was proposed for the SAOM for networks-only dynamics by Amati et al. (2015). As an extension, this paper focused on the statistics depending on both the network and the behaviour, because the efficiency gain expected from the GMoM may be especially pronounced for this case. These statistics are important because they are used to determine the role of selection and influence mechanisms when network–behaviour panel data are analysed.

The statistics that were proposed in Snijders et al. (2007) for modelling selection and influence processes are characterized by a time lag between the dependent variables (network for selection and behaviour for influence mechanisms) and the explanatory variables (behaviour for selection and network for influence mechanisms). Such cross-lagged statistics are less sensitive for the occurrence of concurrent changes of network and behaviour made by the same actor between two consecutive observations. Since the complete series of changes between observation points is not known, those concurrent changes might be the result of either an influence or a selection process and provide information that is supplementary to the information in the cross-lagged statistics. To account for this supplementary information, we defined a new set of contemporaneous statistics considering both dependent variables at the same time point.

The new statistics lead to the definition of additional moment conditions so that the system of moment equations is over-identified and the application of the GMoM is required to compute the estimates of the parameter of the SAOM. The GMoM estimator results from the minimization of a quadratic function based on the difference between the expected values of the statistics and their sample counterparts. Those equations are combined using a matrix of weights which accounts for different variances of the statistics and their correlations, so that the unique and
shared information provided by the statistics are combined in an optimal way. This is particularly
relevant in the context of network models, where high correlations between statistics are usual.

The GMoM estimates for the parameter of SAOMs cannot be analytically computed as the
expected values of the statistics cannot be expressed in a closed form. Thus, the solution is
calculated using an adaptation of the stochastic algorithm proposed by Snijders (2001) for the
MoM and later extended to the GMoM in Amati et al. (2015). Here, we described a more stable
version of the algorithm obtained by considering the full matrix of weights, instead of a block
matrix accounting for the covariances between block of parameters determined by the network
and the behavioural rate and evaluation functions. As noted in Amati et al. (2015), the algorithm
for the GMoM is slower than the one for the MoM, for two main reasons: (i) a higher number
of simulations during both phase 1 and phase 3 is necessary to properly estimate the matrix of
weights $B$ and the variance covariance matrix of the estimator $\hat{\Sigma}_{\theta_{GMoM}}$; and (ii) a higher number
of sub-phases in phase 2 is usually required to reach proper convergence.

We presented a small simulation study to investigate the finite-sample properties of the GMoM
and the relative efficiency of the GMoM and the MoM estimators. Although limited to a small
case study, the results show that the GMoM outperforms the MoM and the efficiency of the
GMoM increases with the number of concurrent changes between observations. The greater
efficiency of the GMoM estimators derives from both lower bias and smaller variances of the
estimates. The efficiency gain is especially pronounced for the parameters representing effects of
the network on the behaviour (“influence”), and of the behaviour on the network (“selection”). We
then demonstrated the use of the GMoM by analysing the co-evolution of a friendship network
and drinking behaviour in a cohort of pupils. The results of the study were coherent with those
of the simulations in that the parameter estimates differed between the GMoM and the MoM but
not dramatically so, and almost all standard errors were lower for the GMoM than for the MoM.

In this paper, we have not addressed the question of which additional statistics should be used.
In general, it can be argued that the higher the number of moment conditions, the more (asymptot-
ically) efficient the resulting GMoM estimator will be. However, several studies (Hansen, 1982;
Breusch et al., 1999; Newey and Windmeijer, 2009; Hall, 2005 and the references therein) have
proven that additional moment conditions improve the asymptotic efficiency of the GMoM esti-
mator only when they contribute extra information to that already provided by the other moment
conditions. Therefore, the choice of the contemporaneous statistics that should be used for esti-
mation of parameters in SAOMs is a noteworthy point, and further investigation is needed. The
development of guidelines for the selection of the additional statistics, and a more extensive
comparison of the GMoM with the MoM and MLE in SAOMs are objects of future work.

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

**Appendix**

We describe in details the algorithm used to approximate the value of the GMoM and outline the
additional steps that need to be performed compared to the “regular” algorithm for approximating
the value of the MoM estimator (Snijders, 2001). In the following, we refer to the Robbins–Monro
procedure for the MoM as the “MoM algorithm,” and to its modified version for the GMoM as the
“GMoM algorithm.” To keep the notation transparent, we stick to the notation used in Section 3.2.
The GMoM estimate for $\theta$ is the value $\hat{\theta}$ such that

$$
B \ E_{\theta} \left[ s^*(X, Z) - s^*(x, z) \right] = 0,
$$
with \( B = \frac{\partial}{\partial \theta} E_\theta [ s^*(X, Z) - s^*(x, z) ] \) \( W = \Gamma W \). The additional steps in the GMoM algorithm compared to the MoM algorithm are related to the approximation of the matrix \( B \).

Let \( \theta_0 \) be an initial value of the parameter \( \theta \). For the network and behavioural rate parameters, the default initial values are computed as a function of the number of network changes and the number, direction and size of the behavioural changes. For the evaluation functions, the default initial values are obtained by setting all the parameters, but the outdegree and the linear shape parameters, equal to 0. For the outdegree parameter, the initial value is computed as a function of the log-odds of the probability of a tie being present given the observed data (Snijders, 2005). For the linear shape parameter, the initial value is computed as a function of the absolute mean and the variance of the behaviour over the observation period. For relatively simple models, the default initial values usually work fine. For more complex models, the GMoM algorithm might converge slowly and better initial values can be obtained by fitting the regular MoM to the data and set \( \theta_0 \) to the MoM estimate.

The estimation algorithm consists of three phases.

1. **Phase 1**
   The first phase is a preliminary phase used to approximate the quantities involved in the Robbins–Monro step, namely the matrix \( \Gamma \) of first-order derivatives of the statistics, the matrix of weights \( W \) and the matrix \( D \) of the first-order derivatives of the function \( B E_\theta [ s^*(X, Z) - s^*(x, z) ] \). We denote these approximations by \( \Gamma_0, W_0 \) and \( D_0 \), respectively.

   1.1. Given the initial value \( \theta_0 \), simulate \( n_1 \) network–behaviour co-evolution trajectories.

   1.2. Approximate the generic element of \( \Gamma_0 \) and defined as

   \[
   \gamma_{pk} = \frac{\partial}{\partial \theta_p} E_\theta [ s^*_k(X, Z) - s^*_k(x, z) ]
   \]

   by averaging the product of the simulated statistics and the score functions [score function method, Schweinberger and Snijders (2007)] or by averaging difference quotients using random numbers [finite difference method, Snijders (2001)]. The former method is preferred since it is more computationally efficient for complex models and leads to the following approximation

   \[
   \hat{\gamma}_{pk} = \frac{1}{n_1} \sum_{h=1}^{n_1} U_{ph} [ s^*_k(x^{(h)}, z^{(h)}) - s^*_k(x, z) ],
   \]

   where \( s^*_k(x^{(h)}, z^{(h)}) \) and \( U_{ph} [ p(x^{(h)}, z^{(h)}) ] = \frac{\partial}{\partial \theta_p} \log [ p(x^{(h)}, z^{(h)}) ] \) are the values of the statistics and the \( p \)th component of the score function vector computed for the \( h \)th simulation.

   1.3. Compute the sample covariance matrix of the simulated statistics, denoted by \( \hat{\Sigma} \).

   The generic cell of this matrix is computed in the following way

   \[
   \hat{\Sigma}_{ku} = \frac{1}{n_1} \sum_{h=1}^{n_1} \left[ s^*_k(x^{(h)}, z^{(h)}) - \bar{s}^*_k(x, z) \right] \left[ s^*_u(x^{(h)}, z^{(h)}) - \bar{s}^*_u(x, z) \right],
   \]
with $\bar{s}^k(x, z)$ the sample average of the values of the simulated statistic $s_k(x, z)$, i.e.

$$
\bar{s}^k(x, z) = \frac{1}{n_1} \sum_{h=1}^{n_1} s_k^{(h)}(x^{(h)}, z^{(h)}).
$$

1.4. Approximate the weight matrix $W$ by computing $W_0 = \hat{\Sigma}^{-1}$.

1.5. Compute $B_0 = \Gamma_0 W_0$.

1.6. Divide all elements of $B_0$ by their row sums.

1.7. Approximate the matrix $D = \frac{\partial}{\partial \theta} B E_\theta [ s^*(X, Z) - s^*(x, z) ]$

by using $D_0 = B_0 \Gamma_0'$.

1.8. Determine the first rough estimate of $\theta$ using one Newton–Raphson step

$$
\hat{\theta} = \theta_0 - \alpha D_0^{-1} B_0 [ \bar{s}^*(x, z) - s^*(x, z) ],
$$

with $\bar{s}^*(x, z)$ the vector of the averages of the simulated statistics and $\alpha$ a number between 0 and 1.

In comparison with Phase 1 of the MoM algorithm, the GMoM algorithm requires the additional steps 1.3–1.6 and the computation of the larger matrix $\Gamma$ of first-order derivatives of the statistics. Thus, a higher number of simulations $n_1 = 100 + (7 \times q)$ is required.

In a previous version of the GMoM algorithm (Amati et al., 2015), the matrix $W$ was computed as a block diagonal matrix, where the blocks correspond to the parameter of the rate functions and those of the evaluation functions. Here, we use a full matrix of weights $W$ since we noticed that this choice gives more accurate estimates for the rate parameters and more stability to the algorithm.

2. Phase 2

The second phase carries out the estimation and follows the MoM algorithm except for the inclusion of the matrix $B$ in the Robbins–Monro step. During the second phase, the matrixes $D$ and $B$ are kept fixed at $D_0$ and $B_0$.

The second phase of the algorithm is divided into $L$ sub-phases characterized by a decreasing value of $\alpha_r$ and the use of the diagonal matrix obtained from the matrix $D$ (Ruppert, 1988; Polyak, 1990; Pflug, 1990).

Each of the $L$ (advice: $L = 5$ sub-phases) sub-phases comprises the following steps:

1. Set $\hat{\theta}_1 = \hat{\theta}$, $\alpha$ (advice: $\alpha = 0.2$ for the first sub-phase), and $n_2 = n_{2\ell}$, with $\ell$ being the number of the current sub-phase.

2. For $r = 1, \ldots, n_{2\ell} - 1$, simulate one co-evolution trajectory for the current value of the parameter $\hat{\theta}_r$ and compute the corresponding value of the statistics $s^*(x^{(r)}, z^{(r)})$. Update $\theta$ by the Robbins–Monro step

$$
\hat{\theta}_{r+1} = \hat{\theta}_r - \alpha D_0^{-1} B_0 [ s^*(x^{(r)}, z^{(r)}) - s^*(x, z) ]
$$
2.3. Update the value of $\theta$ by

$$\hat{\theta} = \frac{1}{n_2\ell} \sum_{r=1}^{n_2\ell} \hat{\theta}_r$$

2.4 Set $\alpha = \alpha/2$, $n_2\ell = (7 + p) \times (2.52)^{\ell+1}$.

The average of the values $\hat{\theta}_r$ during the last sub-phase is the final estimate for $\theta$. Thus, we define the GMoM estimate of $\hat{\theta}$ as the value $\hat{\theta}_1$ derived from the last sub-phase of Phase 2.

3. Phase 3

This phase computes the standard errors of the estimates and evaluate the convergence of the algorithm.

3.1. Simulate $n_3$ co-evolution trajectories using the GMoM estimate $\hat{\theta}$.

3.2. Update the approximation of the matrices $B$, $\Gamma$ and $\Sigma$ as in steps (1.2)–(1.6) of Phase 1. We denote these estimates by $\hat{B}$, $\hat{\Gamma}$ and $\hat{\Sigma}$.

3.3. Compute the covariance matrix of the GMoM estimator as

$$\Sigma_{\hat{\theta}_{GMoM}} = (\hat{B} \hat{\Sigma} \hat{B})^{-1} (\hat{B} \hat{\Sigma} \hat{B}')((\hat{B} \hat{\Gamma})^{-1})'$$

3.4. Calculate the $t$-ratios for convergence

$$t - \text{ratio}_p = \frac{\hat{B}(s^*_p(x, z) - s^*_p(x, z))}{\sqrt{(\hat{B} \hat{\Sigma} \hat{B})_{pp}}}.$$ 

As a rule of thumb, when these $t$-ratios are smaller than 0.1, then convergence is satisfactory.

Compared to the MoM algorithm, the GMoM algorithm requires the additional estimation of $B$, a larger matrix of derivatives $\Gamma$, and a larger covariance matrix $\Sigma$ (step 3.2). Thus, a higher number of simulations is required. For the simulation study in Section 4 and the example in Section 5, we used $n_3 = 10,000$.
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