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Therefore, a focus was placed on selected items in specific sub collections, for particular experiments within 
the overall project.  
 
When developing the models for data science, a main focus is placed on the sub collections Women in World 
War I (sub collection containing 1.870 items in total) and Films (sub collection containing 2.726 items in total). 
In the first phase of developing models for topic modelling and sentiment analysis, the collections Official 
documents (123 items) and Aerial warfare (45 items) are also included and scraped. As outlined in the data 
science protocol (§1.2), the combined dataset is scraped from the Europeana page and translated, after which 
text-mining techniques will be implemented, such as topic modelling and sentiment analysis. The new stories 
(in terms of new labels and other forms of new contextualization) that might be discovered could be used to 
improve the filtering process and overall make for an improved user experience within the platform. 
 
A portion of our analyses focuses more specifically on (audio)visual sources (such as Films, as well as 
Photographs, to uncover the added value of data science methods in offering new contextualization for 
storytelling with (audio)visual culture in a digital heritage database; since (audio)visual sources often offer 
more complex representations. As a case study, from §1.2.4 onwards, the differences in patterns and topics 
between user generated content and the linked (open) data from various institutions and collections currently 
present on the Women in World War I collection, will be analysed in terms of content, metadata, and 
intention. For the portion of the Photographs dataset (sub collection of 70,391 items) centred around the 
thematic axis of women (= 320 (audio)visual items), statistical analysis is carried out and topic modelling is 
performed on the labels and entities created using Vision API by Google Cloud. Data science methods will be 
incorporated to examine the differences and similarities with textual resources, drawing upon the transcribed 
documents and (audio)visual content of the WWI Diaries and Letters dataset (sub collections of respectively 
846 and 482 items). Furthermore, since Europeana as a media platform supports the inclusion of user 
generated content, this research will also focus on identifying patterns between user generated content and 
linked (open) data from various institutions and collections.  
 
Therefore, the following collections have been selected and scraped: 
 

 Films Women in 
WWI 

WWI 
Diaries 
and 
Letters 

WWI 
Photographs 

WWI 
Official 
Documents 

Aerial 
warfare 

Type of dataset (audio)visual 
sources 

(audio)visual 
and text 
sources 

Text 
sources 

(audio)visual 
sources 

Text 
sources 

(audio)visual 
and text 
sources 

Objects per 
dataset* 

989 920 1400 320 123 45 

 
* = after data scraping, cleaning and testing, final annotated number of items, with per item multiple new 
contextualization, such as sentiment calculation, labelling, etc.  



https://selenium-python.readthedocs.io/
https://selenium-python.readthedocs.io/
https://docs.google.com/spreadsheets/d/15YblScfbIqpZuWYFgf0C8Ehm1e0Plj9-OmYBb8X5wrw/edit?usp=sharing
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https://drive.google.com/drive/u/0/folders/1BqgZKmEZ5_4hsXRAJ5ns7slr60nlkyQB
https://drive.google.com/drive/u/0/folders/1Dz56gGGKRpvvdXxsGgX2Fl5BAOaLVkZ0
https://pypi.org/project/google-cloud/
https://pypi.org/project/google-cloud/
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https://translate.google.com/
https://drive.google.com/file/d/1T5SaQmfVj1rZiGhWR1Ld_tk3QJS3xIDI/view?usp=sharing
https://drive.google.com/drive/folders/1Dz56gGGKRpvvdXxsGgX2Fl5BAOaLVkZ0?usp=sharing


https://translate.google.com/
https://drive.google.com/drive/u/0/folders/1BqgZKmEZ5_4hsXRAJ5ns7slr60nlkyQB
https://cloud.google.com/docs/authentication/production
https://cloud.google.com/billing/docs/how-to/modify-project#enable_billing_for_a_project
https://pypi.org/project/google-cloud-translate/


https://textblob.readthedocs.io/en/dev/
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Fig. 1 Sentiment with 0's 

 
Fig. 2 Sentiment without 0's 
 



https://drive.google.com/file/d/1T5SaQmfVj1rZiGhWR1Ld_tk3QJS3xIDI/view?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://www.europeana.eu/portal/en/record/08614/cat31160.html?q=aangezicht+des+doods#dcId=1561491448936&p=1


https://textblob.readthedocs.io/en/dev/
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html


https://radimrehurek.com/gensim/intro.html
https://radimrehurek.com/gensim/intro.html
https://code.google.com/archive/p/word2vec/
https://pypi.org/project/wordcloud/
https://drive.google.com/file/d/14pSzLorzlxndyV5Ho9pmXkdBA5Wazbfr/view?usp=sharing
https://drive.google.com/drive/folders/1UfEadVAK7iAQ0K_tgRUR3M1v0HzU9v1C?usp=sharing
https://drive.google.com/file/d/1T5SaQmfVj1rZiGhWR1Ld_tk3QJS3xIDI/view?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://radimrehurek.com/gensim/intro.html


https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1YCLxDfQguV29Y2VImcwMhlEyvifu5tyNVYs1iqztIDQ/edit?usp=sharing
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Fig. 4 Cloud: Films sub collection (click here for the full visualization) 
 
 
 

 
 

Fig. 5 10 words: Films sub collection (click here for the full visualization) 

https://drive.google.com/drive/folders/1UfEadVAK7iAQ0K_tgRUR3M1v0HzU9v1C?usp=sharing
https://drive.google.com/drive/folders/1UfEadVAK7iAQ0K_tgRUR3M1v0HzU9v1C?usp=sharing
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Fig. 6 Cloud: Women in WWI (click here for the full visualization) 
 
 
 

 
 

Fig. 7 10 words: Women in WWI sub collection (click here for the full visualization) 

https://drive.google.com/drive/folders/1UfEadVAK7iAQ0K_tgRUR3M1v0HzU9v1C?usp=sharing
https://drive.google.com/drive/folders/1UfEadVAK7iAQ0K_tgRUR3M1v0HzU9v1C?usp=sharing


https://drive.google.com/drive/u/0/folders/1yOglLgduzVGgCBXVw07WGFSMfhqsIV1v
https://drive.google.com/file/d/15f-3AcehpBmxQizeGP4upN0YEzfcoCNV/view?usp=sharing
https://docs.google.com/spreadsheets/d/16Q83_9iA5DO9q1DOxCiK_PVP0TMGsNNtK1RWU3WCi3c/edit?usp=sharing
https://drive.google.com/file/d/15f-3AcehpBmxQizeGP4upN0YEzfcoCNV/view?usp=sharing
https://drive.google.com/file/d/15f-3AcehpBmxQizeGP4upN0YEzfcoCNV/view?usp=sharing
https://docs.google.com/spreadsheets/d/16Q83_9iA5DO9q1DOxCiK_PVP0TMGsNNtK1RWU3WCi3c/edit?usp=sharing




https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html


https://drive.google.com/drive/folders/1opkKSQTOR_hshoee1GIRuRpet2-GW1Vp?usp=sharing
https://docs.google.com/spreadsheets/d/1RY4UEBpnRV1Tcw8BGcnEpSp2xFKJdfZpWFnldPnA--I/edit?usp=sharing


https://drive.google.com/drive/u/0/folders/1opkKSQTOR_hshoee1GIRuRpet2-GW1Vp
https://drive.google.com/drive/u/0/folders/1opkKSQTOR_hshoee1GIRuRpet2-GW1Vp
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1.2.4 Discovering hidden stories and themes in Europeana 1914-1918 using data 
science methodologies: case studies5 
 

Drawing upon and expanding the protocols outlined in §1.2, the following part of the project pays further 
attention to the possibilities for discovering hidden stories and themes in Europeana 1914-1918 using data 
science methodologies, by means of specific case studies. 

1.2.4.1 Implementation of data science methods to discover hidden WW1 stories 

 
Europeana 1914-1918 constitutes a large collection of people's stories and memories, either in (audio)visual 
or textual format, that are presented to users through the mediation of the platform. Therefore, Europeana 
stands as a mediator of stories and memories, for users that might find it inspiring to educate and inform 
themselves about historical happenings and events of the past through words, pictures, and sometimes 
narratives of people that lived at the centre of them. Since it is quite common for people to update their 
knowledge every time they experience something relevant on the matter, almost as if updating a sense of 
prosthetic memory, the browsing of the Europeana pages could potentially lead to the formation of new 
cognitive topics to substitute old, pre-existing ones (Rose, 1992). Therefore, Europeana users might engage in 
a seemingly update-like process, where they often renew their comprehension of historical and cultural events 
of the past. Europeana, as a facilitator of stories and simultaneously a media repository that people use, can 
shape their prosthetic memory in a subconscious manner, functioning hence as an 'active memory tool', 
through technology (van Dijk, 2004, p. 262). Furthermore, Schwarz (2010) posits that the present is in position 
to shape people's understanding of the past to the same extent that the past can influence present behaviour. 
Consequently, it is safe to assume that different people and different cultures can establish different ways of 
remembering and experiencing the past and the present. 
 
Memory work up until the late 1960's was led by and assigned to privileged males, being identified as ''the 
preserve of elite males, the designated carriers of progress' (Gillis, 1994, p. 403). Therefore, this research on 
the contrary focuses on the stories that have been overlooked and erased by the dominance of the male 
centric canon. Hence, the main sub collections that are used to exemplify the formation of the users' cultural 
and public memory in this part, are the Women in World War I collection and a part of the Photos collection 
also centred around women. In order to explore and justify the different patterns between (audio)visual and 
textual resources, a combined dataset of the World War I letters and the World War I diaries of the Europeana 
1914-1918 initiative, is also analysed: 
  

                                                
5 For more see also Tatsi, I. (forthcoming Summer 2019). Reimagining Storytelling: The discovery of hidden stories and 
themes in the Europeana 1914-1918 collection, by making use of data science methodologies. (Unpublished master's 
thesis Digital Humanities). Supervisor: B. Hagedoorn. University of Groningen, the Netherlands. 
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 Women in World War I World War I Diaries 
and World War I 
Letters 

World War I Photographs 

Type of dataset Text and (audio)visual 
sources 

Text sources (audio)visual sources 

Number of objects per 
dataset  

921 1400 320 

 
The Humanities field traditionally regards textual corpora using qualitative methods, whereas digital 
humanities perceive them through various quantitative analyses. Therefore, this research will take advantage 
of various digital humanities methods and digital tools, carried out under a reflexive and a heuristic approach, 
especially since the digital sources of the Europeana 1914-1918 collection, will be used as tools to investigate 
and renegotiate research hypotheses throughout history (Teissier, Quantin and Hervy, 2018). This notion 
aligns closely to the question of the implementation of data science methods to discover stories of the 
historical era of WWI that have been overlooked. Furthermore, by unearthing stories that might not have 
made it into the spotlight before, new information might arise; information that could challenge historical 
events and the perception of the past as it is comprehended today. 
 
As described in the data science protocol, all the sub collections are scraped from the Europeana platform on 
the basis of titles, descriptions, type of digital object, provider, institution, creator, when it was first published, 
individual subject, language, providing country, link to the page, and whether or not the data is available to 
use, and then merged with the respective translations (see §1.2). For analysing user generated content and 
linked open data, the source code for the scraping is further modified, in order to parse another attribute from 
the Europeana page: whether each particular object of the collection was submitted by an individual (user 
generated) or if it belongs to an institution/collection (linked open data by content providers). All of the data 
is stored in individual files, in .csv format.  
 
Each dataset will be following the initial scraping process and translation, as presented in the protocol (§1.2). 
About 20%-30% of the descriptions has not been translated, hence this translation is carried out manually. 
Therefore, a single file in .csv format is produced having the same attributes mentioned above, including the 
collection each individual object belongs to and the translation of its description. 

1.2.4.2 Uncovering hidden stories in the Women in World War I dataset using topic modelling 

 
The Women in World War I collection was scraped from the Europeana 1914-1918 platform using the data 
science protocol (§1.2), which resulted to a .csv file of 997 items. The Google Cloud API was used to 
automatically translate about 70%, the other 30% was manually translated into English, supported by Google 

https://drive.google.com/drive/folders/1Fim9mtaWQXLSaf8cx87V1-kB_yEI4VGA?usp=sharing
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Translate. After cleaning the data and removing duplicates or items with no useful information, the .csv file 
consists of 921 items. 
 
Each item in the Women in World War I collection, is accompanied by a description, which depending on the 
item varied in sizes. Therefore, the first step in the process would be to analyse the descriptions of the items. 
However, as seen below, a data problem arises, concluding that the deviation of the description sizes was too 
big (3-386 words), something that could create problems with using standard text-mining techniques, such as 
topic modelling and clustering. Instead, custom labels were produced (§1.2), after a lengthy manual 
annotating process of the collection, where context and the most concise information from each item were 
extracted by the annotator. 
 

 Descriptions size Labels size 

Mean 104.38 9.95 

Min 3.00 1.00 

Max 386.00 41.00 

Statistics of descriptions and labels size 
 
 

Fig. 9 Word counts of description sizes (x axis: size of descriptions / y axis: frequency) 
 












































































