Forecasting China’s wastewater discharge using dynamic factors and mixed-frequency data
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Abstract
Forecasting wastewater discharge is the basis for wastewater treatment and policy formulation. This paper proposes a novel mixed-data sampling regression model, i.e., combination-MIDAS model to forecast quarterly wastewater emissions in China based on dynamic factors at different frequencies. The results show that a significant auto-correlation for wastewater emissions exists and that water consumption per ten thousand gross domestic product is the best predictor of wastewater emissions. The forecast performances of the combination-MIDAS models are robust and better than those of the benchmark models. Therefore, the combination-MIDAS models can better capture the characteristics of wastewater emissions, suggesting that the proposed method is a good method to deal with model misspecification and uncertainty for the control and management of wastewater discharge in China.
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1. Introduction

Water is critical to economic development and human life (Horne, 2013). However, the per capita annual sustainable freshwater available in China is only about one-quarter of the world average (Qin et al., 2013). Water pollution, one of the environmental crises, has become a major concern in China. The rapid development of the economy, industrialization, and urbanization without adequate investment in wastewater treatment has resulted in degraded water quality. More than 30% of the river length, 66% of major lakes, and 70% of groundwater wells do not meet the quality criteria for drinking water sources (Lu et al., 2017a). Many people inevitably consume unsafe water, which is contaminated with heavy metals, organic compounds and pathogens from wastewater discharge. Over 70% of Chinese residents feel threatened by water pollution (Wang and Yang, 2016). Evidence suggests that wastewater has a large impact on public health and has a significantly negative impact on the overall mortality rate (Lu et al., 2017b), which can pose a risk to further development and social stability in China. Therefore, the control and management of water pollution have become an extremely important problem for the Chinese government.

Due to the severity of water pollution, reducing the impacts of wastewater discharge is one of the focuses in China. To address this problem and adhere to the ecological priorities and green development, the Water Pollution Prevention and Control Action Plan ("10-Point Water Plan") was released in April 2015 to tackle the nation’s water pollution crisis, including the pollution of ground water and surface water, which are considered the most severely deteriorated natural sources in China (Han et al., 2016). Although substantial reductions in the pollutant emissions into the water have been achieved with the government’s endeavour to cure water pollution, the current total amount of wastewater discharge remains massive (Zhang et al., 2017). To control and remedy wastewater emissions, and therefore gain better performance in the management of water pollution, precisely forecasting the amount of wastewater emission is required. Accurate forecasting of the amount of wastewater discharge is essential to making more effective policies relative to wastewater control and management to achieve more sustainable economic development.

The amount of wastewater emissions is affected by many factors which can be classified into three types, namely, economic growth, industrial structure and urbanization. Academic literature on the drivers of wastewater emissions primarily focuses on the influence
of economic growth. The rapid development of the economy increases the demand for water use and therefore results in more wastewater discharge, especially in industrial sectors (Li et al., 2014). Therefore, economic development is considered the dominating factor of industrial wastewater discharge (Geng et al., 2014). Some evidence shows that there is a significant inverted U-shaped EKC (Environmental Kuznets Curve) between income growth and industrial wastewater emissions in rich provinces in China (Qian et al., 2012; Yang et al., 2010; Zhou and Sun, 2013). There exists in the EKC relationship a rising left leg of the unobserved curve between the economy and the total amount of industrial wastewater emissions in China (Zhang et al., 2011). Moreover, some studies show that water consumption per ten thousand gross domestic product exerts a larger influence on wastewater emissions in the near future than in the long term using Wuhan City in China as a case study (Zhang et al., 2016).

The industrial structure suggests the development level of industrial sectors and industrial growth. The industry accounts for approximately 20% of the decrease in total freshwater from a global perspective (Duarte et al., 2014). Although China enters the “New Normal” and needs to upgrade the level of industrialization (Yan and Liu, 2015), the industrial sewage still increases and always does not meet the discharge standards. The extension of the industrial sector will directly lead to an increase in wastewater emissions without a responding improvement of wastewater treatment. This rapid growth results in a dilemma between the development of industrialization and the preservation of water resources including the treatment of industrial wastewater emissions (Yao et al., 2018). Therefore, it is regarded as one of the main determinants of wastewater emissions, especially industrial wastewater emissions, which is closely related to industrial production and will increase with the growing industrial output (Li et al., 2016a).

Urbanization is also considered one of the main factors of wastewater discharge and has mixed effects on water conditions. On the one hand, rapid urbanization can directly influence the domestic water consumption, which cannot be avoided because of human activities (Elleuch et al., 2018). On the other hand, it will accelerate industrial production by increasing household consumption. However, urbanization also can relieve the increase in industrial wastewater through improved industrial labour productivity. Some evidence suggests that there exists a reverse U-shaped relationship between the urbanization rate and industrial wastewater discharge (Somorowska and Łaszewski, 2019), while some studies indicate that urbanization may have a negative impact on environmental quality in the long run by increasing wastewater emissions (Li et al., 2016b). Moreover, the population has a significant impact on the contamination level in surface water (Zhu et al., 2018) and therefore can affect wastewater emissions (Hu and Guan, 2018). It has been estimated that population growth is an important driver of water efficiency, especially in the long run (Distefano and Kelly, 2017; Gu et al., 2009).

However, there still exist some research gaps in the cognition on the forecast of wastewater emissions. Limited literature pays attention to wastewater emissions prediction, mainly focusing on the application of the Grey model and neural networks by the historical change trends of wastewater emissions. The Grey model has been applied to forecast wastewater discharge, because it can ensure reliability and stability with inadequate datasets (Yang et al., 2017). There are some extended Grey models to improve the forecasting accuracy (Wang et al., 2018). For example, the Nonlinear Grey Bernoulli Model NGBM (1,1) is used to simulate the annual qualified discharge rate of industrial water in China and yields accurate performance (Wang et al., 2011). Artificial neural networks are other methods frequently used to forecast wastewater emissions (Wang and Yu, 2012). This technique has been widely applied to research on global climate changes because it has larger advantages in portraying nonlinear characteristics. Similarly, it has been used to forecast the amount of wastewater discharge (Fernandez et al., 2009) including methane emissions (Du et al., 2018) and performs well.

Indeed, the above Grey model and neural networks utilizing the past change trends of wastewater discharge do not take relative factors into consideration. Wastewater generation is a complex process influenced by many drivers. The fluctuation of latent factors intensifies the fluctuation and uncertainty of wastewater emissions, which is a considerable obstacle for accurate predictions. Thus, it is important to take into account the considerable influence of exogenous variables when performing trend analysis of wastewater emissions. Therefore, multivariate models that can integrate the effects of several factors have gained growing attention when forecasting wastewater emissions. Specifically, the multivariate nonlinear regression model is applied to forecast industrial wastewater discharge in China considering the industrial gross product and industrial wastewater consumption and yields a higher precision (Lei and Pan, 2011). Moreover, an artificial neural network that uses generic indicators performs well in forecasting municipal wastewater generation for countries with highly diversified levels of economic development, industrial structure, productivity and output (Antanasijevic et al., 2013). However, this method has the disadvantage of overfitting, which limits its application. Furthermore, the hidden Markov model considers latent factors and performs well when forecasting the fluctuation of wastewater generation (Jiang and Liu, 2016). Lastly, the Grey multivariable model based on the nonlinear least squares method can identify the nonlinear relationship between wastewater emissions and related drivers and present greater precision than the traditional Grey multivariable model (Zeng et al., 2019).

Nevertheless, the multivariate regression models mentioned above pay more attention to forecast annual wastewater using the same frequency predictors. Due to unanticipated changes in economic growth and the factors that affect wastewater discharge, the predictor determinations for wastewater emission should have dynamic characters. Since there are time lags between environmental policies and economic activities changes, the high-frequency predictors can help the forward-looking decision makers react before the annual wastewater emissions actually occur. It is meaningful to use monthly or quarterly factors such as economic growth, industries and consumption to forecast low-frequency wastewater emissions. On the other hand, the influence of some factors on wastewater discharge may last for even shorter periods than one quarter, and the effects will be ignored if the quarterly data are used directly or is added to annual data. Therefore, it is necessary to explore new methods that can make full use of the high-frequency data to forecast wastewater emissions with higher accuracy.

The mixed-data sampling (MIDAS) regression model is introduced to forecast wastewater emissions to solve the problem of different frequencies mentioned above. The MIDAS regression model provides an attractive way to deal with datasets with different frequencies because it involves parsimonious specification based on distributed lag polynomials (Hyselis and Qian, 2019). It is designed to keep a balance between retaining the effective information of high-frequency data and reducing the number of parameters which need to be estimated (Tsu et al., 2018). Therefore, it can enhance the prediction accuracy for a low-frequency variable through effectively utilizing high-frequency information, thus alleviating information loss resulting from data accumulation. However, the MIDAS regression model has not yet been applied to
forecast wastewater emissions. In China, the data on wastewater emissions and some drivers are published annually, whereas the data on other drivers are published monthly or quarterly. The quarterly wastewater emissions measurements are more meaningful for policy making because they can provide better guidance to manufacturers and residents to change their plan of wastewater disposal according to relevant policies, even though most of the existing research focuses on annual forecasts because of data availability. Therefore, this paper focuses on the forecasting of quarterly wastewater emissions considering monthly multiple drivers based on mixed datasets. In order to improve the forecast accuracy, this paper constructs a combination-MIDAS regression model based on the single MIDAS forecast results to better capture the dynamic factors of wastewater emissions.

The intention of this paper is to forecast quarterly wastewater emissions in China considering monthly datasets of relevant factors. The main contributions can be classified into two categories. First, this paper analyses the relationship between quarterly wastewater emissions and monthly factors. The more comprehensive factor system is presented, which is critical to fully capturing the dynamic factors of wastewater emissions. Namely, the gross domestic product (GDP), water consumption per ten thousand square kilometer (WC/TTGD), value added of secondary industry (VASI), water consumption per value added of secondary industry (WC/VASI), value added of tertiary industry (VATI), urban population (UP), and household consumption (HC) are chosen to forecast the wastewater emissions. The results show that there exists a significant auto-correlation for wastewater emissions and that WC/TTGD has the best predictive ability.

The second contribution of this paper is methodology. This paper constructs a combination-MIDAS regression model to deal with model uncertainty because the dynamic drivers may have different information sets and modeling structures. We combine the forecasts from the best single MIDAS models for each factor with five weight-type schemes to alleviate the problem of model uncertainty. The results show that the proposed combination-MIDAS models perform better than benchmark models, e.g. autoregressive (AR), moving average (MA), and autoregressive moving average (ARMA) models. Furthermore, the robustness analysis suggests that the forecast performances of the combination-MIDAS models are robust, which indicates that the combination-MIDAS model is a promising method for wastewater emissions forecasting.

The remainder of the paper is organized as follows. Section 2 introduces the data resources and methods employed in this paper. Section 3 presents an analysis of the driving factors of wastewater discharge. Section 4 demonstrates the analysis of the forecast of wastewater discharge, which suggests the efficacy of the models developed in this study. The research conclusions and future work are discussed in section 5.

2. Data resources and research methodology

2.1. Data resources

This paper aims to forecast the quarterly wastewater emissions in China, including industrial and domestic wastewater emissions and considering monthly factors. The existing literature discussed above suggests that wastewater discharge is a complex process influenced by many factors, such as economic growth, industrial structure and urbanization. To construct a comprehensive factor system for wastewater emissions, this paper chooses GDP and WC/TTGD from the economic aspect; chooses VASI, WC/VASI and VATI from the industrial aspect, and chooses UP and HC from the urbanization aspect. The data are available in the China Statistical Yearbook, the Report on the State of the Environment in China, and the China Water Resources Bulletin. However, most data are published annually or quarterly in China. To detect the relationship among wastewater emissions and its factors in detail, this paper applies the “quadratic match sum” principle to obtain the quarterly wastewater emissions and monthly factors. The sample covers the period from January 1997 to December 2016. This paper chooses the period from January 1997 to March 2014 as the estimation sample to train single MIDAS regression models and chooses the period from April 2014 to December 2016 as the out-of-sample period for forecasting to compare the forecast performance of single MIDAS models.

The growth rates of variables are considered in the empirical analysis to eliminate heteroscedasticity. Namely, growth_{t} = \ln(value_{t}/value_{t-1}) \times 100, where growth_{t} refers to the growth rate of the i-th variable at time t. value_{t} is the observation of the i-th variable at time t.

2.2. MIDAS regression model

There exists some econometric analysis providing theoretical evidence for the advantage of the MIDAS models (Andreou et al., 2010; Chrysels et al., 2007; Kvedaras and Rackauskas, 2010). Moreover, the MIDAS model has been widely adopted to forecast economic variables and has yielded good performance. Many studies have revealed overwhelming support indicating that MIDAS has the ability to improve the forecast accuracy of low-frequency variables and outperforms linear time series models in both the in-sample and the out-of-sample forecast periods. Specifically, much evidence suggests that MIDAS performs better in forecasting economic variables than do traditional models, such as traditional linear regressions (Bangwayo-Skeete and Skeete, 2015; Jiang et al., 2017) and generalized autoregressive conditional heteroskedasticity (GARCH)-class models (Alper et al., 2012). Recently, some evidence has demonstrated that the MIDAS model performs well in energy and environmental research due to its advantages in addressing the problem of different sampling frequencies. It has been used to forecast energy demands (He and Lin, 2018), oil prices (Baumeister et al., 2015; Pan et al., 2017), carbon prices (Zhao et al., 2018b) and carbon dioxide emissions (Zhao et al., 2018).

To improve the forecast accuracy of quarterly wastewater emissions using monthly drivers, MIDAS regression models are applied in this paper. MIDAS depends on parsimonious polynomials to reflect the dynamic relationship among data with different frequencies. The basic MIDAS model (MIDAS(m, k)) can be defined simply as:

\[
Y_t = \alpha + \beta W(L^{1/m}; \theta)|x_t^{(m)}| + \epsilon_t
\]

where \(Y_t\) refers to quarterly wastewater emissions and \(t = 1, 2, \ldots, T\). \(x_t^{(m)}\) refers to the \(i-th\) monthly indicators, which can be observed \(m\) times between quarters \(t-1\) and \(t\). Thus, in this paper, \(m = 3\). \(\alpha\) and \(\beta\) are unknown parameters, \(L^{1/m}\) is the lag order, and 

\[
I^{k/m}|x_t^{(m)}| = x_{t-k/m}^{(m)}
\]

When \(k=0\), \(x_{t-k/m}^{(m)}\) refers to the observation of the third month in a quarter. When \(k = 1\), \(x_{t-k/m}^{(m)}\) refers to the observation of the second month in a quarter, and so on. \(W(L^{1/m}; \theta)\) is decided by the lag operator \(L^{1/m}\) and a parameter vector of limited dimension, \(\theta\), which can be defined as \(W(L^{1/m}; \theta) = \sum_{k=0}^{K} w(k) L^{k/m}\), where \(w(k; \theta)\) is the polynomial weight and \(K\) is the maximum lag order of the relevant drivers.

Furthermore, to take advantage of the readily available high frequency data, the MIDAS regression model with leads MIDAS(m, k, h) is introduced. Suppose that we can obtain data on
drivers in the second month of a quarter and during which we aim to achieve a forecast for wastewater emissions. Then, we can employ MIDAS($m, k, h$) with one-month leads or one-step ahead to incorporate real-time information. Therefore, MIDAS($m, k, h$) can provide forecast updates when new data are available. The MIDAS($m, k, h$) model can be represented by:

\[ Y_t = \alpha + \beta W(L^{1/m})x_{t-h/m}^{(m)} + \epsilon_t \]  

(2)

where $h$ refers to the number of steps ahead. When $h = 1$, MIDAS($m, k, h$) can achieve the forecast of quarterly data in the quarter $t$ with monthly data until the second month of the quarter $t$. Similarly, when $h > 3$, MIDAS($m, k, h$) can obtain the forecast for a quarter $t + 1$ or later by using the data in the quarter $t$.

To fully utilize the information concerning high-frequency and low-frequency variables in the distributed lags, we employ MIDAS($m, k, h$) with an autoregressive distributed lag, namely, AR – MIDAS($m, k, h$). It takes the lag effects of $Y_t$ into consideration. Therefore, it can minimize information loss and enhance forecast accuracy. The AR – MIDAS($m, k, h$) model can be represented by the following equation:

\[ Y_t = \alpha + \sum_{j=1}^{p} \gamma_{j} Y_{t-j} + \beta W(L^{1/m})x_{t-h/m}^{(m)} + \epsilon_t \]  

(3)

The MIDAS regression model depends on polynomial weights to capture the dynamic relationship between high-frequency data and low-frequency data. Thus, a suitable function form for the MIDAS model is important to achieve an accurate forecast. This paper considers various parsimonious polynomial specifications, including the beta density function with zero lag ($\beta$), beta density function with non-zero lag (BetaNN), exponential Almon lag polynomial (ExpAlmon), Almon lag polynomial (Almon), step function (Step) and unrestricted weight function (UMIDAS).

The beta density function is expressed as follows:

\[ w(k; \theta) = w(k; \theta_1, \theta_2, \theta_3) = f(k/K, \theta_1, \theta_2) / \sum_{k=1}^{K} f(k/K, \theta_1, \theta_2) + \theta_3 \]  

(4)

where \[ f(x_1, \theta_1, \theta_2) = x_1^{\theta_1-1} (1 - x_1)^{\theta_2-1} \Gamma(\theta_1+\theta_2) / \Gamma(\theta_1) \Gamma(\theta_2) \] and \[ \Gamma(\theta) = \int_0^1 e^{-x^\theta} dx \]. When $\theta_3 = 0$, $w(k; \theta) = w(k; \theta_1, \theta_2) = f(k/K, \theta_1, \theta_2) / \sum_{k=1}^{K} f(k/K, 1, 1) + \theta_3$, which is the Beta weight function. When $\theta_1 = 1$, $w(k; \theta) = w(1, 1, \theta_2) = f(1, 1, \theta_2) / \sum_{k=1}^{K} f(k/K, 1, 1) + \theta_3$, which is the BetaNN weight function.

The normalized exponential Almon lag polynomial (ExpAlmon) can be written as follows:

\[ w(k; \theta) = e^{(\theta_1 k + \theta_2 k^2 + \cdots + \theta_p k^p)} / \sum_{k=1}^{K} e^{(\theta_1 k + \theta_2 k^2 + \cdots + \theta_p k^p)} \]  

(5)

The Almon lag polynomial specification (Almon) can be defined as

\[ \beta w(k; \theta_0, \theta_1, \theta_2, \theta_3) = \sum_{p=0}^{3} \theta_p k^p \]  

(6)

The polynomial specification with a step function (Step) can be expressed as

\[ \beta w(k; \theta) = \theta_1 I_{[\lfloor \alpha_0, \alpha_1 \rfloor]} + \sum_{p=2}^{3} \theta_p I_{[\lfloor \alpha_{p-1}, \alpha_p \rfloor]} I_{[\lfloor \alpha_{p-1}, \alpha_p \rfloor]} \]  

\[ = \{ 1, \alpha_{p-1} \leq k \leq \alpha_p \} \quad \text{0, otherwise} \]  

(7)

where $0 < \alpha_1 < \cdots < \alpha_p = K$.

The unrestricted weight function (UMIDAS) generalizes to

\[ Y_t = \alpha + B(\beta L^{1/m})x_t^{(m)} + \epsilon_t \]  

(8)

where $B(\beta L^{1/m}) = \sum_{k=1}^{K} \beta_k L^{k/m}$.

2.3. Forecast combination method

In section 2.2, the forecast models use single predictor named by single MIDAS regression models. However, some evidences show that multiple predictors may provide more accurate results and more stable performance over time (Kuzin et al., 2013). There are two ways to include multiple predictors into single MIDAS regression models to form the forecast. One is the multivariate MIDAS regression method, which extends the single MIDAS regression by adding more predictors as explanatory variables in the regression model (Andreou et al., 2013). But this method has to suffer the parameter proliferation problem, when there is a great deal of predictors. The other is the forecast combination method, which constructs a weighted average of forecasts using single MIDAS regression with different predictors (please see the detail in Fig. 1). This approach can solve the large number of predictors and achieve more stable forecasts. Specifically, it provides a way to deal with model uncertainty and is more robust to misspecification biases, measurement errors and structural breaks (Ghysels and Oyan, 2015) since it does not depend on identifying a single best model (Pettenuzzo et al., 2016). In this paper, we use forecast combination method to introduce multiple predictors into single MIDAS regression models. Given $N$ forecast results from the single MIDAS models, the forecast combination can be represented as:

\[ \hat{Y}_{N,T-s|T} = \sum_{j=1}^{N} w_j(T) \hat{Y}_{j,T-s|T} \]  

(9)

where $\hat{Y}_{N,T-s|T}$ refers to the $s – th$ forecast results from the forecast combination method, denoted by combination-MIDAS model. $T$ represents the number of estimation samples to train single MIDAS models. $\hat{Y}_{j,T-s|T}$ is the $s – th$ forecast result from the best single MIDAS model considering the $j – th$ factor. $w_j(T)$ suggests that the weight given to the forecasts results depends on the best single MIDAS model considering the $j – th$ factor. This paper considers five weight types for $w_j(T)$.

(i) MSFE-weighted type

MSFE refers to the mean squared forecast error, which is employed to provide a reference to define the weight to each best single MIDAS model. The weight is given as

\[ w_j(T) = m_{j,T}^{-1} \sum_{j=1}^{n} m_{j,T}^{-1} \]  

(10)

where $m_{j,T} = \sum_{s=1}^{T} (\delta_{s} - T_{0})^2 / (T_{0} + 1)$. When $\delta = 1$, $m_{j,T}$ is the MSFE of the best single MIDAS model that considers the $j – th$ factor and that is trained by estimation samples including $T$ observations. $y_{j,T-s}$ is the $s – th$ real observation in the out-of-sample data, $T_{0} - T_{0} + 1$ refers to the number of out-of-sample data.

(ii) DMSFE-weighted type

DMSFE is the discounted mean squared forecast error based on MSFE. For example, set $\delta = 0.9$ shown above,
Namely, when \( m_{ij} = \sum_{i=-T_0}^{i} (0.9^{i-T_0}(y_{j,T+i} - \hat{y}_{j,T+i}))^2 / (t - T_0 + 1) \), \( w_{ij} = m_{ij}^1 / \sum_{j=1}^{T} m_{ij}^1 \) refers to the discounted mean squared forecast error (DMSFE)-weighted type.

(iii) AIC-weighted type

AIC suggests Akaike information criteria (AICs). The AIC-weighted type is defined as follows:

\[
w_{j,T} = \exp(-AIC_j) / \sum_{j=1}^{N} \exp(-AIC_j)
\]

(iv) BIC-weighted type

BIC refers to Bayesian information criteria. This kind of weight is shown as follows:

\[
w_{j,T} = \exp(-BIC_j) / \sum_{j=1}^{N} \exp(-BIC_j)
\]

(v) Equal-weighted type

The equal-weighted type is simply defined as

\[
w_{j,T} = 1/N
\]

Therefore, the process of combination-MIDAS includes 3 steps to forecast quarterly wastewater emission, as shown in Fig. 1.

Step 1 refers to the establishment of large numbers of single MIDAS models with single predictor, e.g., GDP, WC/TTGDP, VASI, WC/vasi, VATI, UP or HC. Step 2 chooses the best polynomial weight and lag orders for wastewater emissions and the relevant factors by comparing root mean squared errors (RMSE) with single MIDAS regression models, which is consistent with Andreou et al. (2010), Bai et al. (2013), Han et al. (2019). RMSE is a good index that can test the performance of out-of-sample forecasts. The single MIDAS regression model with the smallest RMSE is the one with the highest forecast accuracy. We call it the best single MIDAS regression model. Therefore, the indicator with the best predictive ability can also be chosen by comparing RMSE values. RMSE is defined as follows:

\[
RMSE = \sqrt{n^{-1} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
\]

where \( n \) refers to the number of out-of-sample data, \( y_i \) suggests the \( i \) -th real observation, and \( \hat{y}_i \) is the \( i \) -th out-of-sample forecast results.

Step 3 combines the best single MIDAS models for each factor as chosen by step 2 with the weight schemes shown above to construct the combination-MIDAS model and applies it to forecast wastewater emissions.

3. Analysis of driving factors of wastewater discharge

3.1. Selection of the single MIDAS models

This section analyses the forecast performance of the single MIDAS regression models discussed in section 2.2. The single MIDAS models with the highest accuracy and the indicators with the best predictive ability are chosen by comparing RMSE values, which is in line with Han et al. (2019). The selection of the best single MIDAS model is a critical step to obtain final results with higher accuracy because it is the basis of the combination-MIDAS model and thus influences the final forecast results.

In line with Han et al. (2019), Jiang et al. (2017), and Zhao et al. (2018), the best lag orders and polynomial weights for wastewater discharge and its factors are selected by comparing the RMSE values of relevant single MIDAS models. To reflect the change trends of RMSE values, the maximum lag orders for monthly factors are changed from 1 to 30 months, the maximum lag order for wastewater emissions ranges from 0 to 4 quarters, and \( h \) ranges from 0 to 3 months. This paper takes the single MIDAS models considering the gross domestic product (GDP) as an example to demonstrate the mechanism of choosing the best polynomial weight and the best lag orders for wastewater emissions and GDP, which is shown in Table 1. Table 1 shows the RMSEs of single MIDAS models with 2-month leads of wastewater emissions, namely, models in which the \( h \) step is 2 months, which suggests that the best polynomial weight and the best lag orders for GDP may be different under different lag orders for wastewater emissions. Generally, the polynomial weight of UMIDAS performs better in reflecting the relationship between wastewater emissions and GDP with the condition of 2-month leads of wastewater emissions. Moreover, there exists an auto-correlation for wastewater emissions since the RMSE is smaller when we consider the lag order for wastewater emissions. The smaller RMSE means that the forecast accuracy is improved. Furthermore, in the case considering MIDAS models with 2-month leads, the RMSE is the smallest when the lag orders for wastewater emissions and GDP are 4 quarters and 8 months, respectively.

3.2. Comparisons among the dynamic factors

Considering the complex processes among wastewater emissions and factors, this paper chooses the best polynomial weight, the best \( h \) steps, and the best lag orders for wastewater emissions and factors, respectively, to decide the best single MIDAS models with different leads. Similar to the process shown above, the best single MIDAS models are selected, which are shown in Table 2. The results in Table 2 suggest that there exists an auto-correlation
among wastewater emissions. This auto-correlation provides evidence for the research of Wang et al. (2011), which only consider wastewater discharge time series. Moreover, the mechanisms by which factors influence wastewater emissions are different, which provide evidence that we should determine the best polynomial weight to reflect the influence of each factor on wastewater emissions rather than predetermining one before analysis for all factors. Specifically, the best MIDAS models with each factor under different conditions are the ones whose RMSEs are bolded in Table 2. According to the best MIDAS models, we suggest that UMIDAS can better capture the impacts of GDP and urban population (UP) on wastewater emissions. The influence of GDP and UP lasts for 8 and 16 months respectively, which is different from the findings of Zhang et al. (2016). Zhang et al. (2016) hold that GDP growth rate impacts wastewater emissions more significantly in the long term, which may because that they only consider the municipal wastewater emissions in Wuhan, China using annual data directly. For water consumption per ten thousand gross domestic product (WC/TTGDP), water consumption per value added of secondary industry (WC/VASI) and the household consumption (HC), their impacts on wastewater emissions can be represented by a step function. The impacts of WC/TTGDP, WC/VASI, and HC last for 30, 28 and 24 months. Regarding the value added of secondary industry (VASI), the BetaNN polynomial weight can better capture the relationship between this factor and wastewater emissions, which lasts for 26 months. For the value added of tertiary industry (VATIT), the Almon polynomial weight performs better, and this factor’s influence on wastewater emissions lasts for 3 months. Furthermore, the best single MIDAS models relevant to WC/TTGDP have the smallest RMSE value among the best single MIDAS models with different factors, which means that WC/TTGDP, as an economic proxy, is the best predictor for wastewater emissions among the factors discussed above. This is to some degree in line with the findings of Geng et al. (2014), which suggests that economic factors are the main determinants for industrial wastewater emissions.

4. Analysis of forecast of wastewater discharge

4.1. Forecast results of the combination-MIDAS model

One model cannot maintain a dominant performance all the time because of model uncertainty. Therefore, this paper constructs combination-MIDAS models based on the best single MIDAS models under each condition shown in Table 2, which is discussed in section 2.2. The best polynomial weight and best lag orders for each factor are different, thus, the combination-MIDAS model can make full use of the advantages of the best single MIDAS models. Consistent with Han et al. (2019) and Zhao et al. (2018b), this paper applies the best single MIDAS models considering each factor under the condition of different leads shown in Table 2 to achieve the forecast for wastewater emissions. Then, the forecast results obtained from the best single MIDAS models are given corresponding weights according to the five weight schemes to achieve the final forecasts of the combination-MIDAS models for wastewater emissions.

Table 3 demonstrates the out-of-sample forecast performance of the combination-MIDAS models. Panel A shows the RMSEs of the combination-MIDAS models, which suggests that the DMSFE weight has the smallest RMSE value. This finding is consistent with that of Ghysels and Ozkan (2015), which only applies DMSFE weight to construct forecast combination method since the discount factor attaches greater weight to the recent predictive power of individual factors. Moreover, comparing with forecast performance of the best single MIDAS models shown in Table 2, we find that the combination-MIDAS models outperform most of the best single MIDAS models, which is in line with the findings of Zhao et al. (2018b). Especially, the forecast performances of the combination-MIDAS models given the best combination weight perform better than do the best single MIDAS models considering all other factors except WC/TTGDP, which is slightly better than the combination-MIDAS models.

Furthermore, we compare the forecast performances of the combination-MIDAS models with those of the benchmark models using quarterly data, e.g. AR(1), MA(1) and ARMA(1, 1) models in order to illustrate the effectiveness and feasibility of the combination-MIDAS models. Table 4 shows the RMSE ratios of the combination-MIDAS models to that of the benchmark models. It is demonstrated that the forecast performances of the combination-MIDAS models are obviously better than those of the benchmark models. This finding suggests that related factors can help forecast wastewater emissions and that the combination-MIDAS models can take advantage of the useful information in monthly factors and thus can significantly improve the forecast accuracy of wastewater emissions.

4.2. Robustness checks

In this section, we investigate the robustness of the forecast performance of the combination-MIDAS models discussed in section 4.1. We consider not only the randomness of sample selection for the forecast results of the combination-MIDAS model.
combination-MIDAS models is higher than benchmark models. The bolded values are the smallest RMSEs of the best MIDAS models with each factor among different conditions of \( h \).

### Table 5
Forecast results analysis of the combination-MIDAS models based on the new sample selection.

<table>
<thead>
<tr>
<th>Weight</th>
<th>( h = 0 )</th>
<th>( h = 1 )</th>
<th>( h = 2 )</th>
<th>( h = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: AR(1)</td>
<td>0.6248</td>
<td>0.1922</td>
<td>0.2013</td>
<td>0.2071</td>
</tr>
<tr>
<td>MSFE</td>
<td>0.6248</td>
<td>0.1922</td>
<td>0.2013</td>
<td>0.2071</td>
</tr>
<tr>
<td>DMSFE</td>
<td>0.5913</td>
<td>0.5935</td>
<td>0.5992</td>
<td>0.5992</td>
</tr>
<tr>
<td>AIC</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
</tr>
<tr>
<td>BIC</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
</tr>
<tr>
<td>Equal Weights</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
<td>0.5293</td>
</tr>
</tbody>
</table>

Note: If the RMSE ratios are smaller than 1, the forecast accuracy of the combination-MIDAS models is higher than benchmark models. The bolded values are the smallest RMSEs under each condition of \( h \).

### Note:
If the RMSE ratios are smaller than 1, the forecast accuracy of the combination-MIDAS models is higher than benchmark models. The bolded values are the smallest RMSEs under each condition of \( h \).

Then we construct combination-MIDAS models with similar mechanism discussed above and compare the forecast performance with benchmark models estimated with the new estimation sample. The results of the robustness analysis are shown in Table 5, which suggests that the DMSFE outperforms among the five combination weights because the RMSE ratios of the combination-MIDAS models with DMSFE weight are smaller than those with other weights under each condition of \( h \). Moreover, the forecast performances of the combination-MIDAS models based on the new sample selection are better than the benchmark models. Furthermore, we investigate whether the combination-MIDAS models discussed in section 4.1 are robust to annual wastewater emissions. Similarly, we reconstitute the combination-MIDAS models to forecast annual wastewater emissions with monthly factors. Because the combination-MIDAS models are robust to sample selection as discussed above and in order to have enough observations to evaluate the forecast accuracy of the combination-MIDAS models, we determine the out-samples according to Turhan.
The forecast performance of the combination-MIDAS models is higher than benchmark models. The bolded values combination-MIDAS models constructed in section 4.1 to forecast wastewater emissions given the better performance than the benchmark models. Then we test the robustness analysis from two aspects. The results suggest that the forecast performances of the combination-MIDAS model is higher than those of the benchmark models. Then we test the robustness analysis from two aspects. The results suggest that the forecast performances of the combination-MIDAS model is higher than those of the benchmark models.

First, large numbers of single MIDAS models are analysed. The forecast performances of single MIDAS models suggest that there exists a significant auto-correlation for wastewater emissions and that WT/TTGDP is the best predictor for wastewater emissions. Moreover, the impacts of WT/TTGDP, VASI, WC/VASI, UP, and HC on wastewater emissions last longer than 1 year. An alternative explanation is that the industrial production pattern, urban population and the household consumption habit are hard to change in the short term, which should draw more attention when the government makes policies relevant to wastewater emissions. Furthermore, the influence of GDP and VATI on wastewater emissions lasts only for several months, which is less than 1 year. This result suggests the reasonability of employing MIDAS models with mixed datasets since the short influence may be ignored if annual data are directly used to forecast wastewater emissions. Furthermore, the polynomial weight and h steps vary for the best single MIDAS models considering different factors, which shows the rationality of constructing combination-MIDAS models to make full use of the advantages of the best single MIDAS models.

Second, this paper constructs the combination-MIDAS model with five different weight schemes on the basis of the forecast results from the best single MIDAS models. The DMSFE weight performs better than do the other weight types. The forecast accuracy of the combination-MIDAS model is higher than those of the benchmark models. Then we test the robustness analysis from two aspects. The results suggest that the forecast performances of the combination-MIDAS model are robust not only to sample selection but also to the frequency of wastewater emissions. Therefore, the combination-MIDAS models can capture the characteristics of wastewater emissions and reflect the complex processes among wastewater discharge and its factors. This method provides a reference for the forecasting and the forecast update of wastewater emissions. The short-term forecast results indicate that the total amount of wastewater emissions in China will increase steadily.

In future research, we will expand our model and apply it to other countries, especially developing countries, where the problem of water pollution is more serious. Furthermore, we will also aim to establish a more comprehensive factor system for wastewater emissions forecasts, because wastewater emission is a complex process including many other factors in addition to those considered in this paper.

**Table 6** Forecast results analysis of the combination-MIDAS models based on annual wastewater emissions.

<table>
<thead>
<tr>
<th>Weight</th>
<th>h = 0</th>
<th>h = 1</th>
<th>h = 2</th>
<th>h = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: AR(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSFE</td>
<td>0.3518</td>
<td>0.3510</td>
<td>0.3038</td>
<td>0.3876</td>
</tr>
<tr>
<td>DMSFE</td>
<td>0.3518</td>
<td>0.3510</td>
<td>0.3038</td>
<td>0.3876</td>
</tr>
<tr>
<td>AIC</td>
<td>0.5636</td>
<td>0.6445</td>
<td>0.4392</td>
<td>0.9076</td>
</tr>
<tr>
<td>BIC</td>
<td>0.5636</td>
<td>0.6445</td>
<td>0.4392</td>
<td>0.9083</td>
</tr>
<tr>
<td>Equal Weights</td>
<td>0.4722</td>
<td>0.4665</td>
<td>0.4243</td>
<td>0.5267</td>
</tr>
<tr>
<td>Panel B: MA(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSFE</td>
<td>0.2262</td>
<td>0.2256</td>
<td>0.1940</td>
<td>0.2487</td>
</tr>
<tr>
<td>DMSFE</td>
<td>0.2218</td>
<td>0.2213</td>
<td>0.1916</td>
<td>0.2444</td>
</tr>
<tr>
<td>AIC</td>
<td>0.3554</td>
<td>0.4063</td>
<td>0.2769</td>
<td>0.5723</td>
</tr>
<tr>
<td>BIC</td>
<td>0.3554</td>
<td>0.4063</td>
<td>0.2769</td>
<td>0.5727</td>
</tr>
<tr>
<td>Equal Weights</td>
<td>0.2977</td>
<td>0.2941</td>
<td>0.2675</td>
<td>0.3321</td>
</tr>
<tr>
<td>Panel C: ARMA(1,1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSFE</td>
<td>0.2134</td>
<td>0.2129</td>
<td>0.1831</td>
<td>0.2347</td>
</tr>
<tr>
<td>DMSFE</td>
<td>0.2093</td>
<td>0.2088</td>
<td>0.1808</td>
<td>0.2306</td>
</tr>
<tr>
<td>AIC</td>
<td>0.3353</td>
<td>0.3834</td>
<td>0.2613</td>
<td>0.5400</td>
</tr>
<tr>
<td>BIC</td>
<td>0.3353</td>
<td>0.3834</td>
<td>0.2613</td>
<td>0.5404</td>
</tr>
<tr>
<td>Equal Weights</td>
<td>0.2809</td>
<td>0.2775</td>
<td>0.2524</td>
<td>0.3133</td>
</tr>
</tbody>
</table>

Note: If the RMSE ratios are smaller than 1, the forecast accuracy of the combination-MIDAS models is higher than benchmark models. The bolded values are the smallest RMSE ratios under each condition of h.

**Table 7** Forecast results for wastewater emissions (%).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Forecast results</td>
<td>1.1349</td>
<td>1.1480</td>
<td>1.1354</td>
<td>1.0926</td>
</tr>
</tbody>
</table>

et al. (2015). We select the year 1997–2010 as the estimation sample and select year 2011–2016 as the out-of-sample period. Then, we compare the forecast performance of the reconstructed combination-MIDAS models with the benchmark models using annual data. The results of the robustness analysis are shown in Table 6, which suggests that the DMSFE weight remains better performance when constructing the combination-MIDAS models and that the combination-MIDAS models are still robust to annual wastewater emissions given the better performance than the benchmark models.

### 4.3. Application of the combination-MIDAS models

The robustness analysis discussed above suggests that the combination-MIDAS models constructed in section 4.1 to forecast quarterly wastewater emissions with monthly factors are robust. Therefore, we apply the combination-MIDAS models to achieve short-term forecast for the wastewater emissions in the future one year, which is of interest to policy-makers to manage the wastewater emissions. Consistent with the way introduced by Zhao et al. (2018b), we apply the combination-MIDAS models based on the benchmark models, and that the combination-MIDAS models are still robust to annual wastewater emissions given the better performance than the benchmark models.

### 5. Conclusions

This paper proposes combination-MIDAS regression models to forecast quarterly wastewater emissions in China with monthly factors based on datasets with different frequencies. To better capture the complex process of wastewater emissions including industrial and domestic emissions, this paper selects GDP and WC/TTGDP from the economic aspect, VASI, WC/VASI, and VATI from the industrial aspect, and UP and HC from the urbanization aspect. The combination-MIDAS model is based on the best single MIDAS models, therefore, it can deal with model misspecification and solve the weakness of wastewater emissions forecasting to some degree.

First, large numbers of single MIDAS models are analysed. The forecast performances of single MIDAS models suggest that there exists a significant auto-correlation for wastewater emissions and that WC/TTGDP is the best predictor for wastewater emissions. Moreover, the impacts of WC/TTGDP, VASI, WC/VASI, UP, and HC on wastewater emissions last longer than 1 year. An alternative explanation is that the industrial production pattern, urban population and the household consumption habit are hard to change in the short term, which should draw more attention when the government makes policies relevant to wastewater emissions. Furthermore, the influence of GDP and VATI on wastewater emissions lasts only for several months, which is less than 1 year. This result suggests the reasonability of employing MIDAS models with mixed datasets since the short influence may be ignored if annual data are directly used to forecast wastewater emissions. Furthermore, the polynomial weight and h steps vary for the best single MIDAS models considering different factors, which shows the rationality of constructing combination-MIDAS models to make full use of the advantages of the best single MIDAS models.

Second, this paper constructs the combination-MIDAS model with five different weight schemes on the basis of the forecast results from the best single MIDAS models. The DMSFE weight performs better than do the other weight types. The forecast accuracy of the combination-MIDAS model is higher than those of the benchmark models. Then we test the robustness analysis from two aspects. The results suggest that the forecast performances of the combination-MIDAS model are robust not only to sample selection but also to the frequency of wastewater emissions. Therefore, the combination-MIDAS models can capture the characteristics of wastewater emissions and reflect the complex processes among wastewater discharge and its factors. This method provides a reference for the forecasting and the forecast update of wastewater emissions. The short-term forecast results indicate that the total amount of wastewater emissions in China will increase steadily.

In future research, we will expand our model and apply it to other countries, especially developing countries, where the problem of water pollution is more serious. Furthermore, we will also aim to establish a more comprehensive factor system for wastewater emissions forecasts, because wastewater emission is a complex process including many other factors in addition to those considered in this paper.
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