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Abstract

Lau and Murnighan (LM) suggested that strong demographic faultlines threaten team cohesion and reduce consensus. However, it remains unclear which assumptions are exactly needed to derive faultline effects. We propose a formal computational model of the effects of faultlines that uses four elementary social mechanisms, social influence, rejection, homophily and heterophobia. We show that our model is consistent with the central hypotheses of LM’s theory. We also find that negative effects of faultlines can be derived even when – unlike LM – we assume that initially there is no correlation between the demographic characteristics and the opinions of team members.
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1. Introduction

Immigration and the internationalization of organizations are trends that make work teams in modern work organizations increasingly diverse in terms of their demographic composition. This led management scholars to study intensively the consequences of diversity on team performance. However, diversity research has not produced a clear cut picture. While some authors reported positive effects, others found that more demographic diversity may reduce team performance (for comprehensive reviews about theoretical and empirical research see: [3,29,31,44,47,49]). In search for explanatory mechanisms, researchers have identified two main arguments [38]. Diversity can be beneficial for organisations because diverse teams have a larger pool of social and human capital that can be used to increase the teams’ performance (e.g. [7]). But at the same time, diverse teams tend to be less cohesive than homogenous teams and cohesion is a main determinant of performance (e.g. [18,19]). The less cohesive a team is the less will it be able to make use of its social and human capital. Milliken and Martins concluded that “diversity thus appears to be a double-edged sword” [29, 403].

Milliken and Martins’ conclusion inspired researchers to search for conditions that mediate the link between diversity and cohesion. Lau and Murnighan [23,24] in particular added a new idea to the debate. They...
suggested that it may not be the level of demographic diversity that puts cohesion under pressure, but it may be the way diverse demographic attributes are distributed in a team. More in particular, in their view cohesion suffers in a diverse group only to the extent that the distribution of attributes across group members generates a strong demographic faultline. A demographic faultline exists if not all members of the team are similar with respect to a salient demographic attribute, but only strong faultlines cause problems. Here and in the remainder of this paper, we consider those individual attributes as ‘demographic’ which are either fixed or change only so slowly (such as educational level) that they can be considered as constant in the time frame in which opinion formation in groups takes place. Group faultlines increase in strength as more attributes are highly correlated, reducing the number and increasing the homogeneity of resulting subgroups. In contrast, faultlines are weakest when attributes are not aligned and multiple subgroups can form [23, 328]. To give an example, a faultline is strong in a team consisting of two Caucasian, highly educated women and two African–American men with low level of education. In this case, all three demographic dimensions along which team members differ (race, sex, educational level) split the team along the same line. The faultline would be weaker if, for example, the two highly educated team members would be one man and one woman, and of the two African Americans, one would have a low education and one a high education.

The core prediction of the faultline argument (see [23, p. 331]) is that the negative effects of diversity on performance that research often finds are spurious correlations. Lau and Murnighan propose that not diversity but the strength of the demographic faultline increases dissensus between team members and thus puts performance under pressure. Controlling for faultline strength, the theory implies, direct effects of diversity on performance are always positive because diverse teams have a larger pool of human and social capital that results in higher performance. Faultline strength on the other hand affects performance only negatively.

How do Lau and Murnighan derive this prediction? Their reasoning [23, pp. 332–333] is based on two main mechanisms: First they propose that team members prefer to interact with those who are similar with respect to a salient demographic attribute. This corresponds to the widely accepted idea that homophily [25] is a strong force in social interactions [28]. Which demographic attribute is salient in a certain work situation changes from situation to situation. Secondly, if actors choose to interact they are assumed to exert social influence [10] upon each other. Based on psychological research on opinion formation in groups [16,46] Lau and Murnighan propose that social influence occurs in the course of social interactions where team members exchange the arguments their opinions are based on. The authors assume furthermore that demographically similar actors tend to hold similar opinions. The interplay of these mechanisms implies opinion splits in teams with strong faultlines. To explain, if team members hold the same value on a salient demographic attribute then homophily implies that they will more often interact and exchange the arguments their opinions are based on. In the process, all demographically similar interaction partners will become more convinced of their respective opinion, because they tend to agree in opinion and they learn new arguments that are in line with their opinion. In other words their opinions become more extreme.1 Because in teams with a strong faultline the same team members interact again and again the opinions of the demographic subgroups become more and more distinct which leads to conflicts between the groups at the expense of lower cohesion of the team as a whole.

While Lau and Murnighan’s reasoning is compelling, it remains unclear what exactly the theoretical assumptions are that are needed to derive the prediction that the strength of faultlines has negative effects on cohesion and performance. In other words, the transparency of Lau and Murnighan’s theory would benefit from a formal deduction of their central claims. Moreover, such a formal deduction would facilitate the generation of new hypotheses about conditions under which faultline effects can be expected to occur and possible

---

1 Lau and Murnighan need for this reasoning the assumption that demographically similar agents have similar opinions already prior to interaction. However, the authors make this assumption not explicit. To explain emergent subgroup splits, Lau and Murnighan refer to insights from psychological studies [16,46] which show that if interacting actors hold similar opinions, then their opinions become more extreme because they learn from each other new arguments to support their opinions. But this reasoning only implies a subgroup split if the interacting agents already hold similar opinions when they meet. If their prior opinions were dissimilar, then arguments for conflicting opinions would be exchanged through interaction, which in turn would decrease actors’ confidence in their opinions and thus weaken rather than strengthen subgroup splits. We propose in this paper an explanation of faultline effects that does not require the assumption of previous opinion similarity between demographically similar agents.
suggestions for managers for how to prevent negative faultline effects in organizational settings. Accordingly, the objective of the present paper is to fully explicate and formalize the dynamics that may underlie the effects of demographic faultlines on cohesion in demographically diverse groups. For this, we use a formal computational model and show that it explains the effects of faultline strength on cohesion that Lau and Murnighan proposed.

In Section 2, we describe the underlying formal model. Section 3 contains a description of the computational experiments and results. In Section 4, we discuss results, offer conclusions and point to possible future research that could apply our model to generate insights of practical relevance for organizations.

2. The model

In this section we develop the formal model. The model consists of three main elements. The first element is the formalization of the dynamics and elementary mechanisms of social interactions and influence between team members. The second element consists of our operationalization of the concept of demographic faultlines. Thirdly, we devise aggregate outcome measures that capture the dependent variables we are interested in.

2.1. The social interaction and influence dynamics

We assume that consensus on work related opinions is a major factor for the performance of teams. Accordingly, the main endogenous variable of our model is the distribution of work related opinions in the team. Work related opinions may be attitudes about what the team’s task is and how to fulfil the task. The distribution of these attitudes can be characterized by the degree to which it resembles one of two theoretical extremes: consensus and polarization. If all team members hold exactly the same opinions then there is perfect consensus. If the distribution is bipolar and all team members hold opinions that are maximally different from those on the opposite pole, then this outcome is perfect polarization. Obviously, polarization is a major obstacle to good team performance, while consensus at least on fundamental issues seems to be a necessary precondition for effective teamwork.

We focus on the distribution of work related opinions as a main outcome variable for two reasons. First, the team is able to complete its task only if the team members agree to a certain extent on what the task of the team is and how to cope with it [30,32, pp. 175–176]. Second, the theoretical assumptions of homophily and social influence identify a clear causal link between team cohesion, consensus on work related opinions and the strength of demographic faultlines in a team. Broadly, the stronger are faultlines in the team, the less likely it is that team members in different subgroups influence each other sufficiently to generate a consensus on work related opinions on the level of the team as a whole, and the more likely it is that the influence processes result in polarization rather than consensus. At the same time, the combined assumptions of homophily and influence link the degree of consensus closely to the level of cohesion in the team. We assume that only when team members agree on important issues will they have good social relations with each other which, in turn, generates social cohesion.

With this approach, we deliberately exclude from our analysis variables which also may affect performance but which are not or at least much less directly causally related to faultline strength [23], like the size of the team’s pool of human and social capital.

What are the model’s main ingredients? Our model starts from the assumption that the effects of faultlines on opinion polarization (and poor team performance) are generated by the interplay of the four fundamental social mechanisms homophily, social influence, heterophobia and rejection. According to homophily, the more similar two actors are with respect to salient opinions or demographic characteristics, the more they like each other and the more they interact [4,5,15,20,25,28,39]. According to social influence, if two persons interact they adapt their opinions [1,4,21]. Both homophily and social influence are widely documented and robust mechanisms of social interaction and are also used by Lau and Murnighan. In combination, these two mechanisms have a paradoxical implication. The interplay of homophily and social influence implies an inexorable tendency towards consensus. The key reason is a feed back loop. Minimal initial similarity leads actors to interact which leads to an increase of similarity which then increases the probability of further interaction. In theory, this process continues until all agents mutually interact and are absolutely similar. However, Axelrod’s
(1997) computational studies showed how based on these two mechanisms local convergence can lead to global differentiation. The key assumption that generated this result was *cultural speciation*. Axelrod assumed social interaction between neighbors to be entirely cut off when actors disagree beyond a certain critical level. As a consequence, homophily and social influence stabilize differences between subgroups [2,11,12,14,48].

We believe there are at least two problems with Axelrod’s explanation of diversity when it comes to the analysis of opinion polarization in work groups. First, in work groups, there is little room to entirely avoid social interaction with dissimilar others. Both physical exposure and task interdependencies force group members to communicate and take notice of each others’ opinions. But even if group members could entirely ignore influence from dissimilar others, Axelrod’s model can at best explain why differences between subgroups persist over time. However, it can not readily explain why empirical studies found in groups with strong faultlines a tendency towards extreme and over time increasing opinion differences between a small number of opposed and demographically dissimilar factions in the team (cf. [9]).

To address this pattern, we followed previous research and complemented the mechanisms of homophily and social influence with their negative counterparts of *heterophobia* and *rejection* [17,22,26,34–37,42]. Heterophobia assumes that if the dissimilarity of two actors exceeds a certain threshold then the actors do not like each other [6,8,33,40,41,43]. Rejection states that actors have a tendency to change their attributes in a way to become more dissimilar to interaction partners they do not like [1,22,42,45].

Finally, our model distinguishes between two types of attributes on which agents can differ and which define the level of similarity between agents. Demographic attributes on the one hand are fixed and can not be changed by the dynamics of social influence and rejection. On the other hand, opinions are flexible and are subject to social influence and rejection. Previous computational studies based on similar sets of assumptions have already demonstrated how demographic differences can lead to the emergence of cultural niches in demographic space such that demographically dissimilar actors also hold dissimilar or even radically opposing opinions [26,27]. However, these studies did not address the effects of faultline strength in the demographic distribution.

Technically, each of the $N$ team members is represented as an agent $i$ characterized by $D$ fixed ($d^\text{fix}_{id}$) and $K$ flexible attributes ($d^\text{flex}_{ik}$), where $d$ and $k$ refer to the $d$’th and $k$’th fixed and flexible attribute, respectively. The fixed attributes correspond to the demographic characteristics; the flexible ones represent the agent’s work related opinions. For simplicity, we assume that demographic attributes and opinions are equally salient. Moreover, we focus on clearly distinguishable demographic attributes, expressed by the assumption that demographic attributes are dichotomous and can take either the value $-1$ or $+1$ ($d^\text{fix}_{id} \in \{-1;1\}$). Opinions of the team members can instead vary continuously between $-1$ and $+1$ ($-1 \leq d^\text{flex}_{ik} \leq +1$).

A key assumption of the model is that the direction and strength of influence that an agent $i$ imposes on an agent $j$ does not depend directly on the opinion of $j$, but it is moderated by the sign and the strength of the interpersonal relation between $i$ and $j$. To model the interpersonal relations between the team members we assume a directed graph where $w_{ij}$ represents the weight of the corresponding relationship ($-1 \leq w_{ij} \leq +1$). If team member $i$ has contact to team member $j$ then the weight $w_{ij}$ takes a value between $-1$ and $1$. A positive weight reflects that $i$ evaluates $j$ positively, whereas a negative one represents a hostile relationship. If there is no contact between $i$ and $j$, or $i$ is indifferent between liking and disliking $j$, then the weight is 0.

Both the $K$ flexible attributes and the weights of the relationships are endogenous and change in discreet time steps. In every time step, one team member is selected randomly with equal probability to update either his flexible attributes or weights. Then, either all weights of $i$ are updated simultaneously, or all flexible attributes are updated simultaneously, where each option is selected with probability 0.5.

Time is modeled in discreet steps. The duration of a simulation run is expressed in number of iterations. One iteration corresponds to $N$ simulation steps to assure that on average each agent updates either his weights or his attributes once within an iteration.

Similar to previous models of social influence with continuous opinions [1,14], we assume that the change of team member $i$’s flexible attribute $k$ is an aggregated result of the influences imposed by all other agents who

---

2 In Lau and Murnighan’s reasoning, increasing opinion differences become possible because the authors assume an initial correlation between demographic attributes and opinions (see also Footnote 1). We discuss in Section 4 why we avoided this assumption.
exert influence upon \( i \) (for an application to organizational enculturation see e.g. [13]). Technically, the new value of the attribute, \( a_{ik,t+1}^{\text{flex}} \), is obtained by adding to the old value a weighted sum of the pressures of all influential others. To model a somewhat gradual change of opinions, we also divide this weighted sum by 2. The pressure imposed by a single alter \( j \) “pulls” \( i \) towards \( j \)’s opinion if the weight \( w_{ij} \) is positive, and “pushes” \( i \) away from \( j \)’s opinion if the weight is negative. The magnitude of this pressure is proportional to the distance in opinions between \( i \) and \( j \), \( a_{ik,t}^{\text{flex}} - a_{jk,t}^{\text{flex}} \). With only positive weights summing to one, this assumption would imply that the net pressure imposed on \( i \) moves the agent towards the weighted average of the opinions of all interactions partners. Eq. (1) formalizes these assumptions

\[
a_{ik,t+1}^{\text{flex}} = a_{ik,t}^{\text{flex}} + \frac{1}{2(N-1)} \sum_{j \neq i} w_{ij}(a_{jk,t}^{\text{flex}} - a_{ik,t}^{\text{flex}})
\]

(1)

To be precise, Eq. (1) only shows the principle model of influence. In the actual implementation, we apply a slight modification of the influence equation both to make sure that opinions do not go out of bounds and to smoothen the change of opinions when agents move towards the extreme ends of the opinion scale. Eqs. (1a) and (1b) fully specify opinion change

\[
\Delta a_{ik,t}^{\text{flex}} = \frac{1}{2(N-1)} \sum_{j \neq i} w_{ij}(a_{jk,t}^{\text{flex}} - a_{ik,t}^{\text{flex}})
\]

(1a)

\[
a_{ik,t+1}^{\text{flex}} = \begin{cases} 
    a_{ik,t}^{\text{flex}} + \Delta a_{ik,t}^{\text{flex}} (1 - a_{ik,t}^{\text{flex}}), & \text{if } \Delta a_{ik,t}^{\text{flex}} > 0 \\
    a_{ik,t}^{\text{flex}} + \Delta a_{ik,t}^{\text{flex}} (1 + a_{ik,t}^{\text{flex}}), & \text{if } \Delta a_{ik,t}^{\text{flex}} \leq 0
\end{cases}
\]

(1b)

Eq. (1a) specifies the resulting change of the focal agent’s opinion, given as a weighted sum of the influences imposed by other group members, where the magnitude and direction of the influence depend on the opinion distance \( a_{ik,t}^{\text{flex}} - a_{jk,t}^{\text{flex}} \) weighted by the strength and valence of the relationship, \( w_{ij} \). Eq. (1b) expresses that the resulting opinion is the sum of the previous opinion and the opinion change times a dampening term that reduces the magnitude of the change to the extent that the opinion moves towards a boundary of the opinion interval. The second key element of our model is the update of weights. Following previous work [26] we assume that the weight that agent \( i \) has towards an agent \( j \), changes depending on the similarity between \( i \) and \( j \) in terms of both their demographic attributes and their opinions. More precisely, we assume that after updating, the weight adopts a level that is proportional to the current level of similarity. The new weight is negative if the average distance between \( i \) and \( j \) across all dimensions of demographic and opinion space exceeds one, i.e. half of the maximum average distance. If this average distance is exactly one, the weight is zero and otherwise it obtains a positive value. Technically,

\[
w_{ij,t+1} = 1 - \frac{\sum_{d=1}^{D} \left| a_{id,t}^{\text{fix}} - a_{jd,t}^{\text{fix}} \right| + \sum_{k=1}^{K} \left| a_{ik,t}^{\text{flex}} - a_{jk,t}^{\text{flex}} \right|}{D + K}
\]

(2)

2.2. Faultline strength

To disentangle the effects of the strength of demographic faultlines from effects of demographic diversity, we devised a method that allows varying faultline strength and keep diversity constant at the same time. More precisely, we generated different distributions of the fixed attributes in such a way that all fixed attributes were equally frequent (all distributions generate equally diverse groups) but the correlation between the attributes differed between distributions (the strength of the faultline differs).

Table 1 shows our construction method for the prototypical case of a group with 20 members (\( N = 20 \)) who differ along three demographic dimensions (e.g. male/female, young/old, western/non-western ethnical background). Column 2 of the table shows that we constructed the first demographic variable (\( A_1 \)) by alternately assigning the values −1 and 1 to the first \( N/2 \) agents beginning with the value 1 for agent 1. We did the same with the second \( N/2 \) agents but here we started with the value −1. The distribution of this variable is the same in all work teams.
We expressed the faultline strength by a parameter \( f \) that varies between 0.5 and 1, where \( f = 0.5 \) corresponds to a situation where the demographic attributes are completely uncorrelated and \( f = 1 \) imposes a perfect correlation between all demographic attributes. The first step in the construction is to impose the correlation between attribute \( A_1 \) and \( A_2 \) that corresponds to the given parameter value of \( f \). To arrive at the values for attribute \( A_2 \), we assigned to the first \( \frac{100}{C_1 f} \) % of the cases the same value as for attribute \( A_1 \). This means for example for \( f = 0.9 \), that the first 90% of the agents (the first 18 agents if \( N = 20 \)) hold the same value at attribute \( A_1 \) and \( A_2 \) (see the grey cells in column 3 of Table 1). To the rest of the agents we assigned the opposite value than for attribute \( A_1 \). Thus for \( f = 0.9 \) and \( N = 20 \) the agents 1–9 and 11–19 hold the same value at attribute \( A_1 \) and \( A_3 \) (see column 4 of Table 1). This procedure makes sure, that the agents also hold at the attributes \( A_2 \) and \( A_3 \) in exactly \( \frac{100}{C_1 f} \) % of all cases the same value.

Table 1 also reports the correlations between the three attributes. Note that for a given distribution all pairwise correlations between two of the three attributes are equal. The relationship between \( f \) and the correlation is: \( r = -1 + 2f \). If \( f \) takes the value 1 then the three attributes are perfectly correlated (\( r = 1 \)) and the faultline strength

---

**Table 1**

<table>
<thead>
<tr>
<th>Implementation of faultline strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f = 0.9 )</td>
</tr>
<tr>
<td>( i )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>( \Sigma )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correlations (( r ))</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>.8 .8</td>
<td>( A_1 )</td>
<td>.6 .6</td>
<td>( A_1 )</td>
<td>.4 .4</td>
<td>( A_1 )</td>
<td>.2 .2</td>
<td>( A_1 )</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>.8</td>
<td>( A_2 )</td>
<td>.6</td>
<td>( A_2 )</td>
<td>.4</td>
<td>( A_2 )</td>
<td>.2</td>
<td>( A_2 )</td>
</tr>
</tbody>
</table>

---
strength is maximal. If \( f \) takes the value 0.5 then there is no relationship between the attributes \( (r = 0) \). Thus the faultline has a minimal strength. At all levels of \( f \), all variables are equally distributed in all teams. We do not consider in the remainder values of \( f \) below 0.5 (corresponding to negative correlations), because for the strength of a demographic faultline it is only relevant that fixed attributes are correlated, not which direction the correlation takes.

The key advantage of our method is that it separates variation in faultline strength from variation in diversity. A more intuitive alternative approach could have been to assign attributes randomly with a given probability and a given correlation. However, for the relatively small groups we are interested in, that method would have produced considerable random variation in faultline strength between single realizations of distributions imposed by the same level of \( f \). Our deterministic approach excludes this source of random noise and thus allows us to focus in our computational experiments exclusively on effects of variation in \( f \).

2.3. Aggregate outcome measures

The main claims of the theory of faultlines address two relationships: First the relationship between faultline strength and the level of consensus in the team, and second the relationship between faultline strength and the degree to which divisions in opinions are associated with demographical divisions in the team. To assess whether our model can reproduce these relationships, we devise four different outcome measures. The measure \( \text{opinion diversity} \) captures the number of different positions in the flexible attributes (opinions) represented in the team. \( \text{Opinion variance} \) indicates the average distance between the opinions of different agents. \( \text{Polarization} \) measures the degree to which the team falls apart into a small number of opposed factions who hold maximally different opinions on all dimensions of the opinion space. Finally, we measure the degree to which differences in fixed (demographic) and flexible (opinion) attributes of agents are associated with each other with the outcome measure attribute-opinion covariance, \( \text{cov}(\text{fix}; \text{flex}) \).

\( \text{Opinion diversity} \) is based on a count of the number of different opinion vectors present in the group as a whole, where only flexible attributes are taken into account. For normalization, we divide this number by the group size \( N \). Moreover, to express that perfect unity corresponds to no diversity whatsoever, we set \( \text{opinion diversity} = 0 \) if there is perfect consensus.\(^3\) Hence, \( 0 \leq \text{opinion diversity} \leq 1 \). We consider the opinion vectors of two agents as different from each other if their flexible attributes \( a^\text{flex}_k \) differ in at least one dimension \( k \) by a magnitude of 0.001 or more. Clearly, both a group with high consensus and a group with perfect polarization will exhibit low \( \text{opinion diversity} \). Perfect consensus implies that all agents share the same vector of opinions \( \text{(opinion diversity} = \text{zero)} \), whereas perfect polarization implies that there are exactly two maximally different factions in the opinion space \( \text{(opinion diversity} = 2/N) \).

\( \text{Opinion variance} \) captures a different aspect of consensus than \( \text{opinion diversity} \). \( \text{Opinion diversity} \) can be high if each agent holds an opinion vector that differs only slightly from that of every other agent, and it can be low if the number of different vectors is small, but the distance between opinions is large, as in the case of perfect polarization. To also represent the magnitude of opinion distances in an outcome measure, we compute \( \text{opinion variance} \) as the average standard deviation of opinions across all \( K \) dimensions of the opinion space. In the case of perfect consensus, we obtain \( \text{opinion variance} = 0 \), and in the case of perfect polarization with two equally large maximally opposed subgroups we measure \( \text{opinion variance} = 1 \), the highest value we ever obtained.\(^4\) However, a high level of \( \text{opinion variance} \) does not necessarily indicate that the group polarizes in the opinion space. High \( \text{opinion variance} \) may occur if agents strongly differ from each other in all dimensions of the opinion space, but these differences are not correlated across dimensions. In that case, the group is not polarized because it is impossible to separate the group into a small number of subsets such that agents

\(^3\) This implies that diversity values do not vary in a continuous interval, but there is a gap between 0 and \( 2/N \). However, this discontinuity is hardly discernible in the results presented below and it does not affect the qualitative interpretation of the measure. We are grateful to J. Richard Harrison for proposing as a better solution diversity = \( (\text{number of vectors} - 1)/N(N - 1) \), which we will use in future studies.

\(^4\) In this case, the average opinion in all dimensions is zero. Moreover, in all dimensions half of the group adopts an extreme opinion at +1 and the other half of the group does so at −1. Hence, on average the distance from the mean amounts to +1 in all dimensions, yielding the result of \( \text{variance} = 1 \).
maximally agree with each other on all dimensions simultaneously within their subset and disagree on all dimensions with those outside of their subset.

Our measure of polarization captures the degree to which the group can be separated into a small set of factions who are mutually antagonistic in the opinion space and have maximal internal agreement. To compute polarization, we use the variance of pairwise agreement across all pairs of agents in the population, where agreement is ranging between $-1$ (total disagreement) and $+1$ (full agreement), measured as one minus the average distance of opinions (averaged across all $K$ subdimensions). This measure obviously adopts its lowest level of zero for the case of perfect consensus. The maximum level of polarization ($polarization = 1$) is obtained when the population is equally divided between the opposite ends of the opinion scale at $-1$ and $+1$ and all opinion dimensions are perfectly correlated. With uniformly distributed opinions, the polarization measure yields approximately $0.22$ for $K = 1$.

Opinion diversity, opinion variance and polarization allow us to characterize the degree to which there is polarization or consensus in the opinion distribution of a team. But these measures give no insight into the relationship between demographic differences and differences in opinions. To test this relationship, we compute the attribute-opinion covariance, $\text{cov}(\text{fix}; \text{flex})$. Technically, this index is computed as the covariance between the vector of pairwise demographic dissimilarities and the pairwise opinion dissimilarities, where we computed for every pair of actors $i$ and $j$ the dissimilarity measures $\Delta_{i,j}^{\text{fix}}$ and $\Delta_{i,j}^{\text{flex}}$, as given by Eqs. (4a) and (4b).

\[
\Delta_{i,j}^{\text{fix}} = \frac{1}{D} \sum_{d=1}^{D} |a_{id}^{\text{fix}} - a_{jd}^{\text{fix}}| \quad (4a)
\]

\[
\Delta_{i,j}^{\text{flex}} = \frac{1}{K} \sum_{k=1}^{K} |a_{ik}^{\text{flex}} - a_{jk}^{\text{flex}}| \quad (4b)
\]

Thus $\text{cov}(\text{fix}; \text{flex})$ is calculated as given by Eq. (5).

\[
\text{cov}(\text{fix}, \text{flex}) = \frac{\sum_{j\neq i} \left( \left( \Delta_{ij}^{\text{fix}} - \bar{\Delta}_{ij}^{\text{fix}} \right) \left( \Delta_{ij}^{\text{flex}} - \bar{\Delta}_{ij}^{\text{flex}} \right) \right)}{N(N-1)} \quad (5)
\]

3. Results of the computational experiments

The objective of the computer experiments is to test whether the dynamics of our model are consistent with Lau and Murnighan’s [23] informal reasoning. More precisely, we devise a fixed work team scenario and conduct ceteris paribus replications of the group dynamics that our model generates for different levels of faultline strength under the given scenario. The stylized regularity our model should produce in this set of experiments is a clear-cut negative relationship between the average level of consensus in the opinion distribution and the strength of demographic faultlines, $f$. More in particular, we wish to test whether the model generates both less often consensus and more often polarization as $f$ increases. A second regularity that follows from the theory of faultline effects and that we want to test is an increasing association of opinion divisions with demographic divisions as faultlines become stronger. In other words, the stronger the demographic faultlines, the clearer we expect subgroup splits in the opinion distribution to reflect the distribution of demographic attributes.

In the experiments we use the following parameter settings. With regard to group size, we assume $N = 20$, a size that is not too big to be unrealistic for a work team, but also large enough to allow for a sufficiently fine-grained variation in the strength of demographic faultlines (cf. Table 1). Furthermore, we assume that there are three salient demographic (fixed) attributes ($D = 3$). As Table 1 shows, the combination of 20 agents and 3 fixed attributes allows sufficient variation in the correlations between the fixed attributes of team members. Values for the demographic attributes are assigned to agents as shown in Table 1, imposed by the data set

---

5 To see this: In 50% of all dyads the agreement is 1 (indicating maximal agreement), in 50% it is $-1$ (indicating maximal disagreement). The average level of agreement is zero and the average distance between the agreement in a particular dyad and the average level of agreement, i.e. the variance, yields $polarization = 1$. 

we generated for the corresponding level of faultline strength \( f \). For the number of flexible attributes (opinions), we choose \( K = 4 \). This is the smallest number that makes for \( D = 3 \) polarization under strong faultlines not trivial, because with \( K = 4 \) and \( D = 3 \) (or, more generally, \( K > D \)) it is still possible that two agents who maximally differ in all three demographic dimensions can have a positive relationship if they have sufficiently similar opinions. At the same time, this setting makes it hard to avoid polarization in a group with maximal faultline strength. Furthermore we assumed that initially (at the outset of \( t = 1 \)) all opinions of all agents are randomly drawn from a uniform distribution with full coverage of the entire opinion interval and with statistically independent dimensions of the opinion space. As a consequence, initial opinions are also statistically independent from demographic attributes, which implies that the expected initial attribute-opinion covariance is zero. After initial opinions have been assigned, initial weights are computed on basis of overall similarity (see Eq. (2)).

To illustrate how variation in faultline strength affects the model dynamics, we show first two typical simulation runs obtained for a setting with low faultline strength (\( r = 0.2 \)) and high faultline strength (\( r = 0.8 \)), respectively. Fig. 1 charts for both settings the dynamics of the four outcome measures for the first 120 iterations.

Fig. 1 shows dramatically different outcomes for the two different levels of faultline strength. In the weak faultline case, the simulated group quickly moves towards perfect consensus, as indicated by the rapid decline of opinion diversity and opinion variance, as well as polarization, from the levels given by the initial random distribution down to the theoretical minimum level of zero for all three outcome measures. The graph also shows that from the outset there is no (actually even a slightly negative) association between differences in opinions and demographic differences (see \( \text{cov}(\text{fix}; \text{flex}) \)). In the strong faultline case, it takes about 60 iterations until the group has moved from the random initial opinion distribution towards perfect polarization into two maximally opposed factions. Moreover, opinion divisions and demographic divisions align almost perfectly in this case, as indicated by a level of \( \text{cov}(\text{fix}; \text{flex}) = 0.8 \) obtained after about 60 iterations.

The explanation for the differences shown by Fig. 1 can be readily derived from our model assumptions. In the weak faultline scenario, demographic attributes are almost perfectly uncorrelated with each other. Hence, there are only very few pairs of agents who maximally differ on all three demographic dimensions. This makes it unlikely that negative ties \( (w_{ij} < 0) \) arise in the initial configuration. In addition, if some negative ties arise,
then they will most likely be between agents who are, in turn, embedded into a large number of positive ties with the same colleagues. As a consequence, positive social influence prevails and rejection hardly ever occurs in the social interactions between agents. If some agents are “pushed” to reject some enemies’ opinions, then they are at the same time “pulled in” by many more friends so that the net change of their opinion is more likely towards the group average than towards the extreme ends of the opinion scale. A similar reasoning explains why the outcome for the strong faultline case is so different. In the strong faultline case, demographic differences are maximal within a large fraction of the dyads in the team. In these dyads only relatively small opinion differences in the initial configuration suffice to generate a negative relationship between the interactants. Moreover, these negative relationships tend to segregate the two major subgroups in demographic space so that most agents have the same enemies than their friends have. This entails a quick self reinforcing dynamic towards opinion polarization. Most agents move towards whatever is the current average opinion profile in their (demographic) in-group and they distance themselves from whatever is the current average opinion profile in the (demographic) out-group. The result is a coordinated movement of all agents that soon leads to convergence of their opinions on two opposite poles that align with the demographic faultline in the group.

To provide a more detailed representation of the micro level dynamics, we modified the initial conditions such that simultaneous changes of all opinions of all agents can be graphically illustrated. For clarity of the illustration, we assume only one fixed attribute \( D = 1 \) along which the group splits into two equally large subgroups with values \(-1\) and \(+1\) respectively. This corresponds to a situation with more than one demographic attributes and a maximally strong faultline. To retain the condition that an emergent opinion polarization is not trivial \( K > D \), we use the smallest number of opinions larger than one that allows an easily interpretable graphic representation, \( K = 2 \). Fig. 2 shows the change of the four outcome measures for a typical run under this parameter constellation. As Fig. 2 shows, the dynamics are very similar to those we find with more demographic attributes and a strong faultline (right part of Fig. 1). Opinion diversity decreases and finally takes the value \(0.1\), indicating that at the end of the simulation run there are only two different opinion vectors left in the team. All other outcome measures approach relatively fast the maximal value \(1\). This shows that members of the two subgroups hold maximally different values on the two opinion dimensions and that the two subgroups also differ in the demographic attribute. The maximal level of \( \text{cov}(\text{fix, flex}) \) in particular indicates that the demographic attribute and the opinions are perfectly correlated at the end of the process.

Fig. 3 gives insight into the micro dynamics of the simulation run reported in Fig. 2. It shows scatter plots of the distribution of opinions in the two dimensional opinion space. The circles and crosses indicate the
demographic attribute of the respective team member – thus there are 10 circles and 10 crosses. We labelled two agents (A and B) with different demographic attribute to highlight their opinion changes. The top left scatter plot shows the initial randomly assigned opinion distribution. In the early phase of the team process some of the agents approach more moderate opinions (see also the slight decline of opinion variance in the first iterations reported in Fig. 2). For example agent B, who initially held quite extreme opinions on both dimensions, holds less extreme opinions in iterations 10 and 20 than in the initial condition. The reason is that in the initial condition, agent B has some overlap with many of the other team members, most of whom hold opinion positions relatively close to the center. As a consequence, agent B has positive relations to most of these other group members. Agent B thus experiences initially positive influence by others and becomes more similar to these others. Because B initially holds relatively extreme opinions, he also becomes more moderate in the process.

However there are also some agents who either keep their extreme positions or develop even more extreme opinions (see the two circles next to B and the crosses with positive values at opinion one and negative values at opinion two in the initial opinion distribution). Those agents are negatively influenced by relatively many others who are dissimilar with respect to both the demographic attribute and the opinions (heterophobia). As a consequence, they approach opinions that differ from the opinions of those actors (rejection). That is, their opinions become more extreme. Subsequently, emergent “extremists” pull those team members who are relatively similar to them also to the extremes.

From iteration 20 on the developing subgroup split becomes obvious. While the circles tend to hold a negative value at opinion one and a positive at opinion two, the crosses tend to hold positive values at opinion one and negative values at opinion two. As a consequence the team members have positive relationships to demographically similar actors and dislike dissimilar team members. This leads to further increasing opinion differences. From iteration 50 on all circles hold negative values at opinion one and negative values at opinions two. The crosses hold opinions with opposing signs. At about iteration 80 equilibrium is reached. The team is now perfectly polarized.

Fig. 3. Development of the opinion distribution for typical simulation run. N = 20, D = 1, K = 2.
Fig. 3 also shows that agents after some time align on the diagonal of the opinion space. The reason is that agents update their opinions separately per dimension by taking the mean of opinion differences of all team members on this dimension (see Eq. (1)). At the same time, the more similar are the opinions of two agents across all dimensions, the more these agents like each other (see Eq. (2)) and the stronger is their influence on each other (see \( w_{ij} \) Eq. (1)). Hence on both dimensions of the opinion space agents tend to adopt opinions that align the distance of their opinion to the group profile on the focal dimension with their overall relational weights vis a vis the other group members. For example, “circle agents” who are relatively close to the extreme opinion vector \((-1, +1)\) are highly likely to have negative relations to most “cross agents” and will thus in both opinion dimensions move away from the average opinion of all “cross agents” and move towards the average opinion of their fellow circle agents. Less extreme circle agents will distance themselves only from a smaller fraction of the population and thus are more likely to hold – at least temporarily – opinions closer to the centre. As this happens on both opinion dimensions, agents will in both dimension adopt about the same distance from the average group profile, which results in a gradual move towards the diagonal of the opinion space. Which of the two diagonals of the two dimensional opinions space the actors coordinate on depends on how the opinions are distributed initially. In the run shown in Fig. 3 most actors initially hold opinion combinations in the second and fourth quadrant of the opinions space. Accordingly the actors coordinate on the diagonal that is located in these two quadrants. We also found numerous runs where actors coordinated on the other diagonal of the opinion space.

We chose the simple case of \( D = 1 \) and \( K = 2 \) only for sake of illustration. For statistical reliability, we conducted a large number of replications of the first computational experiment (with three demographic and four opinion dimensions, i.e. \( D = 3, K = 4 \)) and varied faultline strength across the entire interval between \( r = 0 \) and \( r = 1.0 \) in steps of 0.2. Fig. 4 reports the average of the outcome measures we obtained after iteration 1000, over 500 replications per condition. We do not report opinion diversity in Fig. 4, because for all levels of faultline strength, final states are almost always either perfectly polarized or exhibit perfect consensus so that the variation of opinion diversity across conditions is extremely small. A detailed representation of the opinion distributions for all conditions is given in Fig. 5.

Fig. 4 clearly confirms that our model generates the stylized regularities predicted by Lau and Murnighan’s theory of faultlines. All three outcome measures consistently increase with higher levels of faultline strength.
More specifically, the average outcomes of almost zero for opinion variance, polarization and $\text{cov}(\text{fix}; \text{flex})$ when demographic dimensions are entirely unrelated ($r = 0$) indicate that virtually all simulated groups have reached almost perfect consensus in this condition. By contrast, with maximal faultline strength ($r = 1.0$) groups almost always polarize maximally, as indicated by an average polarization and an average opinion variance at the same level. The correspondingly high value of $\text{cov}(\text{fix}; \text{flex})$ in this condition shows that it is the demographic faultline along which the group also splits in the opinion space. The consistent increase of the outcome in between these two extremes shows that – for the given set of conditions ($N = 20, D = 3, K = 4$) – our model clearly implies that higher faultline strength is associated with less consensus, more polarization and a stronger association between demographic and attitudinal differences, as predicted by Lau and Murnighan’s theory.

Fig. 4 shows that faultline strength affects the average outcome measures in the expected way, but it gives no insight into the distribution of qualitatively different end states that occur in the population of groups that were simulated under the same condition. Fig. 5 shows this distribution. The figure charts for six different levels of faultline strength the relative frequencies of the polarization index generated across the 500 groups simulated under the corresponding condition.

Fig. 5 reveals that model dynamics almost always converge on one of two extreme outcomes, perfect consensus ($\text{polarization} < 0.02$) or perfect polarization ($\text{polarization} > 0.98$). This shows that the gradual shift of average outcome measures reported in Fig. 4 for increasing faultline strength is mainly generated by a shift of the distribution between these two extremes. At $r = 0$, about 98% of all replications generated perfect consensus, while at $r = 1.0$ perfect polarization was obtained for roughly 89% of the sample. The most balanced distribution arises at a faultline strength of $r = 0.8$, where about 37% of the runs yielded consensus and the remaining 63% produced polarization. The explanation for this result is that perfect consensus and perfect polarization both constitute robust equilibria of the system. Once perfect consensus is reached, no group member is pushed or pulled to change any of her opinions and all weights are at their maximum value of $+1$. In a similar vein, once perfect polarization is reached, all “friends” with equal opinions reinforce an agent to stay the course, but so do all the enemies with maximally different opinions. Both outcomes are equilibria independently of the distribution of demographic variables that we simulated, because with some appropriate distribution of the four flexible attributes it is always possible to either impose positive ties between all dyads (consensus) or split the group into two subgroups where all in-group ties are positive and all out-group ties are negative. Moreover, these equilibria are not the only possible equilibria. In principle, multiplex equilibria...
can also arise in which more than two different subgroups form in the opinion space such that the overall pattern of relationships and opinions is exactly balanced so that “push” and “pull” forces exerted upon agents’ opinion from different groups of friends and enemies exactly neutralize each other (cf. [26]).

While perfect consensus, perfect polarization and multiplex opinion distribution can all be equilibrium outcomes under all simulated conditions, the level of faultline strength strongly affects the likelihood that a particular one of the possible equilibria is reached by the dynamics of the system. To begin with, the complexity of the coordination of moves that is needed to obtain a multiplex equilibrium is very high and thus it is under all conditions quite unlikely that the model generates a multiplex outcome from a random start. This is consistent with the extremely low frequency of multiplex outcomes in the final states of the simulation as reported in Fig. 5 (see the cases with a final polarization value higher than 0.2 and smaller than 0.98) of at most a few percent of all replications conducted. Beyond this, the stronger the faultline, the “easier” it is for a group to coordinate on a sequence of interactions that end up in perfect polarization, because stronger faultlines come with more negative ties and a higher alignment of negative ties with demographic subgroup boundaries. Conversely, the weaker the faultline, the more likely it is that there is a sufficiently large concentration of positive ties to let all agents move towards a consensus in the opinion space.

4. Summary and discussion

We modeled in this paper the effects of demographic faultlines on team performance. Lau and Murnighan’s theory suggests that the stronger a team’s demographic faultline is, the less cohesive the team will be and the less likely will the team therefore be able to find a consensus with regard to work related opinions. As a consequence, teams with a strong demographic faultline tend to perform poorly. However, Lau and Murnighan’s reasoning is not sufficiently explicit to allow a detailed theoretical analysis of the conditions under which these effects may occur. The aim of our paper was to provide an explication of the theory in terms of a formal computational model. Our model is based on four fundamental social mechanisms, homophily, heterophobia, social influence and rejection. We found that the model generates results that are consistent with Lau and Murnighan’s faultline theory. Our computational experiments show that the stronger the demographic faultline in a group the more likely will the group split up into subgroups (ceteris paribus). In this event, members of different subgroups hold opposing opinions, differ in their demographic attributes and do not like each other.

This paper focused on Lau and Murnighan’s hypothesis that demographic faultlines affect the chance that work teams reach consensus on work related opinions. However we neglected their proposition that demographic diversity has no direct effects on opinion dynamics. In all experiments reported here we kept diversity maximal (50/50 distributions of all demographic attributes) and only varied the strength of the faultline. It turned out that if there was no faultline or the faultline was very weak then most teams reached consensus although diversity was maximal. This indicates that also Lau and Murnighan’s proposition about the effects of demographic diversity is in line with our model. However future research should also study our model’s predictions if the demographic diversity is varied.

Future research should furthermore focus on the mechanisms that produce opinion polarization. As we argued above it is not possible to explain opinion polarization by using the homophily and social influence mechanisms alone. Further assumptions, like Axelrod’s assumption of cultural specification, have to be included into the model. In Lau and Murnighan’s reasoning opinion polarization becomes possible because an initial correlation between the demographic variables and the opinions is assumed. The mechanism that Lau and Murnighan seem to assume is that due to homophily, demographically similar actors tend to interact. If demographic attributes and opinions correlate then interacting agents tend to agree in opinions. Once they exchange different arguments for the same opinions, their opinions become even more extreme. As a consequence, the difference between the opinions of the demographic subgroups increases and perfect polarization becomes possible. Without the assumption of the initial correlation between demographic attributes and opinions, there is no reason to assume initial agreement of interaction partners. But then the theory does not also imply that the exchange of arguments will render interaction partners more extreme in their opinions. Instead, the prediction would be that actors tend to adopt more moderate opinions. Thus, with Lau and Murnighan’s
original mechanism, the effect of strong demographic faultlines on opinion polarization is hard to explain without the assumption that demographic attributes already split the group to some extent in the first place.

In our model, on the other hand, the two negative mechanisms of heterophobia and rejection are sufficient to generate an effect of faultline strength on opinion polarization. Why did we decide not to use the Lau and Murnighan way of explaining polarization? The main argument is that the assumption of correlating demographic attributes and opinions should not be used to explain the effects of faultline strength on opinion polarization because then one includes the explanandum already in the explanans. What we try to explain is that the strength of the demographic faultline leads to opinion polarization along this faultline. If we already assume in the model that demographic attributes are correlated with the opinions then it is not surprising that the model predicts exactly this as an outcome. Hence, we argue that the assumption of an initial positive correlation between demographic attributes and opinions should be avoided in this context. However, our argument is purely theoretical. We do not claim that the dynamics that Lau and Murnighan describe do not occur in real work teams. This remains an empirical question.

The main advantage of a formal model is that it facilitates the deduction of new hypotheses. We believe that in future research our model can be used to generate new theoretical propositions about the conditions under which faultline effects may occur. One example is the possible proposition that not only faultlines in the distribution of demographic attributes, but also faultlines in the distribution of initial opinions, or a combination of both may affect the chances that a group split emerges. Our model suggests that an initial tendency of the group to fall apart into a small number of opposed subgroup in terms of opinions may set off a self-reinforcing dynamic in which eventually group polarization prevails even when there may not be a strong demographic faultline. Another interesting possible implication is that the effects of faultline strength depend on the timing of contacts, that is on who is when brought in contact with whom.

The key reason why we expect the timing of contacts to be important is the inherent path dependence of the dynamics of social interactions between team members. For example, early contacts between group members who are strongly dissimilar both in terms of their opinions and their demographic characteristics may trigger negative and hostile interactions between the interactants. This, in turn, may lead them to adopt extreme positions on some issues. If these “radicalized” actors interact subsequently with demographically similar “friends”, this may entail “bandwagon dynamics” in which the friends of the early conflict partners are socially influenced to adopt similarly extreme positions. The stronger the demographic faultlines, the more such a dynamic would project the demographic faultline onto an emergent faultline in the opinion space, with the result that communication between team members and thus group cohesion and team performance may severely suffer. Clearly, this downward spiral might be avoided when contacts between team members are arranged in such a way that opposed “extremists” are initially isolated from each other and are instead exposed to interactions with demographically similar in-group members who are more moderate in their opinions. Then, the likely consequence is that initial extremists also become more moderate and initial moderates from different demographic subgroups move towards each other in the opinion space.

In a nutshell this leads to the somewhat counterintuitive prediction that cohesion in teams with a strong faultline can be increased if the team is first separated into two demographically homogeneous subgroups and only later merged. We suggest that future research should focus on the timing of contacts because this may give managers a handle to temper the negative effects of demographic faultlines on team cohesion and performance. We believe that the model we have proposed in this paper is a useful theoretical tool to explore this possibility.
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