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ABSTRACT

One of the best-established area within multi-omics is proteogenomics, whereby the underpinning technologies are next-generation sequencing (NGS) and mass spectrometry (MS). Proteogenomics has contributed significantly to genome (re)-annotation, whereby novel coding sequences (CDS) are identified and confirmed. By incorporating in-silico translated genome variants in protein database, single amino acid variants (SAAV) and splice proteoforms can be identified and quantified at peptide level. The application of proteogenomics in cancer research potentially enables the identification of patient-specific proteoforms, as well as the association of the efficacy or resistance of cancer therapy to different mutations. Here, we discuss how NGS/TGS data are analyzed and incorporated into the proteogenomic framework. These sequence data mainly originate from whole genome sequencing (WGS), whole exome sequencing (WES) and RNA-Seq. We explain two major strategies for sequence analysis i.e., de novo assembly and reads mapping, followed by construction of customized protein databases using such data. Besides, we also elaborate on the procedures of spectrum to peptide sequence matching in proteogenomics, and the relationship between database size on the false discovery rate (FDR). Finally, we discuss the latest development in proteogenomics-assisted precision oncology and also challenges and opportunities in proteogenomics research.

1. Introduction

Although mass spectrometry (MS)-based proteomics is closely linked to genomics, these two disciplines have remained in relative isolation. It is not until recently that the breaking down of the silos took place, and the fusion of proteomics with genomics contributed to an emerging field called "proteogenomics" [1,2]. With proteogenomics, biologists have produced insightful research that can neither be achieved by genomics or proteomics alone. Among these, the best-documented contribution of proteogenomics lies in the annotation of newly sequenced non-model organisms [3]. Besides, proteogenomics is applied in genome re-annotation whereby it has helped to correct misannotated genes [4], and to detect novel coding sequences (CDS) previously thought to be non-coding; such as pseudogenes, short open reading frames (sORFs) and other non-coding RNA genes [5,6]. Apart from that, it has assisted in unraveling the undiscovered protein counterparts of annotated genes, the so-named “missing proteins” [7]. Importantly, by incorporating in-silico translated coding variants in protein FASTAs, single amino acid variants (SAAV), post-transcriptional modifications and splice proteoforms [8–10]; in addition to products of alternative frames of translation initiation and termination can be identified and quantified at peptide level [11,12].

Precision medicine is frequently associated with genomic approaches. Notably, in precision oncology, clinical sequencing has led to cancer genomics whereby genome sequence data are not only used for diagnosis, prognosis, management and stratification of patients based on cancer sub-types; but also for guiding the selection of appropriate therapeutic regimes, as well as the development of new combinatorial and molecular targeted therapies [13]. However, it was documented that not all cancer patients responded to targeted therapies that are...
tailed based on individual tumor genome profile [14]. Furthermore, genomics alone does not fully connect genotypes to disease phenotypes, as it cannot relate to protein modification, signaling pathways and the microbiome [15]. Thus mutational profiles of tumors cannot fully explain or predict patient outcomes. It is precisely at this juncture that proteogenomics can play a role in precision medicine and clinical diagnostics. By combining proteomics with genomics, the following issues can potentially be addressed: (i) the validation of whether novel, cancer-specific mutations are translated into proteins, (ii) the poor correlation of mRNA abundance to protein abundance, and (iii) the identification and quantification of post-translational modifications that are known to involve in cancer development.

2. Next-generation sequencing (NGS)

Lying at the upstream of proteogenomics are next-generation sequencing (NGS) technologies. NGS is performed to decipher the genomes and the transcriptomes, two major data modalities in proteogenomics; but has since been expanded to the epigenomes, transcription factor-bound or ribosome-bound transcripts and 3D chromosomal landscape. To decipher the genomes, whole genome sequencing (WGS) is used to sequence the total DNA content; so that the context and complexity of genomic alterations including point mutations, insertion–deletion mutations (INDELs) and copy number variations (CNVs) can be identified [16]. Whereas, in whole exome sequencing (WES), only protein-coding exonic sequences are sequenced, as only the exonic fragments are enriched before sequencing [17]. As for the transcriptomes, RNA-Seq sequences allows the detection of co/post-transcriptional modifications, such as alternative spliced variants (ASVs), RNA editing and fusion transcripts; as well as the quantification of gene expression levels [18].

3. Analysis of NGS data

Post sequencing and data quality control, two major strategies are applied for analyzing genome data: (i) de novo assembly or (ii) alignment (reads mapping). In strategy (i), NGS reads are assembled into longer sequences without the aid of a pre-existing reference [19]. Once fully assembled genomes become available, a reference genome can be built from one or multiple of these genomes, taking into consideration the complexity and heterozygosity of multiple genomes such as the presence of SNPs, INDELs, and copy number variations (CNVs). Once a reference genome is available, it can serve as a template for the second strategy, against which sequencing reads are mapped.

3.1. De novo assembly of genome or transcriptome sequences

De novo assembly of genome data is performed using “de novo sequence assemblers”. At present, most de novo assemblers, such as SPAdes [20] and Velvet [21] perform well on bacteria and smaller eukaryotic genomes but are challenged when assembling larger ones. These challenges arise mainly from repeats, gene duplications and sequencing errors that cause high error rates and imprecise assembly. Recently, third-generation sequencing (TGS) has increasingly been applied to generate reference genomes for small-to moderate-sized genome (< 1 Gbp). Nevertheless, generating sufficient coverage for larger genomes is still expensive, and therefore a hybrid approach that combine NGS and TGS is used. There are two main types of hybrid assemblies: (i) the assembly of long reads corrected with the support of short reads [22,23], and (ii) the contig assembly by short reads and the scaffolding by long reads [24–27]. Fig. 1 provides a schematic summary of the NGS data analysis workflow.

RNA-Seq data can also be de novo assembled into a transcriptome. However, sequence assemblers that are used for WGS data are not applicable in transcriptome assembly [28]. This is due to the varying sequencing depth of transcripts depending on the level of expression, and the fact that highly abundant transcripts harbor many discrepant bases, resulting in problems when determining sequencing errors. Additionally, RNAseq can be strand-specific, besides sharing of exons from the same gene by spliced variants can be difficult to resolve. To counter challenges in de novo transcriptome assembly, a number of de novo transcriptome assemblers have been made available, such as Velvet [21], Mira [29] Trans-AbySS [30], Trinity [31], Oases [32] and SOAPdenovo-Trans [33]. Generally, these “assemblers” are based on either the “overlap graph” algorithm or the “De-Bruijn graph” algorithm [34]. Reference transcriptomes that are constructed can then be used translated in silico into protein FASTA database for querying MS-based proteomics data. This strategy is referred to as “proteomics informed by transcriptomics” (PIT) [35].

3.2. Gene prediction

For a newly-sequenced and assembled genome, gene prediction (gene finding) is performed to identify regions that encode protein-coding genes and other functional elements within an assembled genome. Identification of coding sequences is an essential step for the construction of a protein FASTA for proteogenomics study. Methodology-wise, algorithms for gene predictions perform gene discovery based mainly on (i) sequence similarity search and (ii) ab initio gene prediction.

In the first method, similarity in gene sequences is discovered by comparing a query sequence against expressed sequence tags (ESTs), gene sequences, proteins or other genomes. Sequence similarities between certain regions are used to interpret gene structure or the functions of the region. The software used in this approach are the BLAST family of programs including DIAMOND [36] and BLAT [37]. While gene prediction for prokaryotes is less complicated due to the higher gene similarity and the absence of introns, gene discovery in eukaryotes is complicated by introns that interrupt open reading frames (ORFs).

On the other hand, ab initio methods rely on signal and content sensors [38]. Signal sensors refer to short sequence motifs, such as splice sites, branch points, poly-pyrimidine tracts, start and stop codons. Exon detection must rely on the content sensors, which refer to the patterns of codon usage that are unique to a species and allow coding sequences to be distinguished from the surrounding non-coding sequences by statistical detection algorithms. Notable programs in this category includes Hidden Markov Model (HMM) [39].

3.3. Alignment (reads mapping) of genome and transcriptome sequences

WGS and WES are also used to re-sequence organisms with pre-existing reference genomes. These efforts serve to identify and distinguish a variety of genomic variants of an organism against the reference. The process of mapping NGS reads against a reference genome is called alignment. The alignment process starts with the selection of an appropriate reference genome or a pre-existing assembly. The selected reference genome provides well-annotated gene models to guide the alignment process. Widely-used software tools for alignment are SOAP2 [40], BWA [41] and Bowtie2 [42] that generate alignment results in the SAM or BAM formats [43], which require some degree of pre-processing before variant calling.

3.4. Variant calling and annotation

Variant calling aims to identify genomic variants from sequence data that is compared against the reference genomes. The majority of genomic variants are SNVs and small INDELs, that underlie most genetic diseases and the results are summarized in the Variant Call Format (VCF) file [44]. The variant quality scores for SNPs and INDELs are then recalibrated separately with their recalibrated quality scores (VQSLOD) based on known/true variants that are available in the public domains.

Subsequently, variant annotation is performed to predict the effects
of DNA variants based on existing information. Variants can be annotated using ANNOVAR [45] based on 3 categories, i.e. (a) gene-based annotation, (b) region-based annotation and (c) filter-based annotation. In gene-based annotation, variants that affect known genes are identified by inferring the following information: (i) whether the variant is exonic, intronic, affects splicing, located at 3′-untranslated region (UTR) or 5′-UTR, or intergenic; (ii) what functional roles the variant has on protein coding capacity i.e. synonymous, non-synonymous, frameshift or insertion/deletion; and finally (iii) which transcripts are affected and what changes occur in the corresponding amino acids residues. Meanwhile, region-based annotation is useful for identifying whether the variants overlap with a certain regions of interest, such as conserved genomic elements [46], cytogenetic bands, miRNA target sites [47] and Encycopedia of DNA Elements (ENCODE)-annotated regions [48]. Finally, filter-based annotation helps to annotate and filter variants based on certain criteria such as (i) the alternative allele frequency for variants in the 1000 Genomes Project [49], (ii) the US National Institutes of Health-National Heart, Lung, and Blood Institute (NIH-NHLBI) ESP6500 exome-sequencing project [50], (iii) phylogenetic conservation or effect on protein 3D structure using SIFT [51] and PolyPhen [52] tools that score non-synonymous variants; and (iv) identifying the presence or absence of a variant in the dbSNP database.

RNA-Seq data can also be mapped onto reference genomes. However, since mature transcripts consist of exonic sequences that are spliced together, the transcript structures are therefore non-contiguous. Consequently, mapping them to the reference genomes requires specialized software that are capable of identifying exon-exon spliced junctions, such as STAR [53] or HISAT [54] that consider transcripts that define intron/exon boundaries. Alignment of RNA-Seq data potentially reveals co/post-transcriptionally modified transcripts such as spliced junctions, RNA edits, as well as alternative events of transcription initiation and poly-adenylation.

4. Mass spectrometry-based proteomics

4.1. Sample preparation

The second component for proteogenomics is bottom-up proteomics. Although a number of MS data acquisition strategies exist in bottom-up proteomics, all these strategies invariably involve similar sample preparation procedures encompassing (i) sample lysis and protein extraction, (ii) proteolytic digestion and optionally (iii) peptide fractionation. To extract proteins from cells or tissues, the integrity of biological samples is first disrupted with sonication or homogenization, followed by the solubilization of proteins with a mixture containing detergents (such as SDS, NP40 or Triton-X 100), chaotropes (urea or thiourea) and reducing agents (β-mercaptoethanol or DTT). Whereas, protease inhibitors and phosphatase inhibitors are included to avoid
proteolysis and de-phosphorylation.

Next, solubilized proteins are digested with trypsin to produce peptides that are amenable to MS. Nonetheless, trypsin comes with a number of pitfalls that prevent the full sequence coverage of proteins. Consequently, alternative proteases such as LysN, GluC, AspN, or chymotrypsin are used and it has been demonstrated to provide a good complement for proteomics analysis [55,56]. Another challenge in bottom-up proteomics arises from the complexity and dynamic range of peptide mixtures. To be able to detect peptides within the limit of detection and loading capacity of mass analyzers, peptide mixtures can be fractionated with chromatographic techniques such as ion-exchange (IXE) chromatography, reverse phase chromatography, hydrophilic interaction liquid chromatography (HILIC), or in-solution isoelectric focusing [57].

4.2. Mass spectrometry analysis

Among the MS data acquisition strategies used for bottom-up proteomics, the most popular is shotgun proteomics. Shotgun proteomics comprises experiments in which both the identities of target proteins and their amino acid sequences are not known beforehand. This approach is often associated with data dependent acquisition (DDA) scheme [58]. This MS acquisition mode first performs a survey scan of precursor ions eluting from the LC, generating a list of m/z ratios and intensities for detected parent (peptide) ions. Subsequently, the instrument selects a parent ion from the list, isolates and fragmentats it; and the resulting daughter ions are measured at the MS2 scan. Typically, fixed number of MS2 scans (for example 10) are performed following one survey scan; and the selection of parent ions is based on pre-determined rules (for example in the order of decreasing signal intensity), often with dynamic exclusion. As such, shotgun experiments are capable of sequencing of large number of peptides, albeit at the expense of run-to-run reproducibility of peptide identification and precision of quantification. Hence, shotgun experiments are ideal for screening and exploratory purpose.

In contrast to the discovery nature of shotgun proteomics, targeted proteomics is applied primarily for testing hypotheses for a subset of a priori target proteins [59,60]. It aims to quantify a selected set of proteotypic peptides, which uniquely represent target proteins or protein isoforms of interest, and this set of target proteins can be derived either from genomics, transcriptomics or shotgun proteomics studies. Targeted proteomics mainly adopts the selected reaction monitoring (SRM) method and is typically performed with triple quadrupole MS instruments [61]. An SRM assay monitors a targeted peptide not only by its chromatographic retention time, but more specifically the transitions, i.e. the selected precursor/fragment ion pairs [62], rendering the assay highly specific. In the SRM mode, the Q1 quadrupole mass analyzer of the MS first isolates a specific peptide precursor ion with a narrow isolation window. The isolated peptide precursor is subsequently fragmented in the collision cell (Q2); followed by the monitoring of one of the resulting daughter ions by the third quadrupole (Q3) which is set to filter a certain m/z ratio. Effectively, an SRM assay monitors three to five fragment ions per peptide to establish the identity and quantity of the peptide of interest. Due to the double filtering at Q1 and Q3, SRM has improved sensitivity and signal-to-noise ratio. Besides, since it repeats the sampling cycle on a selected peptide and monitors the same transitions, this results in better reproducibility of peptide identification and more precise quantification.

Meanwhile, data-independent acquisition (DIA) refers to several recently developed MS acquisition methods in which MS2 scans are acquired in a continuous and unbiased manner for all precursor ions falling within a specific mass range [63–65]. Thus, the MS2 scans in DIA are not dependent on: (a) peptide precursor ions with well-defined m/z ratios from the MS1 survey scan (DDA) or (b) a priori knowledge about peptide precursor m/z values (SRM). In one of the more popular DIA schemes, i.e. the SWATH-MS, single precursor ion (MS1) spectrum is first recorded for currently eluting peptides, followed by a series of MS2 scans [64]. However, these MS2 scans are not triggered by a mass list following certain pre-determined rules, as in DDA. Instead, it is triggered for a specified mass range (for instance 25 m/z), and this step is repeated for a number of consecutive, slightly overlapping precursor isolation windows (with 25 m/z width). Doing this over a defined mass range allows the accumulation of a continuous data set on all detectable fragment and precursor ions. Due to co-fragmentation of co-eluting peptides within the precursor isolation window, the DIA method produces highly multiplexed and complex fragment ion spectra, and several data analysis strategies have been proposed to resolve this complexity [66]. As DIA is able to quantify huge number of proteins with high reproducibility and accuracy, it is best-suited for analyzing huge sample size [67].

4.3. Peptide and protein identification from MS data

Due to space constraint, we only discuss peptide and protein identification for shotgun proteomics data here, which normally comprises two steps. In the first, a MS/MS spectrum is matched to a peptide sequence, known as a peptide spectrum match (PSM). Subsequently, peptide sequences obtained from PSMs are used to infer proteins.

4.3.1. Peptide to spectrum matching

Computational algorithms that are currently used to assign fragment ion spectra to peptide sequences can be classified into three categories [68]. The first category depends on “database searching”, whereby peptide sequences are usually identified by correlating an MS2 spectrum with a theoretical spectrum predicted from peptides obtained from in-silico digestion of a reference protein FASTA database that is in-silico translated from the reference genome and is often downloadable from the public domain. In this method, such correlation is usually performed with a variety of computational tools that are known collectively as “database search engines” [69]. Alternatively, the same MS2 spectrum can be correlated with a library of experimental MS2 spectra that had been identified in previous experiments, the so-called “spectral-library search” approach [70]. The second category is called “de novo sequencing”. In this method, peptide sequences are directly inferred from fragment ion spectra by calculating mass differences among fragment ions, without any reference to any database [71]. Finally, the last category features hybrid approaches, which are based on the extraction of short “sequence tags” of 3–5 residues in length, followed by “error-tolerant” database searching [72]. Currently, database searching strategies are most widely-used for high-throughput peptide and protein identification.

4.3.2. Protein inference from peptides

Having assigned peptide sequences, the next step is to map and assemble these peptide sequences into proteins. This process is not straightforward because peptide sequences are often shared among more than one protein due to sequence homology or alternative splicing. A common solution is to simply report the parsimonious set of proteins to explain the observed peptides. The drawback for this solution is that, even small variations among the peptides may generate a different protein group, resulting in discrepancies. One solution is by increasing protein sequence coverage with multiple enzymatic digestion. By identifying more unique (non-shared) peptides for a given protein, it becomes easier to resolve protein isoforms, contributing to higher confidence.

4.3.3. Statistical analysis of peptide assignments and protein inference

The shotgun approach generates massive amounts of data with certain degree of noise that affects peptide and protein identification. Therefore, it is essential to estimate confidence and error rates for these large-scale experiments. For estimating the false discovery rate in peptide to spectrum matching, a target-decoy analysis is most widely-
used [73]. On the other hand, PeptideProphet is a machine learning method that can separate correct PSMs from incorrect ones by combining multiple search score-related parameters into a single discriminant score, followed by estimation of posterior probabilities of correct identifications as inferential indicators [74]. Meanwhile, Percolator uses a semi-supervised support vector machine (SVM) to discriminate between correct and decoy spectrum identifications [75].

As for protein inference, ProteinProphet computes a probability that a protein is present in the sample by combining the probabilities of peptides assigned to this protein [76]; while MAYU extends the target-decoy strategy to the level of protein identification [77]. The Fido algorithm uses a Bayesian method to infer the protein posterior error probabilities when given a set of PSMs [78].

5. Connecting genome data to proteome data

5.1. Deriving customized FASTA from genome sequences

Similar to proteomics, identification of proteins in proteogenomics is inferred from a set of peptide-to-spectra matches (PSM) by assigning fragment ion mass spectra to peptide sequences, but this time database search engines are used to query a customized protein FASTA instead, that contain a variety of genome variants, mutations, co- or post-transcriptionally modified sequences, as well as novel protein coding sequences. These customized databases can be contructed from six-frame translation of genome sequences, predicted gene models or specialized databases containing annotated RNA sequences or genome variants (Fig. 2). Recently, a number of bioinformatic tools have been made available for proteogenomics. For instance, customProBD [79], a Galaxy-P based workflows [80,81] and PGA [82] have been developed to generate protein FASTA from RNA-seq data, but only PGA can do so without a reference genome guide. On the other hand, sapFinder automatically incorporate variants obtained from public SNV repositories or sample-specific next-generation sequencing (NGS) data, and allow the identification of single amino acid polymorphisms (SAPs) through database searching, post-processing and generation of HTML-based report with visualized interface [83].

5.2. Database search engines and data validation

Naturally, the main objective for proteogenomics is to maximize the identification of novel peptides, albeit within an well-controlled false discovery rates (FDR) at both the peptide and protein levels. As such, optimum parameters for database search in proteogenomics is always a compromise between the database size and error rates [84]. Recently, an integrated proteomic pipeline (IPP) was recently introduced by consolidating different search engines (SEQUEST, MASCOT and MS-GF+) and this combination managed to improve the sensitivity of novel peptide identifications, including alternative splicing variants and missing proteins within a 1% protein FDR [85]. Meanwhile, a cascade search approach was developed by Japtap et al. [86]. In this method, MS2 spectra are first searched against a large custom database; followed by the creation of a subset database from the matches of the search. Subsequently, decoy proteins were added to this subset database, which was then merged with a host database for the second search. This two-step method successfully doubled the high confidence hits in comparison to the conventional method. Besides, by building real and simulated proteogenomic databases followed by testing with two database search engines, as well as two validation approaches (target-decoy search strategy and a mixture model-based method), Li et al. discovered that separate filtering of known and novel peptides increases the sensitivity and reliability in proteogenomic search [87].

Fig. 2. The integrated view of a proteogenomic workflow. The total DNA content of a genome can be sequenced by using whole genome sequencing (WGS). WGS data can be de novo assembled to produce a draft genome. One or several fully assembled genomes can be built into a reference genome. Once a reference genome ia available, it can be used as a template onto which NGS reads obtained from different modes of sequencing can be aligned. These include whole exome sequencing (WES), a targeted sequencing approach that only sequences the exonic regions and is useful for revealing genome variants such as SNV, SNP, INDELs and other structural variants. Meanwhile, in transcriptomics, RNA-Seq is applied for sequencing mRNAs. It is also useful for unraveling co-post transcriptional modifications such as gene splicing and RNA edits. Finally, these NGS data can be in silico translated to customized protein FASTAs for database search using data protein sequence data obtained from bottom-up or top-down proteomics.
6. The application of proteogenomics in clinical research – precision oncology

A widely-applied area for proteogenomics is precision oncology; giving rise to onco-proteogenomics [88,89]. One ambitious onco-proteogenomic effort is The Clinical Proteomic Tumor Analysis Consortium (CPTAC) that was launched almost simultaneously with the Cancer Genome Atlas (TCGA). Among the objectives of CPTAC are to unravel the different proteogenomic sub-types of tumors; to correlate copy number alterations and protein abundance so as to prioritize driver mutations; and to study changes in post-translational modifications (PTMs) and associate them with cancer-relevant pathways [90]. So far, cancer types that have been analyzed by CPTAC are colorectal, breast and ovarian tumors that had been analyzed previously by TCGA [91–93]. In general, the Spearman correlation between mRNAs and proteins in these three studies was found to be < 0.5. In the CRC study, only two out of five proteomic sub-types overlapped with non-genomic sub-types reported by TCGA; whereas copy number alterations (CNV) showed strong cis- and trans-effects on mRNA, but not protein abundance [91]. As for the breast cancer study, Mertins et al., performed quantitative mass-spectrometry-based proteomic and phosphoproteomics experiments on 105 genomically annotated samples [92]. They interrogated the trans-effects of chromosomal 5q deletion and managed to connect the loss of CETN3 and SKP1 to elevated expression of EGFR; and SKP1 loss to increased SRC tyrosine kinase. In addition, the phosphoproteome analysis revealed a G-protein-coupled receptor cluster that was not readily identified at the mRNA level. Finally, the ovarian cancer study identified specific protein acylations that are associated with deficiency in homologous recombination, suggesting a potential means for stratifying patients for therapy [93].

Public repositories are increasingly leveraged to confirm the expression of novel, cancer-specific peptides. For instance, a unified genomic variant protein database had been created from TCGA that contained novel splice junctions, deletions, insertions and substitutions [94]. This allowed Woo et al. to identify 524 novel peptides from a single ovarian carcinoma sample. By compiling variants from dbSNP and UniProt, somatic variations in cancer (COSMIC) along with sample-specific genomic and transcriptomic data, 7.3 million novel variant peptides and 4771 mutations were identified from in 59 NCI60 cancer cell-lines [95]. Likewise, a fusion peptide database was created by including reported and predicted gene fusion pairs using CanProFu, allowing 11 unique fusion peptides to be identified in non-small cell lung cancers (NSCLC) [96]. On the other hand, the alterations in PI3K/AKT/ mTOR pathway were investigated by re-analyzing TCGA genome and proteome data obtained from 11,219 human cancers (32 major types) and it was discovered that a number of oncopathic pathways such as the PI3K/AKT/mTOR pathway converged on similar sets of downstream transcriptional targets [97].

The primary aim of precision oncology is to aid the selection of the best course of treatment based on patient’s tumor biology. However, it is also important to study drug toxicity and the acquisition of resistance to treatments. Therefore, proteogenomics is also used to associate the efficacy or resistance of cancer therapy with different mutations. For example, proteogenomic methods were applied to identify and quantify gatekeeper mutations so as to investigate the varied efficacy of tyrosine kinase inhibitors on different racial populations in lung cancer [98]. Proteogenomics was also performed to examine in gastrointestinal stromal tumors (GISTs), the acquisition of resistance against tyrosine kinase inhibitors and to identify driver mechanisms of secondary resistance [99]. Similarly, proteogenomics has provided new insights into the most aggressive forms of medulloblastoma. By analyzing CNV data, clinical studies and mass spectrometry-proteomics, c-MYC amplification was identified as an important risk factor in this study [100]. Immunotherapy is a new form of cancer therapy that is very promising. By examining cells derived from 13 volunteers with proteogenomic techniques, it was discovered that out of > 6000 minor histocompatibility antigens (MiHAs), a set of 39 ‘optimal MiHAs’ shared optimal features for immunotherapy of HCs [101].

7. Challenges and opportunities

The bottleneck for proteogenomics mainly stems from proteomics. Although state-of-the-art mass spectrometers have far improved sensitivity, mass accuracy, resolution and speed, there is so far no amplification techniques that is equivalent to PCR that has allowed sequencing to be performed with a single cell. As a result, this affects the minimum sample size and throughput in MS-based proteomics [102]. This is in addition to the lack of reproducibility in the DDA scheme that are adopted by most proteomic researchers. Another challenge is the dynamic range of samples especially that of the body fluids, that are often used for biomarker discovery and have a dynamic range of 10 orders of magnitude [103]. However, this has presented some new opportunities, and an increasing number of researchers have begun to adopt new methods such as SRM and DIA so as to optimize the reproducibility, sample throughput and limit of detection in proteogenomic experiments. Besides, identification of spurrious peptides is especially a problem for proteogenomics not only due to the inflated database size, but also because assigning sequences for novel peptides that contain all sort of alterations require much more stringent filtering and validation [84].

Apart from that, there are currently few standardized data analysis workflow, file formats and bioinformatics tools that allow proteogenomics to be commonly adopted by biologists [104]. This is particularly crucial for massive projects that involve international collaboration. Furtuitously, there are already efforts within the communities to develop proteogenomics pipelines to address these challenges [1,105]. Finally, there are also concerns relating to data storage, data safety and data transfer, besides ethical and privacy concerns with respect to patients’ information and disease-related proteogenomics variants [106].

8. Conclusion

In summary, proteogenomics is an emerging discipline that is increasingly being adopted by the clinical science community. Although at the moment, international collaboration and research funding for proteogenomics mainly focus on precision oncology, it should ideally be extended to other prevalent non-communicable diseases such as cardiovascular diseases; or communicable diseases especially those related to the development of antibiotic resistance in superbugs. With the forthcoming 4th Industrial Revolution (4IR), artificial intelligence (AI) and machine learning, combined with robotics are especially useful for implementing and interpreting large scale OMIC experiments [107]. Besides clinical data, wearable technology allows continuous monitoring and collection of biophysical data from individuals [108]. With the rapidly reducing cost for clinical sequencing and clinical proteomics, we envisage that proteogenomics may be implemented as a routine clinical lab test in the future.
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