In Situ High-Temperature EBSD and 3D Phase Field Studies of the Austenite–Ferrite Transformation in a Medium Mn Steel
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Abstract
In this research, in situ high-temperature electron backscattered diffraction (EBSD) mapping is applied to record and analyze the migration of the α/γ interfaces during cyclic austenite–ferrite phase transformations in a medium manganese steel. The experimental study is supplemented with related 3D phase field (PF) simulations to better understand the 2D EBSD observations in the context of the 3D transformation events taking place below the surface. The in situ EBSD observations and PF simulations show an overall transformation behavior qualitatively similar to that measured in dilatometry. The behavior and kinetics of individual austenite–ferrite interfaces during the transformation is found to have a wide scatter around the average interface behavior deduced on the basis of the dilatometric measurements. The trajectories of selected characteristic interfaces are analyzed in detail and yield insight into the effect of local conditions in the vicinity of interfaces on their motion, as well as the misguiding effects of 2D observations of processes taking place in 3D.
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Introduction
The science of solid-state phase transformation in crystalline materials in general and in steels in particular has been a stimulating field of research for decades. The transformations of interest take place via migration of interfaces over relatively large distances at the micrometer scale and play a key role in the formation of transient and final microstructures. As many mechanical and physical properties of a material depend on its microstructure, it is of great importance to understand the parameters controlling the migration behavior of the interfaces between the parent and product phases (Raghavan & Cohen, 1975; Kostorz, 2001; Christian, 2002; Gottstein, 2004).

In steels, the phase transformation from austenite (γ) to ferrite (α) and vice versa proceeds by migration of their interfaces (Purdy et al., 2011) and this migration behavior can be used to control the final mechanical properties (Ashby, 2013). Excluding local topology effects, the interface migration behavior depends on the dissimilarities in crystal structure between both phases and the average chemical composition of the alloy, but even more so the local chemical compositions at the interface and the transformation temperature (Purdy, 1978a, 1978b). Many models have been proposed to incorporate the effect of various parameters on the rate of interface migration during ferrous phase transformations, as nicely summarized in a comprehensive review paper (Gouné et al., 2015). In such models, the phase transformation is modeled by reducing the actual interface to a mathematical surface characterized with multiple variables and parameters such as the interface thickness (Svoboda et al., 2011), trans-interface diffusivity (Gamsjäger & Rettenmayr, 2015), interface energy (Militzer et al., 2014) and crystallographic orientation relationship (OR) between two crystals in contact (Ebob & Ralph, 1981). Yet, all these models explicitly or implicitly assume that the local interface movement is the same for each interface and does not vary along a particular interface, except near triple lines and quadruple points. In the following we refer to triple junctions as being where three or more interfaces meet.

The actual motion of real α/γ interfaces has been studied experimentally with different in situ techniques such as optical microscopy (OM) (Watanabe et al., 2004; Witusiewicz et al., 2005, 2013), laser scanning confocal microscopy (Phelan et al., 2005; Chen et al., 2013a; Cheng et al., 2014; Sainis et al., 2018), scanning electron microscope (SEM)/electron backscattered diffraction (EBSD) (Prior et al., 2003; Seward et al., 2006; van der Zwaag et al., 2006; Fukino & Tsuchekawa, 2008; Mishra & Kubic, 2008; Fukino et al., 2011; Torres & Ramírez, 2011; Enomoto & Wan, 2017; Shirazi et al., 2018) photoemission electron
microscopy (Middleton & Form, 1975; Middleton & Edmonds, 1977; Edmonds & Honeycombe, 1978), and transmission electron microscopy (Brooks et al., 1979; Moine et al., 1985; Onink et al., 1995; Mompiou et al., 2015; Guan et al., 2017; Liu et al., 2017; Du et al., 2018). Each of these techniques has its own advantages and drawbacks in accurately documenting the interface motion as a function of the imposed external parameters (such as temperature and composition) and the transient local conditions (such as triple junctions where three or more boundaries meet, neighboring interfaces and grain boundaries and overall degree of transformation). Typical instrumental constraints are the spatial resolution, the imaging speed, the field of view, and finally the possibility to measure the crystal structure and orientation of the phases in contact at the interface.

With the recent advent of high-temperature (HT) EBSD techniques, in situ SEM/EBSD emerges as a potentially useful technique for in situ observation of the local dynamics during the microstructural evolution (Mishra, 2012). Its ability to determine the crystal structure and relative orientation of the growing and shrinking grains of the transient parent and product phases (Wright et al., 2005; Fukino & Tsukawaki, 2008; Nowell et al., 2009; Kobler et al., 2012; Zhang et al., 2016; Zijlstra et al., 2017) is a major advantage over the conventional HT (optical and electron) imaging techniques. Therefore, in situ EBSD can yield quasi-continuous information on the motion of individual α/γ interfaces during the phase transformation, facilitating full quantification of the evolution of the crystallographic texture. However, in this method, temperature control of the sample can be difficult and the data analysis needs to consider a possible intrusion of surface artifacts on the achieved results (Gourgues-Lorenzon, 2007; Wright et al., 2014). In general, the observed migration behavior of interfaces in 2D is strongly affected by the transformation behavior taking place just below the surface, i.e. it depends on the (truncated) 3D topology of the grains monitored on the free surface (Zhang et al., 2017). Hence, “medium-scale” 3D modeling approaches using micromechanics or phase field (PF) simulation are recommended to be coupled to EBSD results in order to get a more complete insight into the processes responsible for the observed features at 2D interfaces (Gourgues-Lorenzon, 2009).

The results of such in situ EBSD experiments also depend on the nature of the transformation experiment itself. In conventional heating and cooling experiments, the phase transformation phenomena to be observed are related to both nucleation and growth, each having their own features and requiring different measuring techniques. The recently introduced cyclic partial phase transformation (CPTP) approach (Chen & van der Zwaag, 2016) provides a simple method to exclude the nucleation effects such that all observations are related to grain growth (and shrinkage) only. In a CPTP route, the temperature is cycled in such a manner that the α and γ phases both are present at all times and the transformation proceeds via back-and-forth migration of existing α/γ interfaces. Apart from the expected forward and backward migration of the interfaces, the so-called “stagnant stages” have also been observed during which the α→γ and γ→α interface migration is halted while a clear overall thermodynamic driving force for further transformation is present. The temporary pinning of the α/γ interfaces is due to a build-up of enrichment in alloying elements, in particular Mn, in or near the migrating α/γ interfaces (Chen et al., 2011; Chen & van der Zwaag, 2012a, 2012b; Chen, 2013; Zhu et al., 2017).

In the present work, in situ HT EBSD mapping is applied to directly observe the migration of the α/γ interfaces in a medium manganese steel during slow CPPTs. The behavior of (segments of) individual moving interfaces is compared with the average interface behavior of the α/γ interfaces during thermal cycling as derived from the corresponding dilatometric measurements. Furthermore, the experimental EBSD data are compared qualitatively to the results of 3D PF simulations in order to examine the effect of the actual transformation directly below the surface on which the 2D observations are made.

Experimental Details

The material selected for this in situ study is a hot-rolled medium Mn steel with a nominal composition of Fe-0.056C-2.0Mn (all in wt%). The same material has been used in other cyclic phase transformation studies using dilatometry and neutron depolarization, and its cyclic transformation behavior in relation to Mn partitioning has been well documented (Chen & van der Zwaag, 2016). Furthermore, for a steel of this composition, the transformation conditions can be selected such that the motion and details of the interface can be captured well given the recording time per EBSD map and the dimensions of the field of view. The low carbon concentration in this steel was selected to minimize the effect of decarburization during thermal cycling in the SEM. In this experiment, the upper and lower transformation temperatures during cycling were 1168 and 1148 K (895 and 875°C). The temperatures were selected on the basis of the preliminary EBSD observations and yielded an initial ferrite fraction at the start of the reversing heating cycle of about 80%. The microstructure of the experimental material has been investigated before and after HT observations using EBSD. At the beginning, the material contains ferritic grains with average diameter of 16.8 μm without any evidence of texture being present. The sample area (200×100 μm) observed in HT cycling, contained at room temperature 223 grains, of which 41 were edge grains.

The in situ EBSD experiments were conducted in a Tescan Lyra FEG/FIB Dual beam microscope (Brno, Czech Republic), equipped with an orientation imaging microscopy OIM system by EDAX including a Hikari Super camera (Draper, Utah, USA). Based on a trade-off between map size, spatial resolution (step size), and time resolution (framing rate) for dynamic observation of migration of phase boundaries, the EBSD images were recorded over a fixed representative area of 200 μm×100 μm with a step-size of 1.0 μm using a hexagonal grid. Under these conditions, the recording of a single EBSD pole figure map took 50 s.

Thermal treatment inside the microscope was performed with a Kammrath & Weiss heating module equipped with a ceramic resistance heater (Dortmund, Germany). A thin flat sample was used, with dimensions of 10 mm×5 mm×0.5 mm and a finely mechanically polished surface (with 1 μm diamond paste followed by a 0.04 μm colloidal silica suspension for final polishing). The temperature was controlled via thermocouples connected to the heating element just below the specimen. The vacuum in the SEM chamber was of the order of 9×10⁻³ Pa. The EBSD detector was retracted between measurements to avoid thermal damage to the detector.

The acquisition moments for EBSD pole figure maps during the thermal cycle are shown in Figure 1, in which each point marks the collection of a new EBSD pole figure map. The same 200 μm×100 μm region was mapped in all measurements. The imposed thermal profile is that of a type H CPPT (Chen & van der Zwaag, 2016), where the sample is held isothermally for some time at the upper and lower temperature during cycling.
Such a profile gives the best chance of measuring the direct transformation and the stagnant stages (Chen & van der Zwaag, 2016). The time $t=0$ in Figure 1 marks the start of the reheating stage after the prior intercritical holding treatment for 3000 s.

The EBSD data were collected by means of the TSL OIM Data Collection 7.3 software and data analysis was performed by TSL OIM Analysis v.7.3 software (EDAX). This procedure consists of a two-step data cleaning process starting with Grain Confidence Index Standardization (setting grain tolerance angle of 5°, minimum grain size of 5 pixels at multiple rows) followed by a Neighbor Orientation Correlation procedure (level 4, tolerance 5, and a minimal Confidence Index of 0.1). After the data cleaning treatment, all data points with a Confidence Index value below 0.1 were ignored and are shown as white points in the EBSD pole figure maps. Only the second cleaning treatment step may change the orientation of the scanned points (typically <2%) but the phase allocation of each data point remained unchanged. The OR between two grains has been derived on the basis of misorientations observed between 5 and 7 pair points, all very near the phase boundary. Given the required instrument settings, the HT measurements do not allow detecting plastic deformation in the grains recorded.

Determinations of motion of the phase fronts during $\alpha \rightarrow \gamma$ and $\gamma \rightarrow \alpha$ phase transformations were done by point-wise comparison of time-sequenced EBSD phase maps, using the Matlab image analysis tool (The Math Works Inc., 2007). The tool identified the area swept by each interface between two successive phase maps.

Finally, in this manuscript, only one set of experiments is presented. However, based on a large number of other trial experiments, we are convinced that the findings reported here are representative for the transformation behavior in this steel as far as the transformation details can be recorded with the EBSD technique.

**Phase Field Model and Simulation Conditions**

The MICRESS® software (Steinbach & Pezzolla, 1999) was used to solve the PF and diffusion equations and enabled prediction of the microstructure evolution and alloy element distribution in time and space. A full 3D austenitic microstructure created by a Voronoi construction was used as the starting microstructure in the PF simulations. The calculation domain size was 45 $\mu$m $\times$ 45 $\mu$m $\times$ 45 $\mu$m. The number of grains was adjusted to have an austenite grain size of 12 $\mu$m, i.e. the calculation domain contained 60 individual grains. The grid size employed was $\Delta x = 0.3 \mu$m. Periodic boundary conditions were set for all simulations, while the analysis of the austenite/ferrite interface migration is with a focus on interfaces located in the bulk of simulation domain located far away from the domain boundaries, with mobility of the interfaces used as a fitting parameter. Crystallographic orientations were assigned to the parent austenite and newly formed ferrite grains and special misorientation boundaries with low energy and high mobility were defined (Mecozzi et al., 2005; Militzer et al., 2006). The initial 3D microstructure is shown in Figure 2, which also contains the reconstructed image for a 2D cut; the grain colors in the 2D cut represent the different crystallographic orientations. The 3D simulation results have been visualized using the ParaView software (Ayachit, 2015). The thermal route imposed in the simulation is time-wise identical to the one shown in Figure 1. However, different absolute temperatures were used to achieve a better fit between the PF calculations and the accompanying experimental results. More details of the thermal route and fitting parameters used in the PF simulations are presented in section "Phase Field Simulation Assisted Interpretation of the Experimental Results".

**Results of In Situ EBSD**

In this section, the results of the HT EBSD measurements during thermal cycling are presented and discussed from various perspectives. The recorded EBSD pole figure maps are collected in Appendix A and for each map the time and temperature are reported.

In the following subsections, first, the results dealing with the overall behavior of the material are presented. Then, the behavior
of (segments of) selected individual interphase boundaries are presented and discussed.

**Overall Transformation Kinetics**

The best impression of the overall transformation kinetics can be obtained by plotting the degree of transformation (i.e., the $\alpha$ fraction present) as a function of the temperature. Figure 3 shows the areal $\alpha$ fraction derived from the EBSD pole figure maps as a function of the temperature over the thermal cycle. The measurements start from the large blue data point and the curve is to be read clock-wise (as indicated by the blue arrows in the figure). Upon slow heating from 1148 to 1166 K (875 to 893°C), the ferrite fraction remains constant, notwithstanding the imposed temperature rise, reflecting the so-called stagnant stage (Chen, Kuziak, et al., 2013b; Chen & van der Zwaag, 2016). Upon further heating from 1166 to 1168 K (893 to 895°C) and holding there, a normal quasi-isothermal transformation takes place and the $\alpha$ fraction decreases continuously. Upon subsequent cooling, the ferrite fraction remains constant up to a

Fig. 2. (a) Initial austenite microstructure in 3D simulations, (b) 2D cut of a 3D microstructure and with different crystallographic orientations in different colors.

Fig. 3. EBSD measured ferrite fraction versus temperature during thermal cycling. The measurements start at the large blue data point and the curve is to be read clock-wise, as indicated by the blue arrows.
temperature of 1155 K (882°C), i.e. the sample entered another stagnant stage. Upon further cooling to 1148 K (875°C), we observe a continuous growth of the $\alpha$ area fraction to more or less the initial ferrite fraction. Final cooling of the sample caused the remaining $\gamma$ grains to slowly disappear [the postcyclic retardation stage (Chen & van der Zwaag, 2013)], ultimately leading to a fully ferritic microstructure at 1128 K (855°C).

The overall transformation behavior during partial cyclic phase transformation as observed in EBSD is in good qualitative agreement with earlier CPPT studies using dilatometry, confocal microscopy, and neutron depolarization and shows the known distinctive stages in the process (Chen et al., 2013a; Chen & van der Zwaag, 2016). These stages themselves are relatively well understood and can even be reproduced in a simple 1D model which takes into account substitutional alloying element partitioning at the moving $\alpha/\gamma$ interface (Hillert, 2002).

Having established the overall validity of the EBSD experiment, it is now appropriate to turn to those rather unique features which cannot be made visible with any of the experimental techniques used so far. Hence, the next section focuses on the displacement characteristics of individual (segments of) interfaces both during the $\alpha \rightarrow \gamma$ and the $\gamma \rightarrow \alpha$ phase transformation. It should be added that the experimental conditions do not allow a reliable quantification of any grain rotation during the phase transformations, and grain rotation could have taken place unnoticed.

**Local Displacement Sequences of Selected Interfaces**

In this section, the displacement characteristics of 15 different $\alpha/\gamma$ interface segments are characterized in a chronological order of appearance and their migration behavior is analyzed in terms of the local crystallographic characteristics as far as they can be derived from the EBSD data. These interface segments appeared and disappeared on the sample surface at different times (and temperatures) during the thermal cycle. Figures 4a–4e show the displacement of each of the selected 15 interphases as a function of the temperature. By default, the starting position of each interface is set to zero; a positive displacement value means migration of the interface into the austenitic region ($\alpha$ growth), while a negative value means its migration in the ferritic region ($\alpha$ shrinkage), respectively. Displacement values are measured in the direction perpendicular to the local interface boundary position (as seen in the 2D measurement). Comparison of the data in Figure 3 and those in Figure 4 makes it immediately clear that the behavior of a single interface can be rather different from the overall material behavior, as derived from the time dependence of the ferrite fraction. Over the temperature range 1148–1168 K (875–895°C),

![Fig. 4. Position of all 15 tracked interfaces during the cyclic transformation versus temperature of (a) B1, B2, B3, (b) B4, B5, B6, B6', (c) B7, B7', B8, B9, (d) B10, B11, B12, and (e) B13, B14, B15.](https://www.cambridge.org/core/coreimage/351.png)
according to Figure 3, the ferrite fraction decreases, yet some local interface displacement measurements suggest local ferrite growth (Fig. 4a) and the ferrite fraction to remain constant (Fig. 4b), but of course some interfaces also suggest ferrite shrinkage (Fig. 4b). As has also been reported by others (Offerman, 2004), the growth of the ferrite fraction does not mean that all ferrite grains grow equally and isotropically, as we assume in simple 1D models, but local competition results in interface segments growing with different speeds and sometimes even in different directions, in order to optimize the overall rate of global free energy minimization (Bos & Sietsma, 2009).

In order to analyze the migration behavior of characteristic interface segments (also contained in the video clip in the Appendix A), some EBSD images taken at successive stages of the heat treatment are selected and shown in Figures 5a–5j. Each interface segment was allocated a unique identifier for the duration

Fig. 5. Selected in situ EBSD phase maps showing different configurations of interphase boundaries during cyclic partial phase transformation during ferrite shrinkage (austenite growth) at (a) \( T = 1148 \text{ K (875°C}, \text{ time } = 0 \text{ s}, \) (b) \( T = 1151 \text{ K (878°C}, \text{ time } = 105 \text{ s}, \) (c) \( T = 1165 \text{ K (892°C}, \text{ time } = 1409 \text{ s}, \) (d) \( T = 1167 \text{ K (894°C}, \text{ time } = 1511 \text{ s}, \) (e) \( T = 1167 \text{ K (894°C}, \text{ time } = 1580 \text{ s} \) and ferrite growth at (f) \( T = 1167 \text{ K (894°C}, \text{ time } = 1409 \text{ s}, \) (g) \( T = 1167 \text{ K (894°C}, \text{ time } = 1511 \text{ s}, \) (h) \( T = 1150 \text{ K (877°C}, \text{ time } = 1580 \text{ s} \) and \( T = 1148 \text{ K (875°C}, \text{ time } = 4380 \text{ s}, \) (i) \( T = 1148 \text{ K (875°C}, \text{ time } = 4517 \text{ s}, \) and (k) \( T = 1128 \text{ K (855°C}, \text{ time } = 5711 \text{ s}. \)
of its existence even though its character and growth direction may change. The behavior of these boundaries is analyzed with respect to the measured OR and phase boundary type. The character of each boundary segment grouped per subset of figures from Figure 5 is listed in Table 1. It should be noted that characterization of the interphase boundaries via the OR of the crystals at the interface determined using the 2D EBSD does not necessarily fully reflect the orientation relation in 3D. However, this characterization is useful for a first-order assessment between different interfaces when comparing their behaviors in groups.

In the following subsections, the behavior of these different interphase boundary segments during the thermal cycle is analyzed, without being able to comment on the local chemical composition at the moving interface, which, as all CPPT experiments have demonstrated, is crucial in controlling the average mobility.

**Local Features Observed During Ferrite Shrinkage**

**Migration of Straight Interface Segments with Special OR**

The interphase segments B1 and B7 are characterized as interfaces with an OR close to the Nishiyama–Wasserman (NW) and Kurdjumov–Sachs (KS) OR, respectively (Verbeken et al., 2009). Both interfaces have a limited migration during the γ growth stage (Figs. 4a, 4c). The inclination angle of the interface plane B1 and B7 with respect to the surface where the interface migration is analyzed was calculated to be equal to 123° and 170°, respectively, assuming that the interface plane is actually a closed-packed plane for both phases. During the whole thermal cycle, the OR of B1, as measured, changes between NW and KS OR, with its misorientation angle varying about 3°. Compared with the other interface segments, B1 remains almost fully pinned until final cooling to 1128 K (855°C). During the heating stage, the interface segment B7 is also very stable and barely moves. It is well accepted that mobility of an interface depends on the proximity of misorientation at the interface to a special OR (Lischewski et al., 2008). The existing OR at B1 and B7 can be held responsible for the observed low mobility during α shrinkage (γ growth).

**Slow Migrating Curved Interfaces Segments with No Special OR**

The B4 phase boundary segment has no special OR. This interface is quite stable and is preserved until almost the end of transformation (Figs. 5a–5i). At the start of the heating stage, while B1, B2, and B3 show slight migration toward the center of the existing γ grain, B4 remains pinned upon heating from 1148 K (875°C) to 1163 K (890°C), and then migrates directly upon further heating to 1167 K (894°C) and isothermal holding at this temperature.

The interphase boundaries B5, B6, and B7 appear more or less at the same time but migrate at different rates resulting in the formation of a γ grain with an elongated morphology. B5 and B6 are characterized as interfaces with no special OR. The calculated inclination angle of 170° at B7 means the corresponding γ grain, as indicated in Figure 5d, is so shallow and the growth of B6 can be affected by topology of the γ grain beneath the surface (Wert & Zener, 1950; Offerman et al., 2004; Fan et al., 2008; Chen & van der Zwaag, 2011).

**Fast Migrating Curved Interface Segments Without Special OR**

The B2 and B3 phase boundary segments have similar characteristics and are likely type Σ7 interfaces (Table 1). Upon heating,
Characterized Interface Segments. Summary of the Experimentally Observed Features in the Table 2.

Table 1, both have no special OR. As shown in Figures 5g–5i and 4b–4d, during cooling, the γ→α phase transformation finishes early at B11 while B4 is quite stable. The stability of B4, both during heating and cooling stages (the α→γ and γ→α phase transformations), suggests that B4 may have been pinned by local segregation of Mn to the interface during thermal cycling.

**Geometry Affected Motion of Interface Segments**

The special make up of B12 and B13 interphase boundary segments during cooling (α growth) can be seen in Figures 5h–5i. As shown in Table 1, at the start of the cooling stage, both phase boundaries have no special OR. It seems that the γ→α phase transformations at B7′, B8, B12, and B13 boundaries are interconnected: As long as B7′ and B8 exist, migration of the B12 and B13 boundaries is negligible; as soon as B7′ and B8 disappear, B12 and B13 become mobile, though their characters remain unchanged. This observation can be explained by considering the special geometrical arrangement of these interface segments. In particular, triple junctions where three or more interfaces meet are relevant in the study of interface mobility since these junctions may have the character of disclinations, i.e. the dislocation balance between the meeting boundaries is not satisfied leading to a disclination stress/strain field.

The observed behavior of B12 and B13 boundaries before and after disappearance of B7′ and B8 can be rationalized by considering the pinning effect triple junctions (Gottstein & Shvidlerman, 2006). According to the Gibbs definition of interface energy (de Gennes et al., 2004), at a constant temperature, T, and pressure, P, the interface tension of a single finite interface is related to the interface energy as

\[ F_k = \gamma_k + A \left( \frac{\partial \gamma_k}{\partial A} \right) + \Psi \left( \frac{\partial \gamma_k}{\partial \Psi} \right) \left( \frac{N}{m} \right), \]  

(1)

where \( F_k \) is the tension of interface \( k \) in \( N/m \), \( \gamma_k \) is the interface energy in \( J/m^2 \), \( A \) is the interface area, and \( \Psi \) is the misorientation angle at the interface. We assume the interface energy is independent of the interface area, \( (d\gamma_k)/(dA) = 0 \). In addition, when there is no special OR at the solid–solid interface, the dependency of the interface energy to the misorientation angle is negligible, i.e. \( (d\gamma_k)/(d\Psi) = 0 \). Hence, at the given condition, the interface

---

**Fig. 6.** Schematics of the triple junctions corresponding to configuration of interfaces and balance of interfacial tensions at (a) triple junctions A, B, and C and (b) triple junction D as shown in Figures 5g–5h.

**Table 2.** Summary of the Experimentally Observed Features in the Characterized Interface Segments.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Interface segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low velocity of interfaces with special OR</td>
<td>B1, B7</td>
</tr>
<tr>
<td>High velocity of interfaces without special OR</td>
<td>B2, B3, B8, B9, B10</td>
</tr>
<tr>
<td>Geometry effect (triple junction pinning effect)</td>
<td>B7′, B8 and B12, B13</td>
</tr>
<tr>
<td>Possible Mn pinning effect</td>
<td>B4</td>
</tr>
</tbody>
</table>

The semi-straight B2 and B3 α/γ phase boundaries in Figure 5b transform to the two curved interfaces in Figures 5c and 5d. During migration of these interfaces, the short area between B2 and B3 (B2/3) has a [0.69, 0.52, 0.49]@36.3° character but is no longer of the Σ7 type. The aforementioned shallow γ grain (Fig. 5d) is separated from surrounding α grains by B5, B6, and B7. Upon heating from 1165 K (892°C) to 1167 K (894°C), a new γ grain (indicated in Fig. 5e) appears adjacent to the existing shallow γ grain. By isothermal holding, the new γ grain grows relatively fast, forming new α/γ interphase segments of B6′ (appears to be a separated segment from B6 with a new misorientation angle), B8, B9, and B10. These new interphase boundary segments have no special OR and migrate rapidly, leading to considerable growth of the austenite fraction during isothermal holding at 1167 K (894°C).

**Local Features Observed During α Growth**

After isothermal holding, cooling starts with interphase boundaries B7 and B8 at one side and B11 and B4 at the other side of the austenite grain (Fig. 5g). The γ→α phase transformation starts with the disappearance of the shallow γ grain, which results in a new interface segment of B7′ without any special OR and the growth of α continues with the migration of B7′ and B8.

**Neighboring Fast and Slowly Migrating Interface Segments with No Special OR**

The interphase boundaries of B4 and B11 are thought-provoking phase boundaries, separating the same α and γ grains from each other, but at different angles (different habit planes). As shown in the heating and cooling stages (the α→γ and γ→α phase transformations), suggests that B4 may have been pinned by local segregation of Mn to the interface during thermal cycling.

**Geometry Affected Motion of Interface Segments**

The special make up of B12 and B13 interphase boundary segments during cooling (α growth) can be seen in Figures 5h–5i. As shown in Table 1, at the start of the cooling stage, both phase boundaries have no special OR. It seems that the γ→α phase transformations at B7′, B8, B12, and B13 boundaries are interconnected: As long as B7′ and B8 exist, migration of the B12 and B13 boundaries is negligible; as soon as B7′ and B8 disappear, B12 and B13 become mobile, though their characters remain unchanged. This observation can be explained by considering the special geometrical arrangement of these interface segments. In particular, triple junctions where three or more interfaces meet are relevant in the study of interface mobility since these junctions may have the character of disclinations, i.e. the dislocation balance between the meeting boundaries is not satisfied leading to a disclination stress/strain field.

The observed behavior of B12 and B13 boundaries before and after disappearance of B7′ and B8 can be rationalized by considering the pinning effect triple junctions (Gottstein & Shvidlerman, 2006). According to the Gibbs definition of interface energy (de Gennes et al., 2004), at a constant temperature, T, and pressure, P, the interface tension of a single finite interface is related to the interface energy as

\[ F_k = \gamma_k + A \left( \frac{\partial \gamma_k}{\partial A} \right) + \Psi \left( \frac{\partial \gamma_k}{\partial \Psi} \right) \left( \frac{N}{m} \right), \]  

(1)

where \( F_k \) is the tension of interface \( k \) in \( N/m \), \( \gamma_k \) is the interface energy in \( J/m^2 \), \( A \) is the interface area, and \( \Psi \) is the misorientation angle at the interface. We assume the interface energy is independent of the interface area, \( (d\gamma_k)/(dA) = 0 \). In addition, when there is no special OR at the solid–solid interface, the dependency of the interface energy to the misorientation angle is negligible, i.e. \( (d\gamma_k)/(d\Psi) = 0 \). Hence, at the given condition, the interface
The energy per unit surface area can be numerically taken to be equal to the surface tension of force per unit length of the boundary. The schematics of the A, B, C, and D triple junctions as indicated in Figures 5g–5h are sketched in Figures 6a–6b. At the moment of observation in Figures 5g–5h, no special OR is seen in at B7′, B8, B12, and B13; hence for these interfaces, the dependency of interface tension on OR in Equation (1) can be neglected. By taking interface energies of $\gamma_{\alpha\gamma} = 0.85 \text{ J/m}^2$, $\gamma_{\gamma\gamma} = 0.6 \text{ J/m}^2$ (Clemm & Fisher, 1955), and $\gamma_{\alpha\alpha} = 1.11 \text{ J/m}^2$ (in pure Fe) (Ratanaphan et al., 2015), the equilibrium of tensions between different interfaces at the junctions for each schematic configuration of triple junctions shown in Figures 6a–6b can be calculated, assuming that the triple junction plane is orthogonal to the surface with a similar radius of curvature for all the interfaces. According to the observed angles between interfaces at the mentioned triple junctions, calculation of the absolute values of drag per unit length for each configuration leads to $F_A = 1.06 \text{ N/m}$, $F_B = 0.42 \text{ N/m}$, $F_C = 0.88 \text{ N/m}$, and $F_D = 0.92 \text{ N/m}$ in the directions shown in Figure 6. These calculations confirm that the balance of tensions in the configuration of triple junctions A and D are favorable for $\gamma \rightarrow \alpha$ phase transformation, while for triple junctions B and C, the equilibrium drag force is against motion of these triple junctions toward $\gamma \rightarrow \alpha$ phase transformation. Henceforth, in conditions of availability of low chemical driving force for $\gamma \rightarrow \alpha$ phase transformation, the triple junctions A and D can accelerate the motion of B7′ and B8 interface segments in Figure 5g and B12 and B13 interface segments in Figure 5h; whereas the motion of B12 and B13 interphase boundaries adjacent to triple junctions B and C in Figure 5g seem to be triple junction controlled (Gottstein et al., 1999; Hilgenfeldt et al., 2004).

**Final Stage of $\alpha$ Growth**

The constitution of these phase boundaries at the final stage of cooling at 1148 K (875°C) is shown in Figure 5j. After isothermal holding at this temperature for about 205 s, migrations of B1, B4, and B14 phase boundary segments stop and these interface segments do not move further. Apart from B1, there is no special OR at B4 and B14. With further cooling to 1128 K (855°C), a new $\alpha$ grain appears creating the B15 phase boundary segment adjacent to B4 and B14. While B1 is pinned and migration of B4 and B14 is negligible, the $\gamma \rightarrow \alpha$ phase transformation finishes as a result of the smooth migration of B15 (Fig. 5k). The stable migration of B4 and B14 after this point can be explained by assuming compositional variations of Mn, or local enrichment of Mn in front of these interfaces existing from the previous heating cycle creating a postcyclic stagnant stage in $\alpha$ growth (Chen & van der Zwaag, 2013). As shown in Table 1, the misorientation angle in B15 is no different to that of B4, but the misorientation at grain boundary segments separating the $\alpha$ grain corresponding to B15 from its neighbors (Fig. 5j) suggests that B15 approaches
the assumed local Mn-enriched zone from a different angle. Hence, the assumed Mn spike at B4 is ineffectual in pinning B15.

The supposed mechanisms responsible for the behavioral features of different interfaces are summarized in Table 2. The existence of special OR can be held responsible for the stagnation of B1 and B7 (during heating). Compositional variations of elements can be held responsible for the stagnation at B4 during most stages of this long treatment. Finally, the pinning effect of triple junctions can be held responsible for the behavior observed in the pair of B7′, B8 and B12, B13.

Migration Velocities of the Interfaces

The migration rate of each identified phase boundary segment can be measured from the slope of the position of interfaces versus time. The measured growth rates of the different selected interfaces and the temperature profile versus time are shown in Figure 7. The motion center of the graphs in this figure denotes zero velocity, the upper side and the lower side of the graph denotes the measured migration velocities leading to α or γ growth, respectively. The growth rates of different boundaries are widely scattered and at many points the rates drop to zero. Such a behavior is similar to the jerky motion previously reported (Yufatova et al., 1980; Zijlstra et al., 2017), however the number of boundaries studied in the present work is too limited to draw the same conclusion. The average migration rate of interface segments during the whole transformation, for both γ and α growth, can be derived from Figure 7. Comparison between average growth rates of α/γ interphase boundaries during their migrations shows no major difference between averaged growth rates of interface segments during α growth, as calculated 0.057 μm/s, and γ growth as calculated 0.080 μm/s.

A unique feature of the in situ EBSD measurement is the possibility to characterize and follow the misorientation angle of each identified interface segment during the cyclic treatment. Figure 8 shows the misorientation angle of some interphase boundaries versus their migration velocity during ferrite or austenite growth. Analogous to findings in Zijlstra et al. (2017), no clear correlation was found between the average migration velocity and the misorientation angle between the parent–daughter interphase boundaries.

Post transformation Analysis of the Surface

Given the long exposure time of the sample to the high intercritical annealing temperatures before and during the in situ experiments, in combination with the modest vacuum conditions, a cross-section of the sample perpendicular to the surface was prepared after the in situ experiment. EBSD analysis on this cross-section was performed to examine for anomalies due to surface decarburation, anomalous grain growth, etc. Figure 9 shows an EBSD map of the cross-section of the specimen at room temperature subsequent to the in situ HT observations. As observed, the important microstructural features at the free surface, i.e. the grain size and morphology of the grains, are similar to those well below the sample surface studied, which suggests that the observations on the free surface are more or less representative for those in the bulk. While the bias is not very strong, the cross-sectional cut suggests that a slightly higher than expected number of grain boundaries intersect the original observation surface.
perpendicularly. This would imply that, certainly at later stages of
the experiment, the EBSD observations are not too strongly
affected by moving interphases intersecting the plane of observa-
tion at a shallow angle.

Phase Field Simulation Assisted Interpretation of the
Experimental Results

As described in the previous section, the highly diverse local
behavior observed at different interface segments can be linked
to different mechanisms including compositional variations
across the interface, the OR at the interfaces as well as topology
and geometry effect caused by the 2D surface cut.

The thermal route imposed in the PF simulations is a typical
type H route (shown in Fig. 10) and starts with cooling an austen-
ritic microstructure from T3 (1023 K), isothermal holding of the \(\alpha/\gamma\)
microstructure at T1 (938 K) for 20 min, heating to T2 (988 K)
and isothermal holding at this temperature for 20 min and a final
cooling stage with a rate of 0.17 K/s (10 K/min). In order to avoid
the effect of nucleation on the assessment, the analysis of the sim-
ulation results starts from the isothermal holding at T1, and the
first cooling stage is shown with the dotted line in Figure 10. It
is important to note that since the aim of using 3D PF simulation
is to qualitatively investigate the effect of a 2D cut surface on the
observation of behavior of interfaces during partial \(\gamma\rightarrow\alpha\) and \(\alpha\rightarrow\gamma\)
phase transformations, no quantitative consistency between the
numeric details of the simulation condition and results of the
experimental observations are targeted. In this regard, to achieve
the desired partial \(\gamma\rightarrow\alpha\) and \(\alpha\rightarrow\gamma\) phase transformation during
the 3D PF simulations, the absolute temperatures of T1 and T2
were chosen to be different from those in the actual experiment.

In the next paragraphs, the characteristic behavior of the sys-
tem and the displacement behavior of some selected interfaces
under CPPT as calculated by 3D PF simulations are investigated.

Retraceable Back and Forth Migration of the Interfaces

The 3D video of migration of interfaces during the simulation is
presented in Appendix B. Figure 11 shows some selected 3D images of the microstructure during the simulation. These images
alongside the Supplementary video in Appendix B confirm retraceable back-and-forth migration of the interfaces observed
in 3D PF simulation of the partial \(\gamma\rightarrow\alpha\) and \(\alpha\rightarrow\gamma\) phase transforma-
tions. This retraceability phenomenon has not been observed in
the current in situ EBSD experiments reported here, but earlier
scanning laser confocal microscopy studies on a leaner steel
(Chen et al., 2013a) clearly suggested that some of the interface
pathways are retraceable. In a recent work by Shirazi et al.
(2018) using the in situ EBSD technique, migration of austen-
ite–martensite interfaces during massive reversion of austenite
in a Fe-11Ni alloy has been observed as being retraceable forming
grains with a so-called austenite memory phenomenon. Such a
phenomenon is explained by considering conditions at interfaces
under massive transformation mode.

Local Features in Displacement of Interface Segments

In the EBSD data, different \(\alpha/\gamma\) interface segments were observed
to show different local displacement behavior upon temperature
variations. Such behavior can also be observed in the PF simula-
tion results when following local migration of interface segments
at different 2D cuts. Figures 12a–12c and 12d–12f show 2D
migration behavior of two groups of selected interface segments
at two different orthogonal cuts of the same 3D microstructure
at different times during the conditions of overall \(\alpha\) growth.
While all the \(\alpha/\gamma\) interface segments existing in the given orthog-
onal 2D cut no. 1 (Figs. 12a–12c) are observed to follow overall
growth of \(\alpha\) grains, only a few interface segments in cut no. 2
(Figs. 12d–12f) of the same microstructure migrate toward \(\alpha\)
growth and the rest of the existing interfaces are stagnant and do not react to the change in the temperature regime. This shows that the observation of the stagnation of the present interfaces in the 2D cut of a 3D microstructure can be due to the inclination of the plane of observation, rather than to special local crystallographic or compositional conditions. The videos of these two figures are enclosed in Appendix C for further review.

**Topology Effect**

The effect of 3D topology of the grains on the 2D observable local features of the transformation interfaces can lead to at least three different incorrect interpretations. First, Figure 13 demonstrates how a 3D curved interface can appear as a semi-straight phase boundary segment in a 2D cut. The interface A in Figure 13a...
appears as a straight segment in the given 2D surface cut. However, the same interface appears to be a 3D curved plane below the 2D cut surface in Figure 13b. This effect resembles the situation of the B2 and B3 interphase boundary segments that were curved around two surface defects, while the other interface segments identified in the same in situ EBSD maps were perceived as approximately straight lines.

The second case of misguiding 2D information concerns the 2D recorded interface velocity. In the example shown in Figures 14a–14b, the interface A as observed in the 2D cut surface appears to be immobile during the whole partial phase transformation cycle. However, when viewing the same grain from a transverse cut to that used to construct Figures 14a–14b, displacements of the interface B on the other side of the grain beneath the surface are clearly observable (Figs. 14c–14d). This confirms that the immobility of some interfaces in 2D does not necessarily mean stagnation in all of the interfaces in a particular 3D grain. This example is relevant for the correct interpretation of Figure 4, where individual interfaces are observed not to necessarily follow the overall behavior of the material which is plotted in Figure 3.

Finally, the angle between the 2D surface cut and the 3D interface plan can also have an effect on the apparent migration rate of
Figures 15a–15c show three 2D surface cuts of interface C (as indicated in the images) at different angles of $\Phi = 0$, $\pi/4$, and $\pi/2$ corresponding to the interface plan in 3D, respectively. The average migration rate of the interface C during $\gamma \rightarrow \alpha$ phase transformation during the first isothermal holding stage measured at each of these planes is shown in Fig. 15d. The apparent velocities as measured in 2D are clearly different, while the actual velocity measured perpendicular to the interface is the same. This qualitative observation can provide a first-order explanation for the large scatter observed in the experimentally measured growth rates of different interfaces via the EBSD maps shown in Figures 7 and 8. Given the fact that at the end of the thermal cycle a large fraction of the grain boundaries appears to be more or less perpendicular to the plane of observation (Fig. 9), the effect of inclination angle may play a smaller role in the physical experiment than in the computer simulations.

**Triple Junction Effect**

Analysis of the in situ motion of the $\alpha/\gamma$ interface segments recorded via EBSD and reported in section “Results of in situ EBSD”, shows at least one case of interphase migration to be controlled by the balance of interfacial tensions at triple junctions was observed. This situation is schematically illustrated in Figure 16a. However, no similar effect of the triple junctions was spotted in the PF simulation and the interface segments around triple junctions were observed to preserve their configuration in the back-and-forth migrations during partial $\gamma \rightarrow \alpha$ and $\alpha \rightarrow \gamma$ phase transformations, as schematically shown in Figure 16b. This difference between experimental observations and simulation results can arise from neglecting interfacial tensions around triple junctions in the simulations. As suggested in the work by Brener et al. (2009) dealing with various scenarios of dendritic melting, inclusion of this effect in future PF models could improve their accuracy in predicting microstructural evolution.

**Summary and Conclusions**

In this study, in situ HT EBSD mapping is coupled with 3D PF simulation of a comparable ferrite–austenite microstructure in combination with conditions and parameter settings leading to an equivalent change in the ferrite fraction during thermal cycling in the intercritical region. The combined results of EBSD and 2D cuts in 3D PF simulations were used to analyze the migration of the $\alpha/\gamma$ interfaces during the CPPTs in a carbon-poor medium manganese steel. The following conclusions have been reached:

1. Individual interfaces, as observed via in situ EBSD, do not necessarily follow the overall response of the material (characterized by area fraction of ferrite) to temperature variations.
2. The behavioral features of different interfaces can be qualitatively explained bearing in mind local conditions at the interface, i.e. crystallographic OR, topology of grains, geometrical configuration of the interfaces, and the local concentration of alloying elements around the interface.
3. Motion of the interfaces with special OR versus temperature variation was observed to be slower than that observed for interfaces without a special OR.
4. No relationship between OR of the interface and the likelihood of that interface showing immobility during the stagnant stage of the thermal cycle was observed.

5. No real difference was observed between average velocities of interfaces during partial $\gamma\rightarrow\alpha$ and $\alpha\rightarrow\gamma$ phase transformations. In addition, a relation between the misorientation angle and the interface velocity could not be established.

6. The range of interface velocities, as well as the scatter in velocities of individual interfaces recorded via the $\textit{in situ}$ EBSD maps, is found to be qualitatively explainable by the effect of 2D observation cut surface of the 3D phase transformation phenomena. The unknown angle of inclination of the moving interface with respect to the plane of observation implies that $\textit{in situ}$ HT EBSD measurements cannot lead to more quantitative conclusions regarding actual velocity values.

7. The $\alpha$ and $\gamma$ grains as observed during the EBSD mapping changed shape during partial phase transformations. However, in the PF simulation, the traceable back-and-forth migration of interphase boundaries led to grain shape preservation during the imposed CPPT treatment.
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