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Abstract—The paper proposes an optimized leader–follower formation control for the multi-agent systems with unknown nonlinear dynamics. Usually, optimal control is designed based on the solution of the Hamilton–Jacobi–Bellman equation, but it is very difficult to solve the equation because of the unknown dynamic and inherent nonlinearity. Specifically, to multi-agent systems, it will become more complicated owing to the state coupling problem in control design. In order to achieve the optimized control, the reinforcement learning algorithm of the identifier–actor–critic architecture is implemented based on fuzzy logic system (FLS) approximators. The identifier is designed for estimating the unknown multi-agent dynamics; the actor and critic FLSs are constructed for executing control behavior and evaluating control performance, respectively. According to Lyapunov stability theory, it is proven that the desired optimizing performance can be arrived. Finally, a simulation example is carried out to further demonstrate the effectiveness of the proposed control approach.

Index Terms—Fuzzy logic systems (FLSs), identifier–actor–critic architecture, multi-agent formation, optimized formation control, reinforcement learning (RL).

I. INTRODUCTION

In the multi-agent cooperation community, formation control is one of the most interesting and attractive research topics because of its broad applications, such as cooperative control of unmanned aerial vehicles, satellite clusters, autonomous underwater vehicles, and mobile sensor networks. In brief, formation control is to design the appropriate protocol or algorithm such that the multi-agent system arrives and maintains a predefined geometrical shape, for example, a chain or wedge. In the recent decades, formation control has been well developed, and several published results receive the considerable and increasing attention, such as leader–follower [1], behavior [2], virtual structure [3], and potential function based approaches [4], where the leader–follower approach is the most popular one due to its simplicity and scalability. The basic idea is that a leader is designed as a reference for the agent group, and all agents as followers are controlled to maintain the desired separation and relative bearing with the leader. The main advantage is that group behavior is specified by a single quantity (the leader’s motion).

Ever since optimal control, which means that cost function is minimized, was formally developed about five decades ago by Bellman [5] and Pontryagin [6], optimization became a fundamental design idea and principle in modern control theory. In recent years, the optimal problem has been addressed in formation control of multi-agent systems, and several approaches have been published [7]–[9]. In [7], the finite-time optimal formation problem of multi-agent systems on the Lie group $\text{SE}(3)$ is investigated. In [8], the finite-time optimal formation is applied to multivehicle systems. In [9], the centralized optimal multi-agent coordination problem under tree formation constraints is studied. These published optimal formation methods are achieved based on the solution of the Hamilton–Jacobi–Bellman (HJB) or Hamiltonian equation. In practice, the HJB equation is solved difficultly by analytical approaches owing to the inherent non-linearities and unknown dynamics.

In order to overcome the difficulty coming from solving the HJB equation, a reinforcement learning (RL)-based function approximation strategy is usually considered. The basic idea is that appropriate actions are taken by evaluating feedback from environment [10]. One of the most popular means to perform RL algorithms is the actor–critic architecture, where the actor performs certain actions by interacting with environment and the critic evaluates the actions and gives feedback to the actor [11].
However, most of the RL-based optimal approaches require complete knowledge of system dynamics, and it is difficult to be satisfied for practical situations. In order to release the strict requirement, an effective solution is the identifier–actor–critic method because the unknown dynamics are estimated by the identifier for RL [12].

It is well known that fuzzy logical systems (FLSs) have excellent approximation ability, which can approximate any continuous function to the desired accuracy over a compact set. In the recent years, many frequently used control techniques have been well developed based on the FLS approximator, such as backstepping, optimizer, small-gain approach, and dead-zone control [13]–[16], and widely applied to various nonlinear systems, such as [17]–[22]. However, a common challenge and difficulty in adaptive fuzzy control is the stability proof because there possibly exists the undesirable drift in the online learning. Recently, several stability analysis approaches are published to gain the extensive attention [23]–[25], they are the effective ways for solving the difficulty. Nevertheless, for multi-agent system control, stability analysis becomes more challenging and difficult owing to the state coupling in the control design. To the optimized formation control, stability analysis is turned into a very complex and intractability problem because RL is performed by online training both critic and actor simultaneously.

Motivated by the above-mentioned discussion, in this paper, the RL algorithm of the identifier–actor–critic architecture is utilized for the optimized formation control. Based on FLS approximations of the unknown nonlinear dynamic and optimal value functions, the identifier, actor, and critic are constructed, where the online learning for them is continuous and simultaneous. The main contributions are listed in the following.

1) The optimized formation control approach can efficiently solve the tracking problem by segmenting an error term from the optimal value function. Owing to the difficulty in the convergence analysis of tracking errors, existing optimization control methods rarely involve the tracking problem. The proposed optimization strategy can well carry out tracking control; therefore, it can guarantee that the leader–follower formation control is fulfilled.

2) The RL of the identifier–actor–critic architecture is applied to multi-agent control so that the excellent control performance can be guaranteed. Most of the existing RLs are designed based on a common assumption that the system dynamics are completely known, such as [26] and [27]. However, this assumption is impractical or very strict for many practical situations. The proposed RL algorithm can release the strict assumption because the adaptive identifier is employed to estimate the system uncertainties, it can meet the practical requirements for real-world engineering.

3) The strict proofs for the stability and convergence analyses are given. In most of the existing RL control literature, Lyapunov function for stability analysis is designed to contain the infinite horizon value function, such as [12] and [28]. Because the function’s derivative is negative, it cannot guarantee that the strict analyses are performed for stability and convergence.

For convenience, the following notations are used throughout the paper.

1) $R$ represents the real number; $R^n$ denotes the real $n$-dimensional vector space; $R^{n \times m}$ is the $n \times m$-dimensional matrix space; and $I_n$ is the $n \times n$ identity matrix.

2) $|\cdot|$ denotes the absolute value; $\|\cdot\|$ represents the 2-norm; and $\Omega$ represents the set.

3) $T$ is the transposition symbol; and $\otimes$ denotes the Kronecker product.

II. PRELIMINARIES

A. Fuzzy Logic Systems

It has been proven that FLSs have the universal approximation and learning abilities. A FLS is composed of four parts, which are the knowledge base, fuzzifier, fuzzy inference engine, and defuzzifier.

The knowledge base is a collection of fuzzy If-Then rules described in the following:

$$R_j : \text{If } x_1 \text{ is } F^i_1 \text{ and } x_2 \text{ is } F^i_2 \ldots \text{ and } x_n \text{ is } F^i_n \text{ Then } y = G^j, \quad j = 1, 2, \ldots, N$$

where $x = [x_1, \ldots, x_n]^T$ is the input; $y$ is the output; $F^i_j$ and $G^j$ are the fuzzy sets associated with fuzzy membership functions $\mu_{F^i_j}(x_i) \in R$ and $\mu_{G^j}(y) \in R$, respectively; and $N$ is the number of rules.

The singleton fuzzifier, product inference engine, and center-average defuzzifier are defined as

$$y(x) = \sum_{j=1}^{N} \frac{\theta_j \prod_{i=1}^{n} \mu_{F^i_j}(x_i)}{\sum_{j=1}^{N} \prod_{i=1}^{n} \mu_{F^i_j}(x_i)}$$  \hspace{1cm} (1)

where $\theta_j = \max_{y \in R} \mu_{G^j}(y)$.

Define the fuzzy basis function as

$$\varphi_j(x) = \frac{\prod_{i=1}^{n} \mu_{F^i_j}(x_i)}{\sum_{j=1}^{N} \prod_{i=1}^{n} \mu_{F^i_j}(x_i)}$$ \hspace{1cm} (2)

the FLS (1) can be re-expressed as

$$y(x) = \Theta^T \varphi(x)$$ \hspace{1cm} (3)

where $\Theta = [\theta_1, \ldots, \theta_N]^T$ is viewed as the adjustable parameter vector and $\varphi(x) = [\varphi_1(x), \ldots, \varphi_N(x)]^T$ is the fuzzy basis function vector.

It has been proven that the FLS can uniformly approximate any continuous nonlinear function to the desired accuracy over a compact set. This property is described by the following lemma.

\textbf{Lemma 1:} [29] Any real continuous function $h(x) \in R$ is well defined on a compact set $\Omega_0 \in R^n$, there exists the FLS described by (3) such that

$$\sup_{x \in \Omega_0} |h(x) - y(x)| < \varepsilon$$

where $\varepsilon > 0$ is an arbitrary positive number.
According to Lemma 1, for any continuous vector-valued function \( f(x) = [f_1(x), \ldots, f_m(x)]^T \in \mathbb{R}^m \) defined on the compact set \( \Omega_f \subseteq \mathbb{R}^m \), there exists an optimal parameter matrix \( \Theta_f^* = [\Theta_{f1}, \ldots, \Theta_{fm}] \in \mathbb{R}^{n \times m} \) such that
\[
 f(x) = \Theta_f^T \varphi(x) + \varepsilon_f(x)
\]
where \( \varepsilon_f(x) \in \mathbb{R}^m \) is the approximation error satisfying \( \|\varepsilon_f(x)\| \leq \delta \), \( \delta \) is a positive constant. The optimal parameter vector \( \Theta_f^* \) is defined as
\[
 \Theta_f^* := \arg \min_{\Theta \in \mathbb{R}^{n \times m}} \left\{ \sup_{x \in \Omega_f} \| f(x) - \Theta^T \varphi(x) \| \right\}
\]
where \( \Theta_f = [\Theta_{f1}, \ldots, \Theta_{fm}] \in \mathbb{R}^{n \times m} \) is the adjustable parameter matrix. It should be mentioned that \( \Theta_f^* \) needs to be estimated because it is an “artificial” quantity just for analysis purposes.

B. Algebraic Graph Theory

The interconnection topology of a multi-agent system can be depicted by a graph \( G = (\Upsilon, \Xi, A) \), where \( \Upsilon = \{v_1, v_2, \ldots, v_n\}, \Xi \subseteq \Upsilon \times \Upsilon \) and \( A = [a_{ij}] \) are the node set, edge set, and adjacency matrix, respectively. Let \( \xi_{ij} \in \Xi \) if and only if there is an information flow from agent \( j \) to agent \( i \). Agent \( j \) is called as a neighbor of agent \( i \) if \( \xi_{ij} \in \Xi \), and the neighbor set of agent \( i \) is denoted by \( \Lambda_i = \{v_j \mid \xi_{ij} \in \Xi \} \). The adjacency element \( a_{ij} \) denotes the communication weight corresponding to the edge \( \xi_{ij} \), which satisfies \( a_{ij} \in \Xi \lor a_{ji} = 1 \) and otherwise \( a_{ij} = 0 \). A graph \( G \) is called undirected if \( a_{ij} = a_{ji} \). An undirected graph is called connected if any pair of distinct nodes can be connected by an undirected path. The Laplacian matrix \( L = [l_{ij}] \in \mathbb{R}^{n \times n} \) of the weight graph \( G \) is defined as
\[
 L = D - A
\]
where \( d = \text{diag}\{d_1, \ldots, d_n\}, d_i = \sum_{j=1}^{n} a_{ij} \).

Let \( b_i \) denote the connection weight between agent \( i \) and the leader. If there is the information communication between agent \( i \) and the leader, then \( b_i = 1 \), otherwise \( b_i = 0 \). It is assumed that at least one agent connects with the leader, i.e., \( b_1 + b_2 + \cdots + b_n > 0 \).

C. Supporting Lemmas

Lemma 2: [30] An undirected graph \( G \) is connected if and only if its Laplacian is irreducible.

Lemma 3: [30] Let \( Q = [q_{ij}] \in \mathbb{R}^{n \times n} \) be an irreducible matrix such that \( q_{ij} = q_{ji} \leq 0 \) for \( i \neq j \) and \( q_{ii} = -\sum_{j=1}^{n} q_{ij} \) for \( i = 1, 2, \ldots, n \). Then all eigenvalues of the matrix
\[
 \begin{bmatrix}
 q_{11} + q_1 & \cdots & q_{1n} \\
 \vdots & \ddots & \vdots \\
 q_{n1} & \cdots & q_{nn} + q_n
 \end{bmatrix}
\]
are positive, where \( q_1, q_2, \ldots, q_n \) are non-negative constants satisfying \( q_1 + q_2 + \cdots + q_n > 0 \).

Lemma 4: [30] Let \( \Phi(t) \in \mathbb{R} \) be a continuous positive function with bounded initial value \( \Phi(0) \). If \( \dot{\Phi}(t) \leq -\alpha \Phi(t) + \beta \) is held, where \( \alpha \) and \( \beta \) are positive constants, then there is the following result:
\[
 \Phi(t) \leq e^{-\alpha t} \Phi(0) + \frac{\beta}{\alpha} (1 - e^{-\alpha t}).
\]

III. MAIN RESULTS

A. Problem Formulation

Consider the multi-agent system modeled in the following:
\[
 \dot{x}_i(t) = f_i(x_i(t)) + u_i, \quad i = 1, \ldots, n
\]
where \( x_i(t) \in \mathbb{R}^m \) is the state; \( u_i \in \mathbb{R}^m \) is the control input; and \( f_i(\cdot) : \mathbb{R}^m \rightarrow \mathbb{R}^m \) with \( f_i(0) = 0 \), is the unknown nonlinear continuous vector-value function. These terms \( f_i(x_i) + u_i, \quad i = 1, 2, \ldots, n \), are assumed Lipschitz continuous on the set containing origin so that the solution of differential equation (8) is unique for any bounded initial state \( x_i(0) \). The system (8) is assumed stabilizable, i.e., there exists the continuous control \( u_i \), such that the system is asymptotically stable. The communication graph \( G \) is assumed to be an undirected connected graph.

Let \( x_d(t), \dot{x}_d(t) \in \mathbb{R}^m \) denote the desired trajectory and velocity of the formation movement, which are assumed known and bounded. Define the tracking error variable for agent \( i \) as
\[
 z_i(t) = x_i(t) - x_d(t) - \eta_i, \quad i = 1, 2, \ldots, n
\]
where \( \eta_i = [\eta_{i1}, \eta_{i2}, \ldots, \eta_{im}]^T \) is the relative position vector between agent \( i \) and the leader, which depicts the predefined formation pattern.

Definition 1: [31] The multi-agent system (8) is said to achieve the desired formation if its solutions satisfy
\[
 \lim_{t \rightarrow \infty} \|x_i(t) - x_d(t) - \eta_i\| = 0, \quad i = 1, \ldots, n
\]
for the bounded initial conditions.

Based on (8), the following error dynamic can be yielded:
\[
 \dot{z}_i(t) = f_i(x_i) - \dot{x}_d(t) + u_i, \quad i = 1, \ldots, n.
\]

Define the formation errors as
\[
 e_i(t) = \sum_{j \in \Lambda_i} a_{ij} (x_i(t) - \eta_i - x_j(t) + \eta_j)
\]
\[
 + b_i (x_i(t) - x_d(t) - \eta_i), \quad i = 1, \ldots, n
\]
where \( a_{ij} \) is the \( i \)th row and \( j \)th column element of adjacency matrix \( A \); and \( b_i \) is the connection weight between agent \( i \) and the leader. Inserting (9) into (11), the following equation can be yielded:
\[
 e_i(t) = \sum_{j \in \Lambda_i} a_{ij} (z_i - z_j) + b_i z_i, \quad i = 1, \ldots, n.
\]

Based on the multi-agent dynamic (8), time derivative of the formation error is
\[
 \dot{e}_i(t) = c_i f_i(x_i) + c_i u_i - b_i \dot{x}_d(t) - \sum_{j \in \Lambda_i} a_{ij} \dot{x}_j(t)
\]
where \( c_i = \sum_{j \in \Lambda_i} a_{ij} + b_i \).

Define the infinite horizon value function as
\[
 V(e(t)) = \int_{t}^{\infty} r(e(\tau), u(\tau)) d\tau
\]
where \( r(e, u) = e^T(t)e(t) + u^T(C \otimes I_m)u = z^T(t)(\tilde{L}^T \tilde{L} \otimes I_m)z(t) + u^T(C \otimes I_m)u \) is the cost function, where \( e^T(t) = [e_1^T, \ldots, e_n^T]; u = [u_1^T, \ldots, u_n^T]^T; \) \( z = [z_1^T, \ldots, z_n^T]^T; \) \( C = \text{diag}\{c_1, \ldots, c_n\}; \) and \( \tilde{L} = L + B. \) It should be mentioned that \( \tilde{L} \) is a positive definite matrix in accordance with Lemma 3.

Let \( r_i(e_i, u_i) = e_i^T e_i + c_i u_i^T u_i \) and \( V_i(e_i) = \int_t^\infty r_i(e_i(\tau), u_i(e_i(\tau)))d\tau, \) the value function (14) can be re-expressed as

\[
V(e) = \sum_{i=1}^n V_i(e_i) = \sum_{i=1}^n \int_t^\infty r_i(e_i(\tau), u_i(e_i(\tau)))d\tau. \tag{15}
\]

**Definition 2:** [32] The multi-agent formation control \( u_i, \ i = 1, \ldots, n, \) is said to be admissible associating with (10) on a set \( \Omega, \) which is denoted by \( \Sigma = \{u_i, i = 1, \ldots, n\} \), if \( u_i, \ i = 1, \ldots, n, \) is continuous with \( u_i(0) = 0, \) \( u_i \) stabilizes (10) and \( V(e) \) is finite.

The optimized formation problem for the multi-agent system (8) is to find the admissible control policies \( u_i, \ i = 1, \ldots, n, \) such that the infinite horizon value function (14) can be minimized.

**The control objective.** Based on the RL algorithm of the identifier–actor–critic architecture, design the optimized formation control \( u_i, \ i = 1, \ldots, n, \) for multi-agent system (8) such that (1) all signals are semiglobally uniformly ultimately bounded (SGUUB); and (2) the leader–follower formation control can be achieved. Based on the infinite horizon value function (14), the following Hamiltonian function is derived:

\[
H(e, u^*, \frac{\partial V(e)}{\partial e}) = r(e, u) + \frac{\partial V(e)}{\partial e} \dot{e}(t)
\]

\[
e = e^T e + u^T(C \otimes I_m)u + \sum_{i=1}^n \left( \frac{\partial V_i(e_i)}{\partial e_i} \dot{e_i}(t) \right)
\]

\[
= \sum_{i=1}^n \left( ||e_i(t)||^2 + c_i ||u_i||^2 + \frac{\partial V_i(e_i)}{\partial e_i} \dot{e_i}(t) \right) \tag{16}
\]

where \( \frac{\partial V(e)}{\partial e} \) and \( \frac{\partial V_i(e_i)}{\partial e_i} \) denote the gradient of \( V(e(t)) \) and \( V_i(e_i) \) corresponding to \( e(t) \) and \( e_i(t) \), respectively.

Let \( u^* = [u_1^T, \ldots, u_n^T]^T \) be the optimal formation control, then the optimal value function can be yielded as

\[
V^*(e) = \min_{u_{1,1, \ldots, n} \in \Phi(\Omega)} \int_t^\infty r(e, u)d\tau = \int_t^\infty r(e, u^*)d\tau
\]

\[
= \sum_{i=1}^n V_i^*(e_i) = \sum_{i=1}^n \min_{u_i \in \Phi(\Omega)} \int_t^\infty r_i(e_i, u_i)d\tau
\]

\[
= \sum_{i=1}^n \int_t^\infty r_i(e_i, u_i^*)d\tau \tag{17}
\]

where \( V_i^*(e_i) = \int_t^\infty r_i(e_i, u_i^*)d\tau, \Omega \subset R^m \) is a compact set containing origin.

Integrating both (16) and (17), the HJB equation is yielded as

\[
H(e, u^*, \frac{\partial V^*(e)}{\partial e}) = r(e, u^*) + \frac{\partial V^*(e)}{\partial e} \dot{e}(t)
\]

\[
= \sum_{i=1}^n \left( ||e_i||^2 + c_i ||u_i||^2 + \frac{\partial V_i^*(e_i)}{\partial e_i} \dot{e_i}(t) \right) = 0. \tag{18}
\]

Associated with (13) and (18), the distributed HJB equation can be derived as

\[
H_i(e_i, u_i^*, \frac{\partial V_i^*(e_i)}{\partial e_i}) = ||e_i||^2 + c_i ||u_i||^2 + \frac{\partial V_i^*(e_i)}{\partial e_i} \dot{e_i}(t) = 0, \quad i = 1, \ldots, n. \tag{19}
\]

Obviously, if the distributed HJB equations (19) are held, the HJB equation (18) is held. Assuming the solution of (19) is existent and unique, the following optimal formation control \( u_i^* \) can be obtained by solving \( \partial H_i(e_i, u_i^*, \frac{\partial V_i^*(e_i)}{\partial e_i})/\partial u_i^* = 0: \)

\[
u_i^* = -\frac{1}{2} \frac{\partial V_i^*(e_i)}{\partial e_i}, \quad i = 1, \ldots, n. \tag{20}
\]

Substituting (20) into (19) yields

\[
\frac{||e_i(t)||^2}{2} + \frac{\partial V_i^*(e_i)}{\partial e_i} \left( c_i f_i(x_i) - b_i \dot{x}_i(t) - \sum_{j \in \Lambda_i} a_{ij} \dot{x}_j(t) \right)
\]

\[
- c_i \frac{\partial V_i^*}{\partial e_i} \frac{\partial V_i^*}{\partial e_i} = 0, \quad i = 1, \ldots, n. \tag{21}
\]

In order to achieve the optimal formation control (20), the term \( \frac{\partial V_i^*(e_i)}{\partial e_i} \) is required, which is expected to obtain by solving (21). However, due to the unknown dynamics and inherent nonlinearities, the equation is impossible or very difficult to be solved. Therefore, the RL algorithm of the identifier–actor–critic architecture can be considered to realize the control.

**B. FLS Identifier Design**

Since these dynamic functions \( f_i(x_i), \ i = 1, \ldots, n, \) of multi-agent system (8) are unknown, the FLS-based identifiers are established to estimate the unknown functions for achieving the optimized formation scheme.

For \( x_i \in \Omega \) where \( i = 1, \ldots, n, \) the function \( f_i(x_i) \) can be approximated by the FLS in the following:

\[
f_i(x_i) = \Theta_{f_i}^T \varphi_i(x_i) + \varepsilon f_i(x_i), \quad i = 1, \ldots, n \tag{22}
\]

where \( \Theta_{f_i} \in R^{p_1 \times m} \) is the optimal parameter matrix; \( \varphi_i(x_i) \in R^{p_1} \) is the fuzzy basis function vector; \( p_1 \) is the fuzzy rule number; \( \varepsilon f_i(x_i) \in R^m \) is the approximation error satisfying \( ||\varepsilon f_i(x_i)|| \leq \delta f_i \) and \( \delta f_i \) is a positive constant.

Since the optimal parameter matrix \( \Theta_{f_i} \) is the unknown constant matrix that cannot be applied directly, it needs to be estimated. Let \( \Theta_{f_i}^e \) denote the estimation, the adaptive identifier
is built as
\[
\dot{x}_i(t) = -k_i x_i(t) + \Theta_i^T(t) \varphi_{fi} (x_i) + u_i,
\]
\[i = 1, \ldots, n \quad (23)\]
where \(x_i(t) \in \mathbb{R}^m\) is the identifier state, and \(\dot{x}_i(t) = \dot{x}_i(t) - x_i(t)\) is the identification error.

Design the updating law for \(\Theta_{fi}(t)\) as
\[
\dot{\Theta}_{fi}(t) = \Gamma_i \left( -\varphi_{fi}(x_i) \hat{x}_i^T(t) - \sigma_i \Theta_{fi}(t) \right),
\]
\[i = 1, \ldots, n \quad (24)\]
where \(\Gamma_i \in \mathbb{R}^{n \times p_i}\) is the positive definite gain matrix and \(\sigma_i\) is the positive design parameter.

Based on (8), (22), and (23), the identifier error dynamics can be yielded as
\[
\dot{x}_i(t) = -k_i x_i(t) + \Theta_{fi}^T(t) \varphi_{fi} (x_i) - \varepsilon_j (x_i),
\]
\[i = 1, \ldots, n \quad (25)\]
where \(\hat{\Theta}_{fi}(t) = \dot{\Theta}_{fi}(t) - \Theta_{fi}^*\) is the estimation error.

**Theorem 1:** If the proposed identifier (23) with updating law (24) is used for identifying the multi-agent (8), then 1) the errors \(\Theta_{fi}(t)\) and \(\dot{x}_i(t)\) are SGUUB; 2) the identification error \(\dot{x}_i(t)\) can arrive to the desired accuracy by making the design parameters \(k_i, \quad i = 1, \ldots, n\), large enough.

**Proof:** 1) Consider the Lyapunov candidate as following:
\[
E_i(t) = \frac{1}{2} \sum_{i=1}^{n} \hat{x}_i^T(t) \hat{x}_i(t) + \frac{1}{2} \sum_{i=1}^{n} \text{Tr} \left( \hat{\Theta}_{fi}^T \Gamma_i^{-1} \hat{\Theta}_{fi} \right). \quad (26)
\]
Taking the time derivative along (24) and (25) is
\[
\dot{E}_i(t) = \sum_{i=1}^{n} \dot{x}_i^T(t) \left( -k_i x_i(t) + \Theta_{fi}^T(t) \varphi_{fi} (x_i) - \varepsilon_j (x_i) \right) \]
\[= \sum_{i=1}^{n} \text{Tr} \left( \hat{\Theta}_{fi}^T(t) \varphi_{fi}(x_i) \hat{x}_i^T(t) + \sigma_i \hat{\Theta}_{fi}(t) \hat{\Theta}_{fi}(t) \right). \quad (27)
\]
According to the property of trace operator \(\text{Tr}(ba^T) = a^T b\) where \(a, b \in \mathbb{R}^n\), there is the following fact:
\[
\text{Tr} \left[ \hat{\Theta}_{fi}^T(t) \varphi_{fi}(x_i) \hat{x}_i^T(t) \right] = \hat{x}_i^T(t) \left( \hat{\Theta}_{fi}^T(t) \varphi_{fi}(x_i) \right). \quad (28)
\]
Substituting (28) into (27), we obtain
\[
\dot{E}_i(t) = - \sum_{i=1}^{n} k_i \| \hat{x}_i(t) \|^2 - \sum_{i=1}^{n} \hat{x}_i^T(t) \varepsilon_j (x_i) \]
\[= - \sum_{i=1}^{n} \sigma_i \text{Tr} \left( \hat{\Theta}_{fi}^T(t) \hat{\Theta}_{fi}(t) \right). \quad (29)
\]
According to the Cauchy–Buniakowsky–Schwarz inequality [33] \(\sum_{k=1}^{n} a_k b_k^2 \leq \left( \sum_{k=1}^{n} a_k^2 \right) \left( \sum_{k=1}^{n} b_k^2 \right)\) and Young’s inequality [34] \(ab \leq \frac{a^2}{2} + \frac{b^2}{2}\), there is the following result:
\[
- \hat{x}_i^T(t) \varepsilon_j (x_i) \leq \frac{1}{2} \| \hat{x}_i(t) \|^2 + \frac{1}{2} \sigma_i^2. \quad (30)
\]
Based on the fact that \(\text{Tr}(\hat{\Theta}_{fi}^T \hat{\Theta}_{fi}) = \frac{1}{2} \text{Tr}(\hat{\Theta}_{fi}^T \hat{\Theta}_{fi}) + \frac{1}{2} \text{Tr}(\hat{\Theta}_{fi}^T \hat{\Theta}_{fi}) - \frac{1}{2} \text{Tr}(\hat{\Theta}_{fi}^T \hat{\Theta}_{fi})\), the following equation can be obtained:
\[
- \sigma_i \text{Tr} \left( \hat{\Theta}_{fi}^T(t) \hat{\Theta}_{fi}(t) \right) \leq - \frac{\sigma_i}{2} \text{Tr} \left( \hat{\Theta}_{fi}^T(t) \hat{\Theta}_{fi}(t) \right) \nonumber \]
\[+ \frac{\sigma_i}{2} \text{Tr} \left( \Theta_{fi}^T(t) \Theta_{fi}(t) \right). \quad (31)
\]
Substituting (30) and (31) into (29) yields
\[
\dot{E}_i(t) \leq - \sum_{i=1}^{n} \left( k_i - \frac{1}{2} \right) \| \hat{x}_i(t) \|^2 - \sum_{i=1}^{n} \sigma_i \text{Tr} \left( \hat{\Theta}_{fi}^T \hat{\Theta}_{fi} \right) + \beta_1 \nonumber \]
\[\leq - \sum_{i=1}^{n} \left( k_i - \frac{1}{2} \right) \| \hat{x}_i(t) \|^2 - \sum_{i=1}^{n} \frac{\sigma_i}{2} \tilde{\lambda}_\text{max} \Gamma_i^{-1} \nonumber \]
\[\times \text{Tr} \left( \Theta_{fi}^T(t) \Gamma_i^{-1} \hat{\Theta}_{fi}(t) + \beta_1 \right). \quad (32)
\]
where \(\beta_1 = \frac{1}{2} \sum_{i=1}^{n} \left( \sigma_i \text{Tr}(\hat{\Theta}_{fi}^T \hat{\Theta}_{fi}) + \tilde{\sigma}_i^2 \right)\); and \(\tilde{\lambda}_{\text{max}}(\Gamma_i^{-1})\) denotes the maximal eigenvalue of \(\Gamma_i^{-1}\).

Let \(\alpha_1 = \min \left\{ 2(k_i - \frac{1}{2}), \ldots, 2(k_n - \frac{1}{2}) \right\}, \frac{\sigma_i}{\tilde{\lambda}_{\text{max}}(\Gamma_i^{-1})}, \ldots, \frac{\sigma_i}{\tilde{\lambda}_{\text{max}}(\Gamma_i^{-1})} \right\}, \) (32) can be rewritten as
\[
\dot{E}_i(t) \leq - \alpha_1 E_1(t) + \beta_1. \quad (33)
\]
According to Lemma 4, the following inequality can be obtained:
\[
E_1(t) \leq e^{-\alpha_1 t} E_1(0) + \frac{\beta_1}{\alpha_1} \left( 1 - e^{-\alpha_1 t} \right) \quad (34)
\]
which implies that the identifier and estimation errors \(\hat{\Theta}_{fi}(t)\) are SGUUB.

2) Let \(E_x(t) = \frac{1}{2} \sum_{i=1}^{n} \hat{x}_i^T(t) \hat{x}_i(t), \) its time derivative along (25)
is
\[
\dot{E}_x(t) \leq - \sum_{i=1}^{n} \left( k_i - \frac{1}{2} \right) \| \hat{x}_i(t) \|^2 + \frac{1}{2} \| \hat{x}_i(t) \|^2 + \frac{1}{2} \| \hat{x}_i(t) \|^2 \quad (35)
\]
Inserting the following facts:
\[
\hat{x}_i^T(t) \hat{\Theta}_{fi}^T(t) \varphi_{fi} (x_i) \leq \frac{1}{2} \| \hat{x}_i(t) \|^2 + \frac{1}{2} \| \hat{x}_i(t) \|^2 \quad (36)
\]
\[\hat{x}_i^T(t) \varepsilon_j (x_i) \leq \frac{1}{2} \| \hat{x}_i(t) \|^2 + \frac{1}{2} \sigma_i^2 \quad (37)
\]
to (35) yields
\[
\dot{E}_x(t) \leq - \sum_{i=1}^{n} \left( k_i - \frac{1}{2} \right) \| \hat{x}_i(t) \|^2 + \psi_x (t) \quad (38)
\]
where \(\psi_x (t) = \frac{1}{2} \sum_{i=1}^{n} \left( \| \hat{x}_i(t) \|^2 + \sigma_i^2 \right)\).

Since these estimation errors \(\hat{\Theta}_{fi}(t), \ldots, \hat{\Theta}_{fi}(t)\) are bounded, which are proven by part 1, the term \(\psi_x (t)\) is bounded. Let \(\alpha_2 = \min \{ k_i - 1 \} \) and \(\beta_2 = \sup \{ \psi_x (t) \}, \) (36) becomes
\[
\dot{E}_x(t) \leq - \alpha_2 E_x(t) + \beta_2. \quad (37)
\]
Applying Lemma (4), we obtain the following equation:
\[
E_x(t) \leq e^{-\alpha_2 t} E_x(0) + \frac{\beta_2}{\alpha_2} \left( 1 - e^{-\beta_2 t} \right) \quad (38)
\]
The above-mentioned inequality means that the identifier error can arrive the desired accuracy by making \(\alpha_2\) large enough. □
C. Optimized Formation Control Design

Since the multi-agent dynamic function $f_i(x_i)$ is unknown, the identifier (23) plays an essential role in the formation control design. Define the identifier tracking and identification error as

$$\hat{z}_i(t) = \hat{x}_i(t) - x_i(t) - \eta_i,$$

$$\hat{e}_i(t) = \sum_{j \in \Lambda_i} a_{ij} (\hat{x}_j(t) - \eta_i - \hat{x}_j + \eta_j) + b_i \hat{z}_i(t).$$  \hspace{1cm} (39)

Based on the identifier dynamic (23), the following error dynamics can be yielded:

$$\dot{\hat{z}}_i(t) = -k_i \hat{x}_i(t) + \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) - \hat{x}_i(t) + u_i,$$

$$\dot{\hat{e}}_i(t) = -k_i c_i \hat{x}_i(t) + c_i \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) + c_i u_i - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t),$$  \hspace{1cm} (40)

$$i = 1, \ldots, n.$$  \hspace{1cm} (41)

Similar to (14)–(19), the optimal value function for the equation (41) is

$$V^*(\hat{e}) = \min_{u_{i,1}, \ldots, u_i \in \Psi(t)} \int_{t}^{\infty} r (\hat{e}(\tau), u(\tau)) \, d\tau$$

$$= \sum_{i=1}^{n} \min_{u_i \in \Psi(t)} \int_{t}^{\infty} r_i (\hat{e}_i(\tau), u_i(\hat{e}_i)) \, d\tau$$

$$= \sum_{i=1}^{n} \int_{t}^{\infty} r_i (\hat{e}_i(\tau), u_i^*(\hat{e}_i)) \, d\tau$$  \hspace{1cm} (42)

where $\hat{e}(t) = [\hat{e}_1^T(t), \hat{e}_2^T(t), \ldots, \hat{e}_n^T(t)]^T$. Then the distributed HJB equation associated with (41) can be yielded as

$$H_i \left( \hat{e}_i, u_i^*, \frac{\partial V_i^*}{\partial \hat{e}_i} \right) = \| \hat{e}_i(t) \|^2 + c_i \| u_i^* \|^2 + \frac{\partial V_i^*(\hat{e}_i)}{\partial \hat{e}_i}\hat{e}_i$$

$$= \| \hat{e}_i(t) \|^2 + c_i \| u_i^* \|^2 + \frac{\partial V_i^*(\hat{e}_i)}{\partial \hat{e}_i}\hat{e}_i - k_i c_i \hat{x}_i(t) + c_i u_i^*$$

$$+ c_i \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t) = 0,$$

$$i = 1, \ldots, n.$$  \hspace{1cm} (43)

Assume the solution of (43) to be existent and unique. By solving $\partial H_i(\hat{e}_i, u_i^*, \frac{\partial V_i^*}{\partial \hat{e}_i})/\partial u_i^* = 0$, the optimal formation control $u_i^*$ can be obtained as

$$u_i^* = -\frac{1}{2} \frac{\partial V_i^*(\hat{e}_i)}{\partial \hat{e}_i}, \quad i = 1, \ldots, n.$$  \hspace{1cm} (44)

Segment the optimal value function (42) into two parts as

$$V_i^*(\hat{e}_i) = \gamma_i \| \hat{e}_i(t) \|^2 + V_i^*(\hat{e}_i), \quad i = 1, \ldots, n$$  \hspace{1cm} (45)

where $\gamma_i$ is a positive design constant, and $V_i^*(\hat{e}_i) = -\gamma_i \| \hat{e}_i(t) \|^2 + V_i^*(\hat{e}_i)$. Inserting (45) into (44), the optimal formation control can become

$$u_i^* = -\gamma_i \hat{e}_i(t) - \frac{1}{2} \frac{\partial V_i^*(\hat{e}_i)}{\partial \hat{e}_i}, \quad i = 1, \ldots, n.$$  \hspace{1cm} (46)

Since $V_i^*(\hat{e}_i)$ is the continuous function, for $\hat{e}_i \in \Omega$ where $i = 1, \ldots, n$, $V_i^*(\hat{e}_i)$ can be approximated by FLS as

$$V_i^*(\hat{e}_i) = \Theta_i^T \varphi_i (\hat{e}_i) + \varepsilon_i(\hat{e}_i), \quad i = 1, \ldots, n$$  \hspace{1cm} (47)

where $\Theta_i \in R^{p_2}$ is the optimal parameter matrix; $\varphi_i(\hat{e}_i) \in R^{p_2}$ is the fuzzy basis function vector; $p_2$ is the fuzzy rule number; and $\varepsilon_i(\hat{e}_i) \in R$ is the approximation error to satisfy $|\varepsilon_i(\hat{e}_i)| \leq \delta_i$ where $\delta_i$ is a constant.

Based on the FLS approximation (47), the optimal value function (45) and optimal control (46) can be rewritten as

$$V_i^*(\hat{e}_i) = \gamma_i \| \hat{e}_i(t) \|^2 + \Theta_i^T \varphi_i (\hat{e}_i) + \varepsilon_i(\hat{e}_i),$$  \hspace{1cm} (48)

$$u_i^* = -\gamma_i \hat{e}_i(t) - \frac{1}{2} \frac{\partial \varphi_i (\hat{e}_i)}{\partial \hat{e}_i} \Theta_i - \frac{1}{2} \frac{\partial \varepsilon_i(\hat{e}_i)}{\partial \hat{e}_i},$$  \hspace{1cm} (49)

where $\frac{\partial \varphi_i (\hat{e}_i)}{\partial \hat{e}_i}$ and $\frac{\partial \varepsilon_i(\hat{e}_i)}{\partial \hat{e}_i}$ are the gradients with respect to $\hat{e}_i$.

Substituting (48) and (49) into (43), we obtain the following equation:

$$H_i \left( \hat{e}_i, u_i^*, \frac{\partial V_i^*}{\partial \hat{e}_i} \right) = -\gamma_i \| \hat{e}_i(t) \|^2 + 2\gamma_i \hat{e}_i^T(t)$$

$$ \times \left( c_i \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) - k_i c_i \hat{x}_i(t) - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t) \right)$$

$$+ \Theta_i^T \frac{\partial \varepsilon_i(\hat{e}_i)}{\partial \hat{e}_i} \left( c_i \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) - \gamma_i c_i \hat{e}_i(t) - k_i c_i \hat{x}_i(t) \right)$$

$$- b_i \hat{x}_d(t) - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t) - \frac{1}{4} \left\| \frac{\partial \varphi_i (\hat{e}_i)}{\partial \hat{e}_i} \Theta_i \right\|^2,$$

$$+ \varepsilon_i(t) = 0$$  \hspace{1cm} (50)

where

$$\varepsilon_i(t) = \frac{\partial \varepsilon_i(\hat{e}_i)}{\partial \hat{e}_i} \left( c_i u_i^* - k_i c_i \hat{x}_i(t) + c_i \Theta_{f_i}^T(t) \varphi_{f_i}(x_i) - b_i \hat{x}_d \right) - \frac{1}{4} \left\| \frac{\partial \varepsilon_i(\hat{e}_i)}{\partial \hat{e}_i} \right\|^2.$$  \hspace{1cm} (51)

The term $\varepsilon_i(t)$ is bounded because all terms are bounded.

Since the optimal parameter matrix $\Theta_i^*$ is unknown, the optimal formation controller (49) cannot be applied directly. In order to obtain the available control scheme, the following actor–critic RL algorithm is constructed based on the FLS approximation (47), of which actor and critic FLSs are utilized to implement the control behavior and evaluate the control performance, respectively:

$$V_i^*(\hat{e}_i) = \gamma_i \| \hat{e}_i(t) \|^2 + \Theta_{\hat{e}_i}(t) \varphi_i (\hat{e}_i),$$  \hspace{1cm} (52)

$$u_i = -\gamma_i \hat{e}_i(t) - \frac{1}{2} \frac{\partial \varphi_i (\hat{e}_i)}{\partial \hat{e}_i} \Theta_{\hat{e}_i}(t), \quad i = 1, \ldots, n$$  \hspace{1cm} (53)
where $\hat{V}_i^*(\hat{e}_i)$ denotes the estimations of $V_i^*(\hat{e}_i)$; and $\hat{\Theta}_{ci}(t) \in R^{p_i}$ and $\hat{\Theta}_{ai}(t) \in R^{p_i}$ are the critic and actor parameter vectors, respectively.

Using (51) and (52), the approximated HJB equation can be obtained as

$$
H_i\left(\hat{e}_i, u_i, \frac{\partial \hat{V}_i}{\partial \hat{e}_i}\right) = \|\hat{e}_i\|^2 + c_i \left( -\gamma_i \hat{e}_i - \frac{1}{2} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) \right)^2 + \left(2\gamma_i \hat{e}_i^T + \hat{\Theta}_{ci}(t) \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \right) \left(c_i \hat{\Theta}_{fi}(t) \varphi_f(x_i) - k_i c_i \hat{x}_i(t)\right)
$$

$$
-\gamma_i c_i \hat{e}_i - \frac{c_i}{2} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t),
$$

$$
i = 1, \ldots, n. \tag{53}
$$

Define the Bellman residual error $\phi_i(t)$ as

$$
\phi_i(t) = H_i\left(\hat{e}_i, u_i, \frac{\partial \hat{V}_i}{\partial \hat{e}_i}\right) - H_i\left(\hat{e}_i, u_i^t, \frac{\partial \hat{V}_i}{\partial \hat{e}_i}\right)
$$

$$
= H_i\left(\hat{e}_i, u_i, \frac{\partial \hat{V}_i}{\partial \hat{e}_i}\right), \quad i = 1, \ldots, n. \tag{54}
$$

Let $\Phi_i(t) = \frac{1}{2} \hat{x}_i^2(t)$, the critic updating law can be yielded based on the gradient descent algorithm for minimizing the Bellman residual error:

$$
\hat{\Theta}_{ci}(t) = -\frac{\kappa_{ci}}{1 + \|\xi_i(t)\|^2} \frac{\partial \phi_i(t)}{\partial \hat{\Theta}_{ci}(t)}
$$

$$
= -\frac{\kappa_{ci}}{1 + \|\xi_i(t)\|^2} \left(\xi_i^T(t) \hat{\Theta}_{ci}(t) - (\gamma_i^2 c_i - 1) \|\hat{e}_i(t)\|^2 \right)
$$

$$
+ 2\gamma_i \hat{e}_i^T \left(c_i \hat{\Theta}_{fi}(t) \varphi_f(x_i) - k_i c_i \hat{x}_i - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j\right)
$$

$$
+ \frac{c_i}{4} \left\|\frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)\right\|^2, \quad i = 1, \ldots, n \tag{55}
$$

where $\kappa_{ci} > 0$ is the critic learning rate; and

$$
\xi_i(t) = \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \left(c_i \hat{\Theta}_{fi}(t) \varphi_f(x_i) - k_i c_i \hat{x}_i - \gamma_i c_i \hat{e}_i\right)
$$

$$
- \frac{c_i}{2} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) - b_i \hat{x}_d(t) - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j(t).
$$

The actor weight updating law is designed as

$$
\hat{\Theta}_{ai}(t) = \frac{1}{2} \frac{\partial \phi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{e}_i(t) - \frac{\kappa_{ai} c_i}{1 + \|\xi_i(t)\|^2} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)
$$

$$
+ \frac{\kappa_{ai} c_i}{4} \left\|\frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)\right\|^2 \times \hat{\Theta}_{ai}(t) \xi_i^2(t) \hat{\Theta}_{ci}(t), \quad i = 1, \ldots, n \tag{56}
$$

where $\kappa_{ai} > 0$ is the actor learning rate.

Assumption 1: [28] Persistence of excitation (PE): the signs of $\xi_i(t)\xi_i^2(t)$, $i = 1, 2, \ldots, n$, are required persistent excitation over the interval $[t, t + \bar{t}]$, i.e., there exist constants $\zeta_i > 0$, $\bar{t}_i > 0$ for all $t$ satisfying the following condition:

$$
\zeta_i I_{p_2} \leq \xi_i(t)\xi_i^2(t) \leq \zeta_i I_{p_2} \tag{57}
$$

where $I_{p_2} \in R^{p_i \times p_i}$ is the identity matrix.

D. Stability Analysis

Theorem 2: Consider the multi-agent system (8) with bounded initial conditions and reference signal. If the optimized multi-agent formation control (52) is performed based on the identifier–critic–actor RL algorithm, where the identifier, actor, and critic are online trained by the adaptive laws (24), (55), and (56), respectively, then by choosing appropriate design parameters, the optimized formation control can guarantee that

1) all error signals are SGUUB; and
2) the leader–follower formation control can be achieved.

Proof: 1) Choose the Lyapunov function candidate as

$$
E(t) = \frac{1}{2} \xi^T(t)(\tilde{L} \otimes I_m) \dot{\xi}(t) + \frac{1}{2} \sum_{i=1}^n \hat{\Theta}_{ai}^T(t) \hat{\Theta}_{ai}(t)
$$

$$
+ \frac{1}{2} \sum_{i=1}^n \hat{\Theta}_{ci}^T(t) \hat{\Theta}_{ci}(t) \tag{58}
$$

where $\hat{\Theta}_{ai}(t) = \hat{\Theta}_{ai}(t) - \Theta^*_i, \hat{\Theta}_{ci}(t) = \hat{\Theta}_{ci}(t) - \Theta^*$. The time derivative along (40), (55), and (56) is

$$
\dot{E}(t) = \sum_{i=1}^n \xi_i^T(t) \left( -k_i \hat{x}_i(t) + \hat{\Theta}_{fi}(t) \varphi_f(x_i) - \hat{x}_d(t) + u_i \right)
$$

$$
+ \sum_{i=1}^n \hat{\Theta}_{ai}(t) \left( \frac{1}{2} \frac{\partial \phi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{e}_i - \kappa_{ai} c_i \frac{\partial \phi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) \right)
$$

$$
+ \frac{\kappa_{ai} c_i}{4} \left\|\frac{\partial \phi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)\right\|^2 \times \hat{\Theta}_{ai}(t) \xi_i^2(t) \hat{\Theta}_{ci}(t).
$$

$$
+ \sum_{i=1}^n \hat{\Theta}_{ci}(t) \left( -\kappa_{ci} \xi_i(t) \frac{1}{1 + \|\xi_i(t)\|^2} \left( \xi_i^T(t) \hat{\Theta}_{ci} - (\gamma_i^2 c_i - 1) \|\hat{e}_i\|^2 \right) \right)
$$

$$
+ 2\gamma_i \hat{e}_i^T \left(c_i \hat{\Theta}_{fi}(t) \varphi_f(x_i) - k_i c_i \hat{x}_i - b_i \hat{x}_d - \sum_{j \in \Lambda_i} a_{ij} \hat{x}_j\right)
$$

$$
+ \frac{c_i}{4} \left\|\frac{\partial \hat{\phi}_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)\right\|^2. \tag{59}
$$
According to Young’s and Cauchy–Buniakowsky–Schwarz inequalities, there are the following facts:

\[-k_i \dot{x}_i(t) \leq k_i \|\dot{x}_i(t)\|^2 + \frac{k_i}{4} \|\ddot{x}_i(t)\|^2,
\]

\[
\dot{x}_i(t)\dot{\Theta}_{ai}(t) \varphi_{f_i}(x_i) \leq \frac{1}{2} \|\dot{x}_i(t)\|^2 + \frac{1}{2} \|\dot{\Theta}_{ai}(t)\varphi_{f_i}\|^2,
\]

\[-\dot{x}_i(t)\dot{x}_d(t) \leq \frac{1}{2} \|\dot{x}_i(t)\|^2 + \frac{1}{2} \|\dot{x}_d(t)\|^2.\tag{60}\]

Inserting the above-mentioned inequalities and control law (52) into (59), we obtain

\[
\dot{E}(t) \leq -\sum_{i=1}^{n} (\gamma_i - k_i - 1) \|\dot{x}_i(t)\|^2 + \sum_{i=1}^{n} \left(\frac{1}{2} \dot{x}_i(t)\dot{\Theta}_{ai}(t) \varphi_{f_i}(x_i) - k_i \dot{x}_i(t) \dot{\Theta}_{ai}(t) \varphi_{f_i}(x_i) - \frac{1}{2} \|\dot{\Theta}_{ai}(t)\varphi_{f_i}\|^2\right) + \frac{1}{2} \|\dot{\Theta}_{ai}(t)\varphi_{f_i}(x_i)\|^2 + \sum_{i=1}^{n} \sum_{j \in \Lambda_i} a_{ij} \dot{x}_j(t)\dot{x}_d(t) + \sum_{i=1}^{n} \left(\frac{k_i}{4} \|\ddot{x}_i(t)\|^2 + \frac{1}{2} \|\ddot{x}_d(t)\|^2\right).
\]

Based on the fact that \(\dot{\Theta}_{ai}(t) = \dot{\Theta}_{ai}(t) - \Theta_{ai}^i\), there are the following equations:

\[
\dot{\Theta}_{ai}(t) = -\dot{\Theta}_{ai}(t) \theta_{ai}^i = -\frac{\kappa_{ai} c_i}{2} \Theta_{ai}^i.
\]

Substituting the above-mentioned equations into (61) yields

\[
\dot{E}(t) \leq -\sum_{i=1}^{n} (\gamma_i - k_i - 1) \|\dot{x}_i(t)\|^2 - \sum_{i=1}^{n} \frac{k_i}{2} \|\ddot{x}_i(t)\|^2 + \sum_{i=1}^{n} \sum_{j \in \Lambda_i} a_{ij} \dot{x}_j(t)\dot{x}_d(t) + \sum_{i=1}^{n} \left(\frac{k_i}{4} \|\ddot{x}_i(t)\|^2 + \frac{1}{2} \|\ddot{x}_d(t)\|^2\right).
\]

According to (50), the following equation can be obtained:

\[-(\gamma_i c_i - 1) \|\dot{x}_i(t)\|^2 + 2\gamma_i \dot{x}_i^2(t) \left(c_i \dot{\Theta}_{ai}(t) \varphi_{f_i}(x_i) - k_i \dot{x}_i(t)\right) - \frac{1}{2} \left(\gamma_i c_i - 1\right) \|\theta_{ai}^i\|^2 + 2\gamma_i c_i \ddot{x}_i(t) \left(c_i \dot{\Theta}_{ai}(t) \varphi_{f_i}(x_i) - k_i \dot{x}_i(t)\right) = -\xi_i^2(t)\theta_{ai}^i + \frac{c_i}{2} \theta_{ai}^i \Theta_{ai}(t) \varphi_{f_i}(x_i) - \frac{c_i}{4} \|\varphi_{f_i}(x_i)\|^2 - c_i(t).
\]

Applying (63) and the fact that

\[-\frac{1}{2} \dot{x}_i^2(t) \frac{\partial^T \varphi_{f_i}(x_i)}{\partial \dot{\Theta}_{ai}(t)} \Theta_{ai}^i \leq \|\dot{x}_i(t)\|^2 + \|\varphi_{f_i}(x_i)\|^2 - c_i(t),\tag{64}\]

(62) can be rewritten as

\[
\dot{E}(t) \leq -\sum_{i=1}^{n} (\gamma_i - k_i - 2) \|\dot{x}_i(t)\|^2 - \sum_{i=1}^{n} \frac{k_i}{4} \|\ddot{x}_i(t)\|^2 + \sum_{i=1}^{n} \sum_{j \in \Lambda_i} a_{ij} \dot{x}_j(t)\dot{x}_d(t) + \sum_{i=1}^{n} \left(\frac{k_i}{4} \|\ddot{x}_i(t)\|^2 + \frac{1}{2} \|\ddot{x}_d(t)\|^2\right).
\]
Using the fact that
\[
\frac{c_i}{4} \left\| \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} \right\| + \frac{c_i}{4} \left\| \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} \right\| = \frac{c_i}{4} \left[ \Theta^T_{a_i}(t) \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} \right] \Theta_{a_i}(t) - \frac{c_i}{4} \left[ \Theta^T_{a_i}(t) \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} \right] \Theta_{a_i}(t) - \frac{c_i}{4} \left[ \Theta^T_{a_i}(t) \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial \varphi_i (\hat{e}_i)}{\partial e_i} \right] \Theta_{a_i}(t)
\]

(65) can be rewritten as
\[
\dot{E}(t) \leq - \sum_{i=1}^{n} (\gamma_i - k_i - 2) \| \hat{e}_i(t) \|^2 - \sum_{i=1}^{n} \frac{k_{ai} c_i}{2} \Theta^T_{a_i}(t) \Theta_{a_i}(t) + \sum_{i=1}^{n} \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \sum_{i=1}^{n} \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right)
\]

(66)

where
\[
\psi_e(t) = \sum_{i=1}^{n} \left( \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} \right) \Theta_{a_i}(t) + \sum_{i=1}^{n} \left( \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} - \frac{\partial^T \varphi_i (\hat{e}_i)}{\partial e_i} \right) \Theta_{a_i}(t)
\]

Using Young’s and Cauchy–Buniakowsky–Schwarz inequalities, we obtain the following results:
\[
\frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right)
\]

Substituting the facts that
\[
\sum_{i=1}^{n} \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{c_i k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right) - \frac{k_{ci}}{4} \left( \Theta^T_{a_i}(t) \Theta_{a_i}(t) \right)
\]

(67)
Inserting the above-mentioned facts into (68) yields

$$
\dot{E}(t) \leq -\sum_{i=1}^{n} (\gamma_i - k_i - 2) \|\hat{e}_i\|^2 - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right)
$$

$$
- \frac{c_i}{32} \Theta_i^T \xi_i(t) \xi_i^T(t) \Theta_i^T \theta_{ai}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)
$$

$$
- \sum_{i=1}^{n} \frac{1}{1 + \|\xi_i\|^2} \left( \frac{\kappa_{ci}}{2} - \frac{c_i}{32} \Theta_i^T \theta_{ci}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ci}(t) - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) \right)
$$

$$
\theta_i^T(t) \xi_i^T(t) \hat{\Theta}_{ci}(t) - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) + \psi_c(t).
$$

(69)

Make the design parameters to satisfy the following conditions:

$$
\gamma_i \geq k_i + 2, \kappa_{ci} \geq \frac{c_i}{16} \Theta_i^T \theta_{ci}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \Theta_i^T, \kappa_{ai} \geq \frac{c_i^2}{16} \Theta_i^T \theta_{ai}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \Theta_i^T.
$$

(70)

Based on the PE condition (see Assumption 1), (69) can be written as

$$
\dot{E}(t) \leq -\sum_{i=1}^{n} (\gamma_i - k_i - 2) \|\hat{e}_i\|^2 - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right)
$$

$$
- \frac{c_i}{32} \Theta_i^T \xi_i(t) \xi_i^T(t) \Theta_i^T \theta_{ai}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t)
$$

$$
- \sum_{i=1}^{n} \frac{1}{1 + \|\xi_i\|^2} \left( \frac{\kappa_{ci}}{2} - \frac{c_i}{32} \Theta_i^T \theta_{ci}(t) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ci}(t) - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) \right)
$$

$$
\theta_i^T(t) \xi_i^T(t) \hat{\Theta}_{ci}(t) - \sum_{i=1}^{n} \left( \frac{\kappa_{ai} c_i}{2} - \frac{\kappa_{ai}^2 c_i}{2} \right) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) + \psi_c(t).
$$

(71)

where $\lambda_i^{\max}$ and $\lambda_i^{\min}$ are the maximum and minimum eigenvalues of $\frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i}$.

Let $\gamma = \gamma_i - k_i - 2, \kappa_a = \min_{i=1, \ldots, n} \{ \kappa_{ai} \}, \kappa_c = \min_{i=1, \ldots, n} \{ \kappa_{ci} \}$, and $\beta_c = \sup_{t \geq 0} \{ \psi_c(t) \}$, (71) can be reexpressed as

$$
\dot{E}(t) \leq -\gamma \sum_{i=1}^{n} \|\hat{e}_i\|^2 - \kappa_a \sum_{i=1}^{n} \hat{\Theta}_{ai}(t) \hat{\Theta}_{ai}(t)
$$

$$
- \kappa_c \sum_{i=1}^{n} \hat{\Theta}_{ci}(t) \hat{\Theta}_{ci}(t) + \beta_c \leq -\alpha_c E(t) + \beta_c.
$$

(72)

Furthermore, according to (80) (in Remark 1), the above-mentioned inequality can be written as

$$
\dot{E}(t) \leq -\frac{\gamma}{\lambda_i^{\max}} \xi_i^T(t) \hat{\Theta}_{ai}(t) - \kappa_a \sum_{i=1}^{n} \hat{\Theta}_{ai}(t) \hat{\Theta}_{ai}(t)
$$

$$
- \kappa_c \sum_{i=1}^{n} \hat{\Theta}_{ci}(t) \hat{\Theta}_{ci}(t) + \beta_c \leq -\alpha_c E(t) + \beta_c.
$$

(73)

where $\alpha_c = \min \{ \frac{2 \gamma}{\lambda_i^{\max}}, 2 \kappa_a, 2 \kappa_c \}$.

According to Lemma 4, there is the fact that

$$
\leq e^{-\alpha_c t} E(0) + \frac{\beta_c}{\alpha_c} (1 - e^{-\alpha_c t}).
$$

From the above-mentioned inequality, it can be concluded that all error signals $z_i(t), W_i(t), W_{ai}(t), i = 1, \ldots, n$ are SGUB.

2) Let $E_z(t) = \frac{1}{2} \hat{\xi}^T(t)(L \otimes I_m) \hat{\xi}(t)$, its time derivative along (40) is

$$
\dot{E}_z(t) = \sum_{i=1}^{n} (-k_i e_i^T(t) \hat{z}_i(t) + e_i^T(t) \hat{\Theta}_{fi}(t) \varphi_{fi}(x_i))
$$

$$
- e_i^T(t) \hat{\xi}_d(t) + e_i^T(t) u_i(t).
$$

(74)

Performing the control (52) to the above-mentioned equation yields

$$
\dot{E}_z(t) = -\sum_{i=1}^{n} \gamma_i \|\hat{e}_i(t)\|^2 + \sum_{i=1}^{n} \left( \lambda_i^{\max} \lambda_i^{\min} \right) \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) - \|\hat{e}_i(t)\|^2 + \left( \frac{\partial \varphi_i(\hat{e}_i)}{\partial \hat{e}_i} \hat{\Theta}_{ai}(t) \right)^2
$$

to (75) has

$$
\dot{E}_z(t) = -\gamma \|\hat{e}_i(t)\|^2 + \psi_z(t).
$$

(76)

where

$$
\psi_z(t) = \sum_{i=1}^{n} \left( \frac{1}{2} \|\hat{\xi}_d\|^2 + \frac{k_i}{2} \|\hat{\xi}_i\|^2 + \frac{1}{2} \left( \hat{\Theta}_{fi}(t) \varphi_{fi}(x_i) \right)^2 \right).
$$

From Theorem 1 and part 1, it can be concluded that all terms of $\psi_z(t)$ are bounded. Therefore, there exists a constant $\beta_z$ such that $\psi_z(t) \leq \beta_z$. Furthermore, based on (80) (in Remark 1), there is the following equation:

$$
\dot{E}_z(t) \leq -\frac{\gamma}{\lambda_i^{\max}} \xi_i^T(t)(L \otimes I_m) \hat{\xi}(t) + \beta_z
$$

$$
= -\alpha_z E_z(t) + \beta_z.
$$

(77)

where $\alpha_z = \frac{2 \gamma}{\lambda_i^{\max}}$.

According to Lemma 4, the following result can be obtained:

$$
E_z(t) \leq e^{-\alpha_z t} E_z(0) + \frac{\beta_z}{\alpha_z} (1 - e^{-\alpha_z t}).
$$

(78)

The above-mentioned inequality implies that the tracking errors can arrive at the desired accuracy by making $\alpha_z$ large enough, as a result, the desired control performance can be obtained. □

Remark 1: Since $L$ is a positive definite matrix in accordance with Lemma 2, it has $n$ positive eigenvalues that are denoted by $\lambda_1, \lambda_2, \ldots, \lambda_n$. Let $\chi_1, \chi_2, \ldots, \chi_n$ denote the eigenvectors associated with these eigenvalues. According to matrix theory, $\chi_1, \chi_2, \ldots, \chi_n$ can be chosen to be a set of orthogonal bases. Let
\[ Q = [\chi_1, \chi_2, \ldots, \chi_n] \in \mathbb{R}^{m \times n} \text{ and } P = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_n\}, \]
there are the facts that \( Q^T Q = Q Q^T = I_m \) and \( \bar{L} = Q^T P Q \).
Then the term \( \tilde{z}^T(t)(\bar{L} \otimes I_m)\tilde{z}(t) \) can be reexpressed as
\[
\tilde{z}^T(t)(\bar{L} \otimes I_m)\tilde{z}(t) = \tilde{z}^T(t) \left( (Q^T P Q) \otimes I_m \right) \tilde{z}(t)
\]
\[
= \tilde{z}^T(t) \left( (Q^T P Q) \otimes I_m \right) \tilde{z}(t)
\]
From the above-mentioned inequality, the following result can be yielded:
\[
\lambda_{\min} \| \dot{\tilde{z}}(t) \|^2 \leq \tilde{z}^T(t)(\bar{L} \otimes I_m)\tilde{z}(t) \leq \lambda_{\max} \| \dot{\tilde{z}}(t) \|^2
\]
where \( \lambda_{\min} \) and \( \lambda_{\max} \) denote the minimum and maximum eigenvalues of \( Q^T P Q \).

IV. SIMULATION EXAMPLE

In order to further demonstrate the effectiveness of the proposed formation methods, a numerical multi-agent formation consisting of four agents is carried out. In this example, the four agents move on the two-dimensional plane and the multi-agent is molded by the following dynamic:
\[
\dot{x}_i(t) = -\alpha_i x_i(t) - \frac{0.5x_i \cos(\beta_i x_i)}{x_i^2 + \sin^2(\beta_i x_i)} + u_i,
\]
where \( \alpha_i=1, 2, 3, 4 \) and \( \beta_i=1, 2, 3, 4 \), respectively.

The adjacency matrix is
\[
A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}
\]
The connection weight matrix between agents and leader is \( B = \text{diag}\{1, 0, 0, 0\} \).

The identifier design: The fuzzy membership functions for agent \( i \), \( i = 1, 2, 3, 4 \), are chosen as
\[
\mu^\mu_{f_j}(x_i) = \exp \left( -\frac{\| x_i - [6, 6]^T + [2j - 1, 2j - 1]^T \|^2}{2} \right)
\]
\[
\mu^c_{f_j}(x_i) = \exp \left( -\frac{\| x_i - [6, 6]^T + [2j - 1, 2j - 1]^T \|^2}{2} \right)
\]
Then the fuzzy basis function vector is obtained as \( \varphi_{f_j}(x_i) = [\varphi^\mu_{f_j}(x_i), \ldots, \varphi^c_{f_j}(x_i)] \), where \( \varphi^\mu_{f_j}(x_i) = \frac{\mu^\mu_{f_j}(x_i)}{\sum_{j=1}^{6} \mu^\mu_{f_j}(x_i)} \) and \( \varphi^c_{f_j}(x_i) = \frac{\mu^c_{f_j}(x_i)}{\sum_{j=1}^{6} \mu^c_{f_j}(x_i)} \), \( j = 1, \ldots, 6 \).

The desired reference signal is \( x_d(t) = [2 \sin(0.7t), 2 \cos(0.7t)]^T \) of which the initial state is \( x_d(0) = [-1, 1]^T \).

The optimization control design: The fuzzy membership functions for the distributed controller of agent \( i \), \( i = 1, 2, 3, 4 \), are chosen as
\[
\mu^\mu_{f_j}(e_i) = \exp \left( -\frac{\| e_i - [6, 6]^T + [2j - 1, 2j - 1]^T \|^2}{2} \right)
\]
\[
\mu^c_{f_j}(e_i) = \exp \left( -\frac{\| e_i - [6, 6]^T + [2j - 1, 2j - 1]^T \|^2}{2} \right)
\]
The fuzzy basis function vector is obtained as \( \varphi_{f_j}(e_i) = [\varphi^\mu_{f_j}(e_i), \ldots, \varphi^c_{f_j}(e_i)] \), where \( \varphi^\mu_{f_j}(e_i) = \frac{\mu^\mu_{f_j}(e_i)}{\sum_{j=1}^{6} \mu^\mu_{f_j}(e_i)} \) and \( \varphi^c_{f_j}(e_i) = \frac{\mu^c_{f_j}(e_i)}{\sum_{j=1}^{6} \mu^c_{f_j}(e_i)} \).

Simulation results are shown in Figs. 1–6. Fig. 1 displays the multi-agent formation performance.
V. CONCLUSION

The paper proposes an optimized control scheme for leader–follower formation of nonlinear multi-agent systems with unknown dynamics. In order to achieve the control objective, the identifier–actor–critic RL algorithm is employed based on the universal approximation property of FLS, in which the identifier is utilized to estimate the unknown dynamic of the multi-agent system; the actor FLS is utilized to carry out the control behavior; and the critic FLS is utilized to evaluate the optimizing performance and return the evaluation to the actor training. According to the Lyapunov stability theory, it is proven that the proposed scheme can achieve the control objective. Simulation results display the effectiveness of the proposed control approach.
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