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Abstract

We consider a dynamic planning problem for the transport of elderly and disabled people. The focus is on a decision to make one day ahead: which requests to serve with own vehicles, and which ones to assign to subcontractors, under uncertainty of late requests which are gradually revealed during the day of operation. We call this problem the Dynamic Day-ahead Paratransit Planning problem. The developed model is a non-standard two-stage recourse model in which ideas from stochastic programming and online optimization are combined: in the first stage clustered requests are assigned to vehicles, and in the dynamic second-stage problem an event-driven approach is used to cluster the late requests once they are revealed and subsequently assign them to vehicles. A genetic algorithm is used to solve the model. Computational results are presented for randomly generated data sets. Furthermore, a comparison is made to a similar problem we studied earlier in which the simplifying but unrealistic assumption has been made that all late requests are revealed at the beginning of the day of operation.
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1 Introduction

We consider a dynamic planning problem for the door-to-door transport of elderly and disabled people. In particular, since already one day before the day of operation (day-ahead) it is known that there are not enough own vehicles to serve all requests, we focus on a decision to make day-ahead: which requests to assign to subcontractors, and which requests to serve with own vehicles? We will call this problem the Dynamic Day-ahead Paratransit Planning (DDaPP) problem. A typical aspect of the DDaPP problem is that only part of the requests are known day-ahead and more requests become known on the day of operation itself. We will focus on this uncertainty with respect to late requests, and on the clustering of requests into routes. Clustering ensures that less vehicles are needed to serve all requests. The decision criterion of the DDaPP problem is the expected costs of serving all requests, which depends to a large extent on the degree of clustering.

In the literature, several studies can be found on the door-to-door transportation problem for elderly and disabled people (e.g. [2, 4, 5, 6, 13, 15, 18]). In this problem, a set of service requests is given, as well as a vehicle fleet. Each request consists of the number of customers, a pickup location (origin) and delivery location (destination), and a desired time for pickup or delivery. The aim is to find a set of minimum cost vehicle routes subject to constraints regarding, among others, vehicle capacity and service measures.

A typical aspect of the door-to-door transportation problem for elderly and disabled people (paratransit problem) is that there are various types of customers, mostly depending on physical characteristics (e.g., ambulatory customers, those in folding or non-folding wheelchairs, and those needing special assistance). To accommodate for the various types of customers, the vehicle fleet is often heterogeneous. Each vehicle type has its own capacity depending on the customer type. In addition to the own vehicle fleet, sometimes taxis are used, mainly to transport ambulatory customers during peak hours.

Service measures are important in the paratransit problem and can include waiting time, excess ride time due to detours made because of combined requests, and deviations from the desired pickup or delivery time. These measures can either be included in the (multi-criteria) objective function or added to the set of constraints. In the latter case, a bound for each measure needs to be prescribed.

In practice, only part of the requests are known before the start of the day of operation; the remaining requests are gradually revealed during that day. This dynamic version of the problem is much harder to solve than the static version, in which all requests are assumed to be known beforehand. Of all studies mentioned above, only the studies of Madsen et al. [15] and Attanasio et al. [2] consider the dynamic version. Various options exist to handle the uncertainty with respect to the late requests. Both Madsen et al. [15] and Attanasio et al. [2] construct (optimal) vehicle routes for the known requests, and then use an insertion heuristic to include new requests.

As opposed to all other studies, which look at the paratransit problem on
the day of operation (tomorrow), we consider the paratransit problem one day
before the day of operation (today). At this time, many requests are already
known which makes it possible to assign already today some of the early requests
to subcontractors. Since there are not enough own vehicles to serve all requests,
and for day-ahead subcontracting better rates have been agreed upon than for
subcontracting on the day of operation, it can be profitable to do so. Another
advantage of considering the paratransit problem day-ahead, which is very
important in practice, is that tomorrow the set of requests requiring scheduling
is smaller so that a solution can be found faster. Moreover, some simplifying
assumptions can be made which diminish the complexity of the problem and
resulting model. For example, the vehicle routes do not need to be determined
in detail in our problem.

In a previous paper [7], we studied the (semi-dynamic) day-ahead paratran-
sit planning problem. This problem is very similar to the DDaPP problem,
extcept that we have made there the unrealistic but simplifying assumption that
all late requests become known early tomorrow morning, as opposed to the
DDaPP problem at hand in which we assume the late requests to be gradually
revealed during that day. In [7], we developed a two-stage recourse model in
which the first stage models today. Only the early requests are handled explic-
itly and probabilistic information is used on the late requests. The second-stage
problem is a static problem, modeling tomorrow, in which all late requests are
known at the outset. For the DDaPP problem, we have also developed a two-
stage recourse model. The first stage is equal to the first stage of the simplified
problem, but now the second-stage problem, again modeling tomorrow, is a dy-
namic problem in which late requests are gradually revealed and immediate or
online decisions are required. Thus, the second stage is an online optimization
problem. In this problem, no information is assumed to be known about future
requests and their time of arrival. Hence, like in traditional recourse problems
from stochastic programming, we model the uncertainty about tomorrow’s re-
quests by assuming probabilistic information (scenarios), allowing to calculate
the expected future costs of each current (first-stage) decision. However, unlike
the stochastic programming paradigm, in the second stage we do not allow to
use (probabilistic) information about the remaining future. (See Section 3 for
a short discussion of multi-stage recourse models). Essentially, as soon as a
new request arrives, a decision needs to be made, without any information on
possible further requests. In this sense, our second-stage problem is an online
optimization problem. In online optimization, not only the assumption to have
probabilistic information as represented by scenarios is non-standard, but also
the two-stage approach itself. As far as we know, no such combination of ideas
from stochastic programming and online optimization has been made before. By
introducing a model in which these research directions are combined, we present
an alternative for the commonly used deterministic models. In this alternative,
a look-ahead feature is incorporated as suggested by several other studies (e.g.
[2, 5]). This makes the model more complex, but describes the reality better.

In Section 2 we give an extensive description of the DDaPP problem. In
Section 3, we present the two-stage recourse model. This model is non-standard
since in the first stage two optimization problems have to be solved consecutively. Moreover, the second stage consists of an online optimization problem in which the same two optimization problems need to be solved repeatedly. Section 4 contains the heuristics to solve both optimization problems, and the genetic algorithm which is used to solve the recourse model. A description of the numerical experiments and results can be found in Section 5, followed by conclusions and recommendations for further research in Section 6.

2 Problem description

In the DDaPP problem we consider two different types of requests: early and late. Early requests are known today, while late requests are gradually revealed during the day of tomorrow, but at least a certain time before they start. All requests need to be served.

There are two types of customers: ambulatory and those in a wheelchair, and three types of vehicles: cars, vans, and taxis. Cars and vans belong to the own fleet, and taxis belong to subcontractors. The capacity of cars is smaller than that of vans; the capacity of taxis is not relevant in this problem. Ambulatory customers can be transported by all vehicle types, unless the number of customers of a request is larger than the capacity of a car. Then, the request has to be served by a van, or subcontracted. By splitting the requests if necessary, we may assume that the number of customers is at most equal to the capacity of a van. Vans and taxis have convertible seats to accommodate for wheelchair customers, who can not be transported by a car.

The number of available cars and vans is given and may vary during the day. For taxis, we assume that there are always sufficiently many available, and that subcontractors need to know at least a certain time in advance which requests to serve. All vehicles have the same, fixed driving speed and stopping to pick up or deliver customers does not take time. Furthermore, it is assumed that driving empty from the destination of a request to the origin of the next request does not take time, i.e., the vehicle becomes available to serve the next request immediately after completing the current one. The last two assumptions are simplifications of reality which are acceptable in our view, since we are concentrating on a day-ahead problem which does not require the actual vehicle routes to be made.

Each request consists of a pickup and delivery location, the number of customers and their type, and a desired pickup or delivery time. From this single desired time, pickup and delivery time windows are constructed, which are not allowed to be violated. For this, we use an approach which is very similar to the one recently applied by other researchers \cite{9, 13, 19}. Let \((EPT_i, LPT_i)\) and \((EDT_i, LDT_i)\) be the time windows associated with the pickup and delivery times of request \(i\), respectively. Here, \(EPT_i\) and \(LPT_i\) are the earliest and latest pickup time of request \(i\), and \(EDT_i\) and \(LDT_i\) the earliest and latest delivery time of request \(i\). Furthermore, let \(DRT_i\) be the direct ride time of request \(i\), \(WT\) the maximum wait time at a location and \(ERT\) the maximum excess ride
time. The excess ride time is defined as the actual ride time minus the direct ride time, and originates from detours made when combining requests. In the literature the excess ride time is also known as the maximum ride time. To construct the time windows, a distinction is made between outbound requests, from home to a destination, and inbound requests, for the return trip. For the first, the desired delivery time is specified by the customer whereas for the second the desired pickup time is specified. Let the desired delivery time of an outbound request be equal to $LDT_i$. Then,

$$EDT_i = LDT_i - WT$$
$$LPT_i = LDT_i - DRT_i$$
$$EPT_i = EDT_i - DRT_i - ERT.$$ For an inbound request, let the desired pickup time be equal to $EPT_i$. Then,

$$LPT_i = EPT_i + WT$$
$$EDT_i = EPT_i + DRT_i$$
$$LDT_i = LPT_i + DRT_i + ERT.$$ Requests can be clustered and served with one vehicle instead of multiple vehicles. Considerable cost savings can be achieved since less vehicles are needed to serve all requests. In some studies, clustering even is the only subject under consideration (e.g. [8, 12]). In our problem, since the size of the own vehicle fleet is fixed and using an own vehicle is cheaper than using a taxi, clustering ensures that less requests will need to be subcontracted. The following constraints need to be satisfied for requests to be clustered.

- The vehicle capacity should be respected.
- The time windows have to be satisfied.
- The maximum detour of each customer is bounded by the maximum excess ride time $ERT$.

Clustered requests are called a route. Within a route, we do not allow the vehicle to become empty. Without this restriction, many more possible routes exist, also better ones, but the problem of finding them will be much harder. Furthermore, it is possible then to create routes which last the entire planning period. As a consequence, the influence of clustering on the decision to be made increases: requests which are not combined will most likely be assigned to subcontractors. This demands a (near) optimal clustering instead of a good one. In our view, this is not required in view of the day-ahead decision to be made.

The objective of the DDaPP problem is to minimize the expected costs of serving all requests. The operational costs of serving a request are proportional to the distance driven. In addition, for each request assigned to a taxi a fixed cost needs to be paid. No fixed costs of the own vehicles are considered. Since for day-ahead subcontracting better rates have been agreed upon, subcontracting
tomorrow is more expensive than today. As agreed with subcontractors, combined requests assigned to taxis are always assigned separately. Consequently, for each request in a route served by taxis the fixed and operational costs have to be paid.

3 Two-stage recourse model

The two main characteristics of the DDaPP problem are the clustering of requests into routes and the uncertainty with respect to the late requests. To incorporate these aspects in a model we have chosen to develop a two-stage recourse model as known in stochastic programming [3, 14, 17]. However, the model is non-standard in several respects. In the first stage two optimization problems are solved consecutively. First, requests are clustered into routes which are then assigned to vehicles (own vehicles and taxis). Moreover, the second stage is modeled as an online optimization problem [1, 11], while typically it consists of a (mixed-integer) linear programming problem.

Instead of using online optimization to model the second stage, a multi-stage recourse model could have been developed for the DDaPP problem. Then, the first stage models today and the remaining stages model together tomorrow: each remaining stage takes a fixed time period in which late requests can be revealed. In each of these stages a decision has to be made on the revealed late requests and on the routes which were previously assigned to own vehicles, while taking into account future requests by assuming probabilistic information on them. On the other hand, in the two-stage recourse model the online optimization problem is modeled by discrete events: after the arrival of every late request a decision has to be made. Furthermore, probabilistic information on future late requests is not assumed.

Figure 1: Schematic overview of the two-stage recourse model.
Figure 1 contains a schematic overview of the model. In the first stage, modeling today, all early requests are clustered into routes. For this purpose, a clustering heuristic is developed and described in [7]. In this heuristic, the clustering of requests is based on common locations since in paratransit transport some locations like hospitals and elderly homes occur frequently. After the requests have been clustered into routes, the routes are assigned to own vehicles and taxis. The assignment of routes to subcontractors (i.e., to be served by taxis) is permanent. Thus, these routes are not reconsidered tomorrow, and therefore do not appear in the second-stage problem. In contrast, the assignment of routes to own vehicles is preliminary since tomorrow this assignment can be changed.

The objective of the DDaPP problem is to find the assignment with minimal (expected) costs. The costs of an assignment consist of two parts: the costs of the routes assigned to a taxi today (the first-stage costs) and the expected costs of the second-stage problem in which all remaining routes and the late requests will need to be given a permanent assignment. That is, in both stages only the costs of the permanent assignments are taken into account. To find an assignment with small (expected) costs, we use a genetic algorithm described in Section 4.3.

In the second stage, modeling tomorrow, for a given first-stage assignment and given realization of the late requests, an event-driven approach is used to solve the online optimization problem. This problem is to find the minimal cost assignment of the routes assigned to own vehicles in the first stage and all late requests. Since this assignment is permanent, all assignment costs are taken into account.

Since requests need to be subcontracted at least a certain time before they start, say \( t_{\text{sub}} \), at the start of the day of operation all routes starting within \( t_{\text{sub}} \) are given a permanent assignment. As time progresses, all routes starting within a time frame from \( t_{\text{sub}} \) are assigned permanently, and the corresponding costs are added to the total costs. Hence, at the end of the day the total costs reflect the costs of serving all routes and late requests.

There are two types of events:

- the arrival of a late request, with stochastic interarrival times, and
- part of the routes are given a permanent assignment, with deterministic interarrival times.

Every time a late request arrives, immediately an attempt is made to combine the request with routes having a preliminary assignment. Hence, an online decision is made. Since it would be too time-consuming to use the clustering heuristic of the first stage, it has been modified. The idea is to split the routes (only those with a preliminary assignment) into subgroups based on common locations. Throughout the the day of operation these subgroups are maintained and updated if necessary. As soon as a late request arrives, it is attempted to be combined with routes from a subgroup which have the same origin or destination. In Section 4.1, the modified clustering heuristic will be described in
more detail.

Unlike the clustering in which time is measured continuously, to assign routes to vehicles time is discretized in periods of equal length, say $l_{per}$. At the beginning of every period, the assignment heuristic, described in Section 4.2, is used to give part of the routes a permanent assignment. These routes start within $t_{sub}$ and $t_{sub} + l_{per}$. Routes starting earlier already have a permanent assignment and routes starting even later will be taken into account (but not the late requests which have not arrived yet).

Notice that until the first late request arrives, all routes which need to be given a permanent assignment, are assigned to an own vehicle. Furthermore, since all late requests are assumed to be known at least $t_{sub} + l_{per}$ before they start, an attempt can be made to combine a late request before it is given a permanent assignment.

### 4 Solution methods

In Section 4.1, we present the heuristic to combine a single late request with routes having only a preliminary assignment. This heuristic is based on the one used in the first stage to cluster the early requests with each other. Hence, the heuristic is based on the data of individual requests. To allow application in the second stage, the routes therefore are reformulated as requests. Moreover, a modification of the original heuristic is necessary since otherwise combining every single late request with a group of (reformulated) routes would be too time-consuming.

Section 4.2 contains the heuristic to give part of the routes a permanent assignment. This heuristic originates from the one developed and described in [7]. Modifications have been made since now only part of the routes are given a permanent assignment, not all.

A short description of the genetic algorithm used to solve the recourse model can be found in Section 4.3. This algorithm is very similar to the one used to solve the model of the simplified problem in which the late requests are assumed to be known at beginning of tomorrow [7]. In fact, only the cost function (fitness function) is different. Hence, in Section 4.3 the genetic algorithm is described briefly, with an extensive description of the cost function. For details we refer the interested reader to [7] or to [10, 16] for information on genetic algorithms in general.

#### 4.1 Modified clustering heuristic

The input of the modified heuristic consists of one late request and the set of (reformulated) routes which only have a preliminary assignment. Routes having a permanent assignment are not taken into account, since they are not allowed to be changed anymore.

Before the heuristic starts, a preprocessing step is performed: either subgroups are created (only the first time) or updated. To create subgroups all
routes are divided such that the routes in a subgroup have their origin or destination in common. Routes which have no location in common are put in the so-called rest group. Updating subgroups consists of removing routes which have been assigned permanently. If a subgroup consists of a single route, the route is moved to the rest group and the subgroup is deleted. Thus, all subgroups, except the rest group, consist of at least two routes. If possible, new subgroups are created containing at least one route just moved to the rest group. For example, a route belongs to a subgroup with equal destinations. All other routes in the subgroup have been given a permanent assignment, and hence the route is moved to the rest group. In there, a route exists which has the same origin, and hence both routes form a new subgroup.

After the subgroups have been created or updated, we try to combine the late request. First, the an appropriate subgroup is searched for: one for which the origin (destination) of the late request is equal to the origin (destination) of all routes in the subgroup. The routes in this subgroup are ordered based on direct ride time, since we expect routes with a long direct ride time to have a good potential to be clustered with other routes / requests. Then, in the order specified by the list, we try to combine the late request with a route from the subgroup. Of course, the clustering conditions specified in Section 2 have to be satisfied.

If the late request is combined with an existing route, the data of the route is updated. This data consists of an indicator of the vehicle type (a van route or not), the three different cost parameters of serving the route with a car, van, and taxi, respectively, and the time periods in which the route starts and ends. If the clustering is not successful, the request is transformed into a route, and the subgroups need to be updated. We distinguish three cases. First, if the investigated subgroup is not the rest group, the newly formed route is added to that subgroup. In the second case, in the rest group a route with the same origin (or destination) as the late request can be found. Both routes form a new subgroup and are deleted from the rest group. In the last case, the newly formed route ends up in the rest group since there are no other routes in there which have the same origin or destination.

4.2 Modified assignment heuristic

For the assignment of routes to vehicles we use the cost-based heuristic developed in [7], with minor modifications outlined below. The heuristic produces good results and is fast, which is important since it is applied many times.

Two modifications to the original heuristic are necessary since now only part of the routes are given a permanent assignment. First, some routes already have a permanent assignment so that the number of available own vehicles needs to be decreased accordingly. Second, routes starting later than \( t_{sub} + t_{per} \) from now are not given a permanent assignment, but are taken into account if they start within a certain look-ahead period \( p \). For example, to decide about a route starting at 10 AM it is not necessary to consider routes starting in the evening. In Section 5.2, we will decide on the length of the look-ahead period. Routes
starting later than \( t_{\text{sub}} + t_{\text{per}} + p \) from now will be ignored in the modified assignment heuristic.

### 4.3 Genetic algorithm

In the Genetic Algorithm (GA), the standard 0-1 binary representation is used to describe the individuals of the population. Each population member consists of \( n \) bits, with \( n \) the number of routes in the first stage. The binary variables indicate whether the corresponding route is assigned to a subcontractor (one) or served with an own vehicle (zero). There are \( 2^n \) possible distinct solutions, which are not all feasible. A solution is said to be infeasible if in any time period more own vehicles of a particular type are needed than there are available. Infeasible solutions are discarded and will never enter the population.

The cost function (fitness function) is equal to the expected costs of the first-stage problem: the costs of assigning the early requests to subcontractors plus the expected costs of the second-stage problem. To estimate the latter a sample of realizations of the late requests is drawn, and for each realization the costs of assigning the remaining early requests and all late requests to own vehicles and taxis are calculated. The average costs of all realizations give the estimated costs of the second-stage problem.

To solve the second-stage problem for a particular realization and given first-stage solution, the event-driven heuristic is applied, in which the modified clustering and assignment heuristic are called many times. For a large sample size it will take much time to calculate the estimated costs of an individual. However, using only a small number of realizations might give a bad approximation of the expected costs of the second-stage problem, and thus also of those of the first-stage problem. In Section 5.2 we will decide on the number of realizations and give confidence intervals for the estimated costs of various solutions.

To select parents the binary tournament selection method is used in which two individuals from the population are chosen randomly. The cheapest (i.e., fittest) individual is chosen as the first parent. The second parent is obtained in the same manner.

Children are created by the one-point crossover procedure. In this procedure, a crossover point is selected randomly. The first child obtains the bits to the left of this point from the first parent, and the remaining bits from the second parent, and vice versa to create a second child.

After the crossover procedure two random bits in each child are mutated. Then, each child is checked for feasibility which is not easy since the non-van routes can be assigned to a car or to a van. We have chosen to perform a simple check for feasibility which never accepts an infeasible solution, but might reject a (just) feasible solution. In this feasibility check, we first examine whether there are enough own vehicles (regardless of the type) to serve all routes which have not been subcontracted, and whether all van routes can be served by vans. As soon as one of these conditions fails, the child is infeasible. If both conditions are satisfied, and all non-van routes can be served by cars, the child is feasible.
In the remaining case we try to assign some non-van routes to vans to create a feasible assignment. If this is not successful, we regard the child as infeasible.

Finally, the children replace the two most expensive population members, but only if the estimated costs of the child are lower. Duplicate solutions are not allowed to enter the population.

The selection-reproduction-evaluation-replacement cycle ends when a given number of non-duplicate, feasible children has been generated.

5 Numerical experiments

In this section, we describe our numerical experiments and the results: in Section 5.1 we describe how the data instances are generated and in Section 5.2 the parameter setting of our solution method is discussed. Furthermore, the effect of taking into account the late requests is presented in Section 5.3, and the effect of clustering the requests into routes in Section 5.4. In [7], we studied a similar problem in which we assume all late requests to be revealed early tomorrow morning instead of gradually during that day. A comparison of the DDaPP problem to this problem, called the simplified problem below, can be found in Section 5.5.

5.1 Data

All data instances used for the experiments are exactly equal to those used for the simplified problem, so that the results can be compared. All instances are randomly generated (using common random numbers) and contain 50 early requests. The number of late requests varies between 5 and 25.

<table>
<thead>
<tr>
<th>pickup time</th>
<th>7 – 10 AM</th>
<th>capacity car</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>delivery time</td>
<td>until noon</td>
<td>capacity van</td>
<td>6</td>
</tr>
<tr>
<td>number of customers per request</td>
<td>1</td>
<td>t_{sub}</td>
<td>1 hour</td>
</tr>
<tr>
<td>fixed fee subcontracting</td>
<td>3</td>
<td>t_{per}</td>
<td>15 minutes</td>
</tr>
</tbody>
</table>

Table 1: Part of the data of the instances

Table 1 contains part of the data of our instances. Furthermore, the capacities of the vehicles do not depend on the customer type. The chance on a wheelchair customer is equal to 0.125. All locations lie on a 7 × 7-grid and have an equal chance of being chosen, except for two special locations, e.g., hospitals, which have a higher chance, varying between 0.05 and 0.3. The costs of serving a request/route for one grid unit with a car, van, and taxi are respectively 0.8, 1, and 1. Subcontracting tomorrow is 20% more expensive than today. Until 10 AM, 10 cars are available, thereafter 4, and all day 3 vans are available. All vehicles have a speed of 8 grid units per hour.

The experiments are performed on a 2.4 Ghz Intel Pentium 4. With the parameter setting of Section 5.2, the running time of the GA varies between 55 and 145 minutes of CPU time per instance.
5.2 Parameter setting

In the modified assignment heuristic a look-ahead period is used to determine which routes with a preliminary assignment are taken into account when giving part of the routes a permanent assignment. Various tests show that the length of this period (within a range of 1–3 hours) has very limited influence on the results: the estimated costs of a solution vary little, and also the running time of the GA remains almost the same. The results presented below are obtained with a look-ahead period of 2 hours: the maximal length of a request plus 30 minutes extra.

The population size of the GA is set equal to 30 members. For the simplified problem [7] we have experimented with random and structured initial population members, and observed that the latter lead to faster convergence of the GA to a good solution. Since the DDaPP problem is very closely related, we use here structured initial population members as well. These members are obtained by reducing the number of available own vehicles for certain time periods, or by setting a maximum on the number of routes that are allowed to be served with an own vehicle, or by doing both. That is, a structured initial solution reserves capacity today to be able to serve requests that become known tomorrow. A different setting to reserve capacity is used for each population member, e.g., for one member at most 90% of the routes are allowed to be served with own vehicles and for another at most 50%. Since duplicate solutions are not allowed to enter the population, a solution is randomly generated if two structured initial solutions are the same. To construct such a solution routes are chosen randomly and assigned to own vehicles up to the available number for each vehicle type.

The GA stops after generating 500 non-duplicate feasible children. Based on tests with various instances, it appears that beyond this number the solution improves only marginally. Furthermore, for the simplified problem the stopping criterion was also set at 500 generated children, which gives a fair comparison.

To determine the sample size, we construct a confidence interval for the estimated costs of the best solution found. In Table 2, we have listed for four different instances the estimated costs of the solution and the 95% confidence interval when 200 realizations are used. Since the length of the interval is less than 2% for all four instances, which we think is reasonable, we set the sample size equal to 200 realizations.

<table>
<thead>
<tr>
<th>Est. costs</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>Length (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>262.37</td>
<td>260.32</td>
<td>264.42</td>
<td>1.57</td>
</tr>
<tr>
<td>354.71</td>
<td>351.56</td>
<td>357.85</td>
<td>1.79</td>
</tr>
<tr>
<td>279.22</td>
<td>276.76</td>
<td>281.69</td>
<td>1.78</td>
</tr>
<tr>
<td>215.98</td>
<td>213.85</td>
<td>218.11</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Table 2: The estimated costs of the GA solution and the 95% confidence interval, for four different instances.

Besides the sample size, also the randomness of the genetic algorithm itself influences the quality of the results. Since the GA is a heuristic, good solutions
may not always be found. To test this effect, we ran the algorithm 10 times on the same instance. As we found that the estimated costs vary only by 1.33%, we conclude that the algorithm consistently finds solutions of similar quality.

5.3 Late requests

To determine the effect of taking into account the late requests (by using a two-stage recourse model), we introduce the GA solution and the myopic solution. The first is the best solution found of the two-stage recourse model. The latter is the solution of the myopic model in which the probabilistic information on the late requests is ignored. That is, the myopic solution is obtained by clustering the early requests and assigning the obtained routes to vehicles by use of the original assignment heuristic (see [7]). To be able to compare both solutions, the ‘true’ estimated costs of the myopic solution are calculated by evaluating the solution in the recourse model: for each realization the second-stage problem is solved and the average second-stage costs plus the first-stage costs give the estimated costs of the solution.

For a good comparison of both models (myopic and recourse model) we have generated 12 instances which are solved twice: once with few (5 – 10) late requests, and once with many (20 – 25) late requests. Since the early requests are the same for each variant, by definition the myopic solution is the same for few and many late requests, only the estimated costs are different. For each instance, the estimated costs of the GA solution and the myopic solution are calculated, both with few and many late requests. Furthermore, the relative difference between the estimated costs of the GA and myopic solution is determined.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Few late requests</th>
<th>Many late requests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GA sol.</td>
<td>Myopic sol.</td>
</tr>
<tr>
<td>1</td>
<td>212.88</td>
<td>212.93</td>
</tr>
<tr>
<td>2</td>
<td>261.64</td>
<td>268.89</td>
</tr>
<tr>
<td>3</td>
<td>262.37</td>
<td>266.25</td>
</tr>
<tr>
<td>4</td>
<td>248.81</td>
<td>253.34</td>
</tr>
<tr>
<td>5</td>
<td>242.91</td>
<td>252.49</td>
</tr>
<tr>
<td>6</td>
<td>265.06</td>
<td>273.30</td>
</tr>
<tr>
<td>7</td>
<td>242.10</td>
<td>250.94</td>
</tr>
<tr>
<td>8</td>
<td>228.90</td>
<td>231.59</td>
</tr>
<tr>
<td>9</td>
<td>240.30</td>
<td>243.71</td>
</tr>
<tr>
<td>10</td>
<td>269.91</td>
<td>273.69</td>
</tr>
<tr>
<td>11</td>
<td>276.62</td>
<td>279.17</td>
</tr>
<tr>
<td>12</td>
<td>248.91</td>
<td>258.40</td>
</tr>
</tbody>
</table>

Table 3: The effect of late requests on the estimated costs of the GA solution and the myopic solution.

Table 3 shows that the estimated costs of the myopic solutions are between 0% and 5% higher than those of the GA solutions. Recall that the length of the confidence interval is less than 2% for the four instances we have listed in Table
2, implying that for almost all instances the difference is significant. From now on, we will not mention this any more.

The myopic solutions simply assign as much early requests as possible to own vehicles, ignoring the late requests which become known tomorrow, and hence not reserving capacity for them. Consequently, tomorrow more requests/routes will need to be subcontracted, and since this is 20% more expensive than today, the estimated costs of the myopic solutions are higher than those of the GA solutions. The latter do take into account the late requests by means of probabilistic information. Hence, the GA solutions assign today more requests to subcontractors, but tomorrow less. When many late requests arise this effect should be and is almost always stronger: the difference (in %) is larger compared to the same instance when few late requests arise, except for instances 5 and 12.

| Inst. | Few late requests | | Many late requests | |
|-------|-------------------| |-------------------| |
|       | GA solution       | Myopic solution | GA solution       | Myopic solution |
|       | Subcontr          |       | Subcontr          |       |
|       | Cost   | Cost | Num | Cost   | Cost | Num | Cost   | Cost | Num |
| 1     | 212.88 | 28   | 3   | 212.93 | 24   | 3   | 307.39 | 64   | 8   |
| 2     | 261.64 | 93   | 11  | 268.89 | 65   | 10  | 354.22 | 125  | 16  |
| 3     | 262.37 | 77   | 9   | 266.25 | 65   | 9   | 354.14 | 118  | 14  |
| 4     | 248.81 | 68   | 9   | 253.34 | 46   | 7   | 336.89 | 74   | 9   |
| 5     | 242.91 | 70   | 8   | 252.49 | 56   | 8   | 341.18 | 97   | 12  |
| 6     | 265.06 | 93   | 11  | 273.30 | 64   | 10  | 354.71 | 128  | 16  |
| 7     | 242.10 | 64   | 7   | 250.94 | 46   | 7   | 338.93 | 116  | 14  |
| 8     | 228.90 | 62   | 8   | 231.59 | 49   | 7   | 322.53 | 92   | 12  |
| 9     | 240.30 | 75   | 10  | 243.71 | 62   | 9   | 333.27 | 107  | 14  |
| 10    | 269.91 | 86   | 12  | 273.69 | 78   | 12  | 361.99 | 122  | 16  |
| 11    | 276.62 | 83   | 11  | 279.17 | 73   | 10  | 365.78 | 134  | 17  |
| 12    | 248.91 | 92   | 11  | 258.40 | 67   | 10  | 338.45 | 94   | 11  |

Table 4: The effect of late requests on the GA solution and the myopic solution.

In Table 4, the columns cost are copied from Table 3, and the remaining columns show the first-stage costs (only those for subcontracting) and the number of early requests assigned to taxis. The effect explained above is clearly demonstrated in this table: the myopic solutions assign less early requests to subcontractors, compared to the GA solutions which reserve capacity for tomorrow. When many late requests arise the effects are stronger. Except for instances 4 and 12, considerably more early requests are assigned to subcontractors in the GA solution, and hence the first-stage costs of the GA solution are also larger.

5.4 Clustering

To determine the effect of clustering the requests into routes, we have constructed NoClust solutions for comparison to the GA solutions. A NoClust
solution is obtained by applying the GA to individual requests – as opposed to clustered routes – in the first stage, and no clustering of late requests in the second stage.

Again, we have generated 12 instances each with two variants: few and many clustering possibilities, implemented by specifying the probability of a special location as 0.05 and 0.3, respectively. These probabilities hold for both the early and the late requests. The number of late requests now varies between 8 and 14. For each instance, limited and much clustering, the estimated costs of the GA and NoClust solutions are calculated, as well as their relative difference.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Limited clustering</th>
<th>Much clustering</th>
<th>Diff. in %</th>
<th>GA sol.</th>
<th>NoClust sol.</th>
<th>Diff. in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>292.85</td>
<td>338.52</td>
<td>15.60</td>
<td>178.38</td>
<td>285.67</td>
<td>60.15</td>
</tr>
<tr>
<td>2</td>
<td>279.22</td>
<td>329.95</td>
<td>18.17</td>
<td>171.78</td>
<td>315.42</td>
<td>83.62</td>
</tr>
<tr>
<td>3</td>
<td>282.71</td>
<td>322.12</td>
<td>13.94</td>
<td>234.12</td>
<td>333.20</td>
<td>42.32</td>
</tr>
<tr>
<td>4</td>
<td>294.66</td>
<td>339.27</td>
<td>15.14</td>
<td>194.94</td>
<td>335.04</td>
<td>71.87</td>
</tr>
<tr>
<td>5</td>
<td>285.50</td>
<td>336.11</td>
<td>17.73</td>
<td>220.07</td>
<td>352.95</td>
<td>60.38</td>
</tr>
<tr>
<td>6</td>
<td>257.80</td>
<td>325.09</td>
<td>26.10</td>
<td>181.97</td>
<td>300.28</td>
<td>65.02</td>
</tr>
<tr>
<td>7</td>
<td>266.88</td>
<td>314.21</td>
<td>17.73</td>
<td>217.26</td>
<td>349.44</td>
<td>60.84</td>
</tr>
<tr>
<td>8</td>
<td>278.24</td>
<td>309.35</td>
<td>11.18</td>
<td>193.27</td>
<td>311.45</td>
<td>61.15</td>
</tr>
<tr>
<td>9</td>
<td>243.62</td>
<td>304.28</td>
<td>24.90</td>
<td>212.25</td>
<td>333.39</td>
<td>57.08</td>
</tr>
<tr>
<td>10</td>
<td>265.97</td>
<td>320.51</td>
<td>20.51</td>
<td>215.98</td>
<td>327.46</td>
<td>51.62</td>
</tr>
<tr>
<td>11</td>
<td>290.27</td>
<td>335.40</td>
<td>15.55</td>
<td>212.34</td>
<td>348.07</td>
<td>63.92</td>
</tr>
<tr>
<td>12</td>
<td>241.67</td>
<td>293.27</td>
<td>21.35</td>
<td>224.62</td>
<td>316.70</td>
<td>40.99</td>
</tr>
</tbody>
</table>

Table 5: The effect of clustering on the estimated costs of the GA solution and NoClust solution.

Table 5 shows that the estimated costs of the NoClust solutions are between 11% and 84% higher than those of the GA solutions. As expected, the difference is largest when there are many clustering possibilities, although even when there are few clustering possibilities the difference in estimated costs is considerable.

### 5.5 DDaPP problem versus simplified problem

In this paper, we have frequently referred to an earlier paper in which we studied the simplified, but less realistic version of the DDaPP problem. In Section 5.5.1, we will show that it can be profitable to solve the DDaPP problem instead of the simplified version. Although the latter is easier to solve, the running time of its GA is larger when only few late requests arise, since in that case checking all subgroups for possible combinations takes more time than combining repeatedly a single late request, as is the case in the DDaPP problem. When many late requests arise, the running time of the GA of the simplified problem is shorter, as expected.

As already mentioned before, the main difference between both problems is the flow of information on the late requests. In Section 5.5.2, it is investigated what the benefit is (in terms of less costs) of having more information on the
late requests. That is, in the simplified problem the late requests become known early in the morning instead of during the day. Hence, more information is available on the late requests at the time decisions are to be made, which we expect to lead to better decisions with lower estimated costs.

To present the results of this section clearly, we introduce some notation. Let \( x^D \) and \( x^* \) be the best solution found of the DDaPP and simplified problem, respectively. Furthermore, let \( f^D(\cdot) \) and \( f^*(\cdot) \) be the cost function of the DDaPP and simplified problem, respectively. Then, for example, \( f^D(x^*) \) denotes the estimated costs of the best solution of the simplified problem when evaluated in the DDaPP problem.

5.5.1 Solving simplified instead of realistic problem

A relevant issue in practice is which problem to solve: the simplified one which presumably results in worse decisions, or the more realistic, but also more difficult DDaPP problem which hopefully leads to better decisions. To answer this question, the best solution of the simplified problem is evaluated in the DDaPP problem. This gives the ‘true’ estimated costs \( f^D(x^*) \) which will be compared to those of the best solution of the DDaPP problem \( f^D(x^D) \). Besides the true estimated costs of the best solution of both problems, also the difference (in %) is determined. This difference denotes the extra costs incurred by solving the simplified instead of the more realistic DDaPP problem. The results have been calculated for the instances with few and many late requests.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Few late requests</th>
<th></th>
<th>Many late requests</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f^D(x^D) )</td>
<td>( f^D(x^*) )</td>
<td>Diff. in %</td>
<td>( f^D(x^D) )</td>
</tr>
<tr>
<td>1</td>
<td>212.88</td>
<td>222.05</td>
<td>4.31</td>
<td>307.39</td>
</tr>
<tr>
<td>2</td>
<td>261.64</td>
<td>268.11</td>
<td>2.47</td>
<td>354.22</td>
</tr>
<tr>
<td>3</td>
<td>262.37</td>
<td>263.50</td>
<td>0.43</td>
<td>354.14</td>
</tr>
<tr>
<td>4</td>
<td>248.81</td>
<td>250.28</td>
<td>0.59</td>
<td>336.89</td>
</tr>
<tr>
<td>5</td>
<td>242.91</td>
<td>248.50</td>
<td>0.99</td>
<td>341.18</td>
</tr>
<tr>
<td>6</td>
<td>265.06</td>
<td>271.19</td>
<td>2.28</td>
<td>354.71</td>
</tr>
<tr>
<td>7</td>
<td>242.10</td>
<td>247.91</td>
<td>2.40</td>
<td>338.93</td>
</tr>
<tr>
<td>8</td>
<td>228.90</td>
<td>227.76</td>
<td>-0.50</td>
<td>322.53</td>
</tr>
<tr>
<td>9</td>
<td>240.30</td>
<td>241.22</td>
<td>0.38</td>
<td>333.27</td>
</tr>
<tr>
<td>10</td>
<td>269.91</td>
<td>273.18</td>
<td>1.21</td>
<td>361.99</td>
</tr>
<tr>
<td>11</td>
<td>276.62</td>
<td>280.97</td>
<td>1.57</td>
<td>365.78</td>
</tr>
<tr>
<td>12</td>
<td>248.91</td>
<td>250.65</td>
<td>0.70</td>
<td>338.45</td>
</tr>
</tbody>
</table>

Table 6: The extra costs incurred by solving the simplified instead of the DDaPP problem.

Table 6 shows that for all instances, except one, it is better to solve the more realistic DDaPP problem than the simplified one. That is, the estimated costs are at most 4% higher when the simplified problem is solved instead of the more realistic and difficult DDaPP problem. Unfortunately, these results are not very
convincing, but the difference in true estimated costs of both solutions is in at least 2 out of 3 instances significant, using the confidence intervals of Table 2. Hence, we tentatively conclude that it is profitable to solve the more realistic DDaPP problem.

5.5.2 Benefit of more information on the future

The main difference between the simplified problem and the more realistic, but also more difficult DDaPP problem is the flow of information on the late requests. To determine what the benefit is (in terms of less costs) of having more timely information, the comparison should not be influenced by other factors. Unfortunately, in the DDaPP problem much more late requests are combined than in the simplified problem. This is counterintuitive, but can be easily explained. In the DDaPP problem, the subgroups for clustering are updated regularly during the event-driven heuristic, while in the simplified problem they remain the same since all late requests are combined at once. This allows more combinations to be made in the DDaPP problem, decreasing the estimated costs, and hence making the comparison unfair. To correct this, the clustering heuristic of the simplified problem has been adjusted, but only in the second stage. That is, besides the four subgroups based on special locations only one subgroup is used. This increases the running time considerably, but is acceptable in our view since we only use the results for comparison.

To calculate the benefit of having more information on the late requests, the best solution of the simplified problem is evaluated twice: once in the simplified problem \( f^s(x^s) \), and once in the DDaPP problem \( f^D(x^s) \). The difference (in \%) between both estimated costs denotes the benefit. Again, the results are only calculated for the instances with few and many late requests.

Notice that the columns \( f^D(x^s) \) of Tables 6 and 7 do not coincide since \( x^s \) is not the same. This is caused by the small adjustment of the clustering heuristic in the simplified problem.

As can be seen in Table 7, there is only one instance for which having more information on the future is not profitable, i.e., the estimated costs increase when the late requests are known early tomorrow morning instead of gradually revealed. This is probably caused by an unfortunate outcome of the heuristics. For all other instances, the estimated costs decrease with at most 6\% when more information is available on the late requests. Based on this numerical evidence, we conclude that (unrealistically) timely information on future requests would lead to slightly better decisions in the paratransit problem at hand.

6 Summary and conclusion

We have formulated the Dynamic Day-ahead Paratransit Planning problem, in which we decide day-ahead, when only part of the requests are known, which requests to subcontract and which ones to assign to own vehicles. Since already today it is known that there are not enough own vehicles to serve all requests, it
can be profitable to make this decision. The focus is on the clustering of requests into routes, and on coping with the uncertainty due to the late requests which are gradually revealed.

In the non-standard two-stage recourse model we have developed, the first stage consists of two optimization problems to be solved consecutively. Moreover, the dynamic second-stage problem is modeled as an online optimization problem while typically it consists of a (mixed-integer) linear programming problem. As far as we know, no such combination of ideas from stochastic programming and online optimization has been made before. By introducing this model, we present an alternative for the commonly used deterministic models. In this alternative, a realistic look-ahead feature is incorporated as suggested by several other studies (e.g. [2, 5]).

Our model and solution method are flexible and can easily be adjusted, e.g., to incorporate various numbers of customers, to have different characteristics for the early and late requests, or to include events like canceled requests and vehicle breakdowns.

The results are promising. Clustering of requests is very profitable: the estimated costs are much lower compared to the same instances when the individual requests are considered. Taking into account the late requests decreases the estimated costs on average with 2.5\%. CPU times are, however, rather large. We will conduct a follow-up study to decrease CPU times.

In an earlier paper we studied a simplified version of the DDaPP problem in which all late requests are revealed early tomorrow morning instead of gradually during the day. It is shown that having more timely information on future requests leads in general to better decisions with lower estimated costs. Furthermore, for many test instances it appears to be profitable to solve the realistic problem instead of the simplified one. Unfortunately, these results are not very convincing and further research is needed.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Few late requests</th>
<th>Many late requests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f^<em>(x^</em>)$</td>
<td>$f^D(x^*)$</td>
</tr>
<tr>
<td>1</td>
<td>211.74</td>
<td>212.90</td>
</tr>
<tr>
<td>2</td>
<td>263.89</td>
<td>266.20</td>
</tr>
<tr>
<td>3</td>
<td>262.06</td>
<td>262.22</td>
</tr>
<tr>
<td>4</td>
<td>247.49</td>
<td>250.17</td>
</tr>
<tr>
<td>5</td>
<td>248.69</td>
<td>245.15</td>
</tr>
<tr>
<td>6</td>
<td>255.38</td>
<td>267.29</td>
</tr>
<tr>
<td>7</td>
<td>234.69</td>
<td>242.77</td>
</tr>
<tr>
<td>8</td>
<td>223.57</td>
<td>229.51</td>
</tr>
<tr>
<td>9</td>
<td>234.02</td>
<td>240.43</td>
</tr>
<tr>
<td>10</td>
<td>266.61</td>
<td>271.70</td>
</tr>
<tr>
<td>11</td>
<td>273.13</td>
<td>281.86</td>
</tr>
<tr>
<td>12</td>
<td>244.22</td>
<td>249.46</td>
</tr>
</tbody>
</table>

Table 7: The benefit of having more information on the late requests.
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