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ABSTRACT

We have studied the optical, near-infrared and radio properties of a complete sample of 43 sources detected at 15 µm in one of the deeper ELAIS repeatedly observed regions. The extragalactic objects in this sample have 15-µm flux densities in the range of 0.4–10 mJy, where the source counts start diverging from no evolution models. About 90 per cent of the sources (39 out of 43) have optical counterparts brighter than $I = 21$ mag. Eight of these 39 sources have been identified with stars on the basis of imaging data; for another 22 sources, we have obtained optical spectroscopy, reaching a high identification percentage (30/43, ∼70 per cent). All but one of the 28 sources with flux density $>0.7$ mJy are identified. Most of the extragalactic objects are normal spiral or starburst galaxies at moderate redshift ($z_{\text{med}} \sim 0.2$); four objects are active galactic nuclei. We have used the 15-µm, Hα and 1.4-GHz luminosities as indicators of star formation rate and we have compared the results obtained in these three bands. While 1.4-GHz and 15-µm estimates are in good agreement, showing that our galaxies are forming stars at a median rate of $\sim 40 M_{\odot}$ yr$^{-1}$, the raw Hα-based estimates are a factor of $\sim 5$–10 lower and need a mean correction of $\sim 2$ mag to be brought on the same scale as the other two indicators. A correction of $\sim 2$ mag is consistent with what suggested by the Balmer decrements Hα/Hβ and by the optical colours. Moreover, it is intermediate between the correction found locally for normal spirals and the correction needed for high-luminosity 15-µm objects, suggesting that the average extinction suffered by galaxies increases with infrared luminosity.
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1 INTRODUCTION

Deep 15-µm galaxy source counts performed in recent years with several ISOCAM surveys have revealed a new population of faint sources, for which the observed source density is in large excess with respect to the Euclidean predictions. This evidence was first highlighted by the deep/ultradeep surveys (0.05–4 mJy), where at flux densities fainter than about 1 mJy the counts show a strong divergence from no-evolution models, with an increasing difference that reaches a factor of 10 around the faintest limits (0.05–0.1 mJy; Elbaz et al. 1999). Recently, the evidence of strong evolution has also been confirmed by the source counts derived in the S1 field of the shallower European Large Area Survey (ELAIS; Oliver et al. 2000) through a new and independent data reduction technique (Gruppioni et al. 2002). These counts, based on a large number of extragalactic sources (∼350) detected over a wide area (4 deg$^2$), sample with a high statistical significance the previously poorly covered flux density range between IRAS and the deep ISOCAM surveys (0.5–100 mJy). The ELAIS differential counts show a significant change in slope occurring around 2 mJy, from $\alpha \sim 2.35$ at brighter fluxes up to $\alpha \sim 3.6$ for fainter fluxes and down to the survey limits. This is in qualitative agreement with previous results, although the ELAIS counts are somewhat steeper and lower than the others at faint fluxes (see Gruppioni et al. 2002). Different authors have interpreted and modelled the observed 15-µm source counts (i.e. Xu 2000; Chary & Elbaz 2001; Franceschini et al. 2001; Rowan-Robinson 2001).
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Common to all the models is the assumption of strong evolution for dusty star formation in starburst galaxies.

In this context, the key instrument to put observational constraints on the proposed models and to study directly the nature of the sources responsible for the observed strong evolution is photometric and spectroscopic identification of sources at different 15-μm flux density levels. At faint fluxes, detailed identification studies have been published for three deep fields: the HDF-N, the HDF-S and the CFRS 1415+52 field. The three surveys reach the following limiting sensitivities at 15 μm: 220 μJy for the HDF-N and HDF-S (with a completeness of ~90 and ~30–40 per cent, respectively, see Aussel et al. 1999; Oliver et al. 2002) and 350 μJy for the CFRS 1415+52 (with a completeness of ~100 per cent at this flux level, see Flores et al. 1999). Although now the HDF-N is >95 per cent spectroscopically complete (Franceschini et al. 2001; Elbaz et al. 2002), the only published study (Aussel et al. 1999) is relative to a subsample of 26 identifications out of a total 15-μm sample of 46 sources. In the shallower HDF-S survey, 13 out of 26 sources (50 per cent) have a spectroscopic redshift (Mann et al. 2002), while in the CFRS 1415+52 survey ~40 per cent (17/41) of the sources have a spectroscopic redshift (Flores et al. 1999). The median redshifts found are ~0.6, ~0.5 and ~0.76 for HDF-N, HDF-S and CFRS 1415+52, respectively (the peak of the HDF-N distribution shifts towards z ~ 0.7 considering the redshift distribution of the larger sample discussed in Franceschini et al. 2001). The majority of the sources detected in the CFRS and HDF-S fields show e(α) optical spectra (see Poggianti et al. 1999), typical of either post-starburst systems or active starburst galaxies obscured by dust. While Flores et al. (1999) support the first hypothesis, Rigopoulou et al. (2000), studying a subsample of high redshift HDF-S galaxies, favour the second hypothesis and conclude that the HDF-S sources are very powerful starburst galaxies hidden by a large amount of dust.

In this paper, we will present the first results of the identifications of 15-μm sources at intermediate flux density levels in the repeated S2 field of the ELAIS survey (Oliver et al. 2000). The S2 field is one of the smaller areas of the survey and data in this field have been reduced with the LARI technique, which was also used for the reduction of the main S1 Southern field (Lari et al. 2001, hereafter L01). Given its larger area and shallower depth with respect to the deeper fields, S2 is very well suited to providing useful information concerning the sources in an interesting flux density range (0.4–10 mJy). At these fluxes there is evidence of strong evolution in the starburst galaxy population.

The layout of the paper is as follows. In Section 2 we describe the 15-μm sample; in Section 3 we present the multiwavelength follow-up and the optical photometric identifications; in Section 4 we present the spectroscopic results, including spectral classification for the optical counterparts; in Section 5 we discuss the global properties of the 15-μm sources. In the last section we present our conclusions. We adopt $H_0 = 75 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_m = 0.3$ and $\Omega_{\Lambda} = 0.7$ throughout the paper.

2 THE MID-INFRARED SAMPLE

The ELAIS survey (Oliver et al. 2000) is the largest survey performed with the Infrared Space Observatory (ISO) at 6.7, 15, 90 and 175 μm. In particular, the 15-μm survey (performed with the ISOCAM instrument) covers an area of ~12 deg², divided into four main fields and several smaller areas. The S2 field is one of the smaller areas: centred at α(2000) = 05h 02m 24.5s, δ(2000) = −30° 36′ 00″, it consists of a single raster of ~21 × 21 arcmin² and covers ~441 arcmin². Since it has been observed four times, it is approximately a factor of 2 deeper than the main survey.

The 15-μm data have been reduced and analysed using the LARI technique, for which the application to the main field S1 has been described in detail in L01. Since S2 is a repeated field, the procedure of reduction has been the same as that used for the reduction of the central repeated part of S1 (S1.5), though the combined rasters in S2 are four instead of three. However, we have used an upgraded version of the software used for S1 improving the mapping procedure and the checks on individual sources (Lari et al. 2002; Vaccari et al., in preparation).

First, the reduction algorithm was applied to each of the four independent observations separately. For each observation, two maps were created, one for the signal and one for the noise. Sources were extracted separately in each field and a first cross-correlation with the optical-charge-coupled device (CCD) catalogue in the I band was computed in order to put the four 15-μm observations on the same optical astrometric reference system. The four different observations were then combined and the sources extracted in the combined map (above the 5σ threshold). Finally, the source list was checked and the total fluxes computed through the procedure of ‘autosimulation’ described in L01.

In Fig. 1 the final map obtained for S2 is shown (typical rms is ~13 μJy pixel⁻¹, somewhat better than the rms of ~16 μJy pixel⁻¹, obtained in the S1.5 repeated field). Since the reduction method has been largely tested in the S1 field, in this work we have simulated only 40 sources of 1 mJy, to give an estimate of the completeness, of the flux scale and of the flux density and positions uncertainties. Almost all the injected sources are detected (37/40) at ≥5σ. Thus, our sample is nearly complete (~93 per cent) at 1 mJy. At 0.7 mJy, we expect our sample to be >30 per cent complete. This was the completeness level found for the S1.5 field at the same flux level (repeated three times instead of four). The systematic flux bias found is 0.88 ± 0.04 (i.e. fluxes must be divided by 0.88, see L01); the fluxes were corrected by this factor. The flux errors have been computed by applying the relations found for S1.5 (see equation 3 of L01), by considering for each S2 source its rms, S/N ratio and
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**Figure 1.** Grey-scale image of the S2 ELAIS field (~21 × 21 arcmin²). The circles indicate the location of all our detected sources (43 objects).
f_0 (‘theoretical’ peak flux, see L01). The positional error for each source is the combination of the uncertainties due to the reduction method (σ_{\text{sys}}) and the uncertainties in the pointing accuracy (σ_p) (see equations 6 and 7 in L01). While for the reduction contribution we have assumed the expression found for S1,5, we have computed actual values for the pointing accuracy in S2 by cross-correlating the ISO sources with the I-band optical catalogue (see Section 3). Uncertainties in the pointing accuracy of about 0.2–0.3 arcsec have been obtained. These errors are negligible with respect to σ_{\text{sys}} which is of the order of 1–2 arcsec, depending on the S/N ratio of each source. A catalogue of 43 objects, with flux density in the range 0.4–10 mJy, has been obtained. The catalogue is presented in Table 1. The extragalactic source counts drawn from this catalogue are consistent with those obtained in S1,5 over the same flux density range (0.7–6 mJy).

### 3 MULTIBAND PHOTOMETRIC FOLLOW-UP

Optical follow-up has been obtained for the S2 field in the U, B and I bands with the WF1 at the ESO 2.2-m Telescope. The optical catalogues are complete down to U ~ 21.0, B ~ 24.5 and I ~ 22.0.
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3.1 Optical and near-infrared identification of the ISO sources
We define the I-band catalogue as our master optical catalogue, which we used to search for the optical counterparts of the ISO sources using the likelihood ratio technique described by Sutherland & Saunders (1992). The likelihood ratio (LR) is the ratio between the probability that a given source at the observed position and with the measured magnitude is the true optical counterpart, and the probability that the same source is a chance background object. For each source we adopted an elliptical Gaussian distribution for the positional errors with the standard deviation in RA and Dec reported in Table 1 and assuming a value of 0.5 arcsec as the optical position uncertainty.

For each optical candidate we estimated also the reliability (Rel.), by taking into account, when necessary, the presence of other optical candidates for the same ISO source (Sutherland & Saunders 1992). Once the likelihood ratio has been calculated for all the optical candidates, one has to choose the best threshold value for LR (LRth) to discriminate between spurious and real identifications. As the LR threshold we adopted LRth = 0.5. With this value, all the optical counterparts of the ISOCAM sources with only one identification (the majority in our sample) and LR > LRth have a reliability greater than ~0.8 (we assumed a value of Q = 0.9 for the probability that an optical counterpart of the ISOCAM source is brighter than the magnitude limit of the optical catalogue, see Ciliegi et al. 2003, for more details). With this threshold value we find 39 ISO sources with a likely identification (four of which have two optical candidates with LRth > 0.5). The same number of ISO/optical associations would be found using the less conservative value of LRth = 0.2 (i.e. we do not have optical counterparts with 0.2 < LR < 0.5). A summary of the results for the identification of the 43 ISO sources in the optical, near-infrared and radio bands is given in Table 2. As shown in column 4 of Table 2, all the likely optical counterparts lie within 4 arcsec from the ISO position, with the majority of them having an ISO–optical offset smaller than 2 arcsec.

The reliability of each optical identification is always very high (>0.98 for 90 per cent of the sources), except for the four cases where more than one optical candidate with LRth > 0.5 is present for the same ISO source. For these four sources we assumed that the object with the highest likelihood ratio value is the real counterpart of the ISO source. The number of expected real identifications (obtained by adding the reliability of all the objects with LRth > 0.5) is about 38, i.e. we expect that ~1 of the 39 proposed ISO–optical associations may be spurious positional coincidences.

Starting from the I-band optical position of the 39 proposed ISO–
optical associations we looked for U, B, R60F and K’ counterparts using a maximum distance of 1 arcsec (1.5 for the R60F filter). For 10 of the 43 ISO sources K’-band data are not available (quoted as NA

The radio catalogue in S2 consists of 75 1.4-GHz sources brighter than 0.13 mJy (5σ level). As a first step, a cross-correlation was performed between the radio catalogue and the 43 ISOCAM sources listed in Table 1. We find 13 reliable radio–ISO associations with a positional difference smaller than ~5 arcsec (except for the extended source no 17, where the centroids positions are at ~8.5 arcsec, see Fig. 5). Then, in correspondence with each ISOCAM position, we have searched for detection in the radio map down to a 3σ level (~0.08 mJy), finding eight additional radio identifications within 5 arcsec.

Assuming a 1.4-GHz source density of ~1000 sources deg−2 at
0.08 mJy (Bondi et al. 2003), a maximum distance of 5 arcsec between the ISO and radio sources corresponds to a random association probability [P = 1 − e−N(S)d2], where N(S) is the density of radio sources with flux greater than S and d is the distance between the ISO and the radio position] lower than 0.006. We therefore expect that essentially all of these radio sources are physically associated with the ISO sources.

Finally, we have verified that the positions of the radio and optical counterparts, associated with the same ISO source, are all consistent with each other.

4 SPECTROSCOPY
4.1 Observations
We have obtained spectroscopic data for 22 of the 39 likely optical counterparts. We did not observe eight objects with likely optical counterparts (sources nos 10, 15, 22, 28, 31, 33, 40 and 43) since they are easily classified as stars from the photometric data (see Fig. 4 in Section 4.3). All of them show, in fact, a clear stellar appearance and are characterized by a very bright I magnitude. Indeed, six of them have also been found in the stellar Tycho-2 catalogue (sources no 10, 15, 22, 28, 40 and 43, Hög et al. 2000).

The spectroscopic observations have been performed during 1999 December 5–6, using the ESO Faint Object Spectrograph and Camera Version 2 (EFOSC2) at the 3.6-m ESO Telescope. We used grism no 6, with spectral range 3860–8070 Å and a resolution of 4 Å pixel−1 (binning 2 × 2). The slit used was 1.2–1.5 arcsec ×5 arcmin. The exposure times varied from a minimum of 120 s for the brightest objects (I ~ 14 mag) up to a maximum of 2 h for the faintest objects (I ~ 21 mag) – to optimize the exposure time,
when possible two objects have been observed simultaneously by rotating the slit.

4.2 Data reduction

The data reduction has been performed using IRAF and the add-on package RVS AO, which contains tasks to obtain radial velocities from spectra using cross-correlation and emission-line fitting techniques. To remove the pre-flash illumination, for each night a median bias (obtained from a sample of ‘zero exposures’ taken at the beginning and at the end of the night) has been subtracted from all the frames. To remove the pixel-to-pixel variations, the frames have been calibrated using flat-fields obtained from an internal quartz halogen lamp located in the dome. To calculate and subtract the background,
a fit has been performed to the intensity along the spatial direction in the columns adjacent to the target position. The spectrum for each galaxy was extracted using the APEXTRACT package. Standard wavelength calibration was carried out using helium–argon lamp exposures, taken at the beginning and the end of each night. Finally, to calibrate the flux, three standard stars have been observed each night (LTT 1020, LTT 377 and LTT 3218; Hamuy et al. 1992, 1994). Since several objects have been observed in more than one exposure (to keep the single integration times shorter than 1200 s) spectra associated with the same object have been combined together to obtain a better S/N ratio.

4.3 Optical spectra and classification

From our spectroscopic observations and reduction we were able to obtain a reliable redshift determination for all the observed sources (22 objects), reaching a high identification percentage (30/43, ~70 per cent), also considering the eight stars. Moreover, all but one of the 28 sources with flux density >0.7 mJy are identified (see Fig. 6 in Section 5.1). In Fig. 2, 21 spectra are presented, together with the corresponding I-band images with superimposed contour levels of the 15-μm emission. Source no 17 is presented separately in Fig. 5, because of its extension. The optical images shown in Fig. 3 correspond to the non-stellar sources (13 objects) without spectral information; Fig. 4 shows the optical images of the stellar sources (eight objects).

Redshifts have been determined by Gaussian-fitting of the emission lines and via cross-correlation with template spectra for the absorption-line cases. As templates for the cross-correlation we used those of Kinney et al. (1996). The results of the analysis are presented in Table 3. The line equivalent width (EW) and the Hα fluxes reported in Table 3 have been measured using the package SPLOT.
within the IRAF environment, comparing the results found with a Gaussian fitting and interactively choosing the endpoints. Repeated measurements show that the typical uncertainty in the EW is a few per cent for the strongest lines, but can be as high as ~30–40 per cent for the weakest lines. We were able to separate the H\(\alpha\) line from the [N II] line for the majority of our sources. When this was not possible, the EW and flux of H\(\alpha\) + [N II] have been measured, estimating the EW and flux of H\(\alpha\) by assuming an average ratio [N II]/H\(\alpha\) \(\approx\) 0.5 as found by Kennicutt (1992). The assumed value of 0.5 is consistent with our data; in fact, from the six sources with deblended H\(\alpha\) and [N II] we obtain 0.47 ± 0.03 (these cases have been highlighted in Table 3).

We have classified the objects as galaxies, active galactic nuclei (AGN) (type 1 and 2) and stars (last column of Table 3). We have first tried to subdivide the galaxy class into different categories according to Poggianti & Wu (2000, hereafter PW00). This classification is mainly based on two lines ([O II] in emission and H\(\delta\) in absorption) and is more appropriate for investigating the star formation properties of galaxies since these two lines are good indicators of current and recent star formation episodes, respectively. However, given the limited resolution of our spectra (especially critical for the weakest lines such as H\(\delta\)), in the end we used a coarser classification and divided our galaxies into three categories:

(i) early-type galaxies – elliptical-like spectrum with little ongoing or recent star formation;
(ii) normal spiral galaxies – with H\(\alpha\) or [O II] present [EW([O II]) \(\leq 40\) \(\AA\)]; this category includes both the \(e(a)\) and the \(e(c)\) galaxies of PW00;
(iii) starburst galaxies – with very strong emission lines [EW([O II]) \(\geq 40\) \(\AA\)]; this category corresponds to the \(e(b)\) class of PW00.

The dominant class (16/22 \(\sim\) 73 per cent) of the extragalactic sources is comprised of galaxies characterized by star formation at different levels. AGN (type 1 and 2) constitute \(\sim 18\) per cent (4/22) of the sample and early-type galaxies constitute \(\sim 9\) per cent of the
sample (only two objects have been found with no emission lines). In the deeper fields (Lockman Hole, HDF-N: Fadda et al. 2002; Alexander et al. 2002; Elbaz et al. 2002) constraints on the AGN contribution to the mid-infrared (MIR) sources have been provided from correlation analysis of deep X-ray and MIR observations. Although the total fraction of AGNs (type 1 and 2) does not appear to change with decreasing infrared flux, the fraction of AGN1 with respect to AGN2 (for which the IR emission is probably dominated by star formation activity in the host galaxy) seems to decrease significantly at faint fluxes (although the numbers of objects in all surveys is small). In fact, in S1 we find that \( \sim 15 \) per cent of identifications down to \( 1 \) mJy are AGN1, whereas in S2 (to \( \sim 0.7 \) mJy) this fraction is \( \sim 9 \) per cent (2/22) and becomes still smaller in the deeper Lockman field, \( \sim 5 \) per cent to 0.25 mJy.

In Fig. 5 we show the spectrum and the \( I \) and \( K' \) images of source no 17. Contour levels of the 15-\( \mu \mbox{m} \) and of the radio emission are plotted superimposed to the two images, respectively. The source, identified with a barred spiral at \( z = 0.02 \), is shown separately because of the large extension of its emission in the optical, radio and infrared bands (\( \sim 0.5 \times 1 \) arcmin\(^2\)). The infrared and radio emission are more pronounced in proximity of the spiral arms with respect to the galaxy centre. This is expected since IR and radio emission in spiral galaxies are tracers of star formation, which takes place preferentially in the spiral arms. For this reason the spectrum, which is dominated by the galactic bulge, does not show any emission lines. To retain consistent classification, this galaxy has been classified as an early-type galaxy in Table 3, despite its clear spiral morphology.

5 DISCUSSION

In this section we will describe the properties of our sample and, by making comparisons with other IR surveys, we will highlight the
contribution of this work to the understanding of the nature of the IR sources.

First, the \( z \) and 15-\( \mu m \) luminosity distributions of the S2 sources will be compared with those of deeper 15-\( \mu m \) fields, to look for evolutionary effects. Secondly, the extinction affecting the sources will be estimated and the results compared with those obtained from a sample of local high-luminosity IRAS galaxies, to study possible variation of the amount of dust with IR luminosity. In this context, we will discuss the possible dependence of reddening on IR luminosity by studying the relation between H\( \alpha \) and IR luminosities and comparing our results with those found in a recent work by Kewley et al. (2002). Finally, we will compute and compare the star formation rate (SFR) of our galaxies derived from the IR, H\( \alpha \) and radio indicators.

5.1 Multiband and spectral properties

In Fig. 6 we present the \( I \) magnitude versus 15-\( \mu m \) flux and the 15-\( \mu m \) luminosity versus redshift diagrams. The objects are plotted with different symbols according to their spectral classification, as described in the caption. Objects not observed spectrascopically are represented by filled triangles, while objects with no optical counterpart to \( I \sim 22 \) are represented by vertical arrows. Our data are compared here with those from deeper surveys: HDF-S (crosses: Oliver et al. 2002; Mann et al. 2002) and HDF-N (diagonal crosses: Aussel et al. 1999). In both fields the percentage of spectroscopically identified extragalactic sources in the literature is \( \sim \)50 per cent. All the galaxies of the HDF-S field have been identified in \( I \) or near-IR bands (the objects not observed spectroscopically are represented by crosses inside circles). For all the data, the 15-\( \mu m \) rest-frame luminosity have been derived by assuming the spectral energy distribution (SED) of M82 for galaxies and AGN2 and a typical Seyfert 1 SED for AGN1 (Franceschini et al. 2001). In the 15-\( \mu m \)-I diagram (Fig. 6, left-hand panel), the regions occupied, respectively, by stars and by extragalactic objects are well separated by the dashed line which represents the MIR-to-optical ratio \( R = 2.5 \), where \( R \) is defined as \( R = S \times 10^{(m_{\text{rest-frame}}-25.5)/2.5} \) (\( S \) is the 15-\( \mu m \) flux in mJy, while \( m \) is the optical magnitude in the \( I \) band). As also found by Gruppioni et al. (2002), the fraction of stars still stays at \( \sim 20-30 \) per cent for 15-\( \mu m \) flux densities fainter than \( \sim 1 \) mJy.

The starburst population is the dominant population at faint 15-\( \mu m \) flux densities and weak optical magnitudes. The four S2 sources without \( I \) counterparts to \( I \sim 22 \) and the two HDF-S sources at fainter magnitudes (\( I \sim 22 \)), might belong to a separate population of objects characterized by faint optical magnitudes and/or high redshifts. A similar indication is also found in the redshift-magnitude distribution of sources in the S1 survey (La Franca et al. 2003, in preparation), where a second optically fainter population appears at \( R \gtrsim 21.5 \), well separated from the bulk of the extragalactic sample.

In Fig. 7 we report the redshift distribution of the sources in the different surveys to highlight the redshift ranges that these different samples cover.

As shown in Fig. 6 (right-hand panel) and Fig. 7, most of the spectroscopically identified extragalactic sources in S2 are at low-to-moderate redshifts (\( z \lesssim 0.3 \)), though two starburst galaxies and two AGN2 are up to \( z \sim 0.7 \). The higher-redshift objects are, as expected, the two AGN1. In our analysis we consider AGN2 together with star-forming galaxies, according to the idea that for both populations the IR spectrum may be dominated by starburst emission (Franceschini et al. 2001). The median redshift of the S2 sources (excluding the two AGN1) is \( 0.17 \pm 0.06 \) (\( \sigma_{\text{med}} = 1.2533\sigma/\sqrt{N} \), Akin & Colton 1970), while in the HDF-S and HDF-N the median redshifts are significantly higher (\( \sim 0.5 \) and \( \sim 0.6 \), respectively).

Considering the sample of sources with flux density \( \gtrsim 0.8 \) mJy (which is spectroscopically complete, see the left-hand panel in Fig. 6), we have compared the observed redshift distribution, corrected for incompleteness by weighting each source for the corresponding effective area, with the distribution predicted by the model fitting the source counts (see Gruppioni et al. 2002). The model of Gruppioni et al. (2002) has been obtained by re-adapting the model of Franceschini et al. (2001), for which the IR sources can be divided into three different populations with different evolutionary properties: non-evolving normal spiral, strongly evolving starburst plus AGN2 and evolving AGN1. While the observed and the predicted \( z \) distributions for the star-forming sources are in good agreement at \( z \lesssim 0.5 \) (first peak of the predicted redshift distribution, see
Figure 3. $I$-band CCD images of the 13 sources with no spectral information and not classified as stars. A ‘B’ symbol in the top left-hand corner of the thumbnails indicates an optically blank object (sources nos 19, 26, 38 and 39). The size of each image is $1 \times 1$ arcmin$^2$. Contour levels of the 15-µm emission corresponding to $[3, 4, 5, 6, 7, 8, 9, 10, 12, 15, 20, 25, 30, 50, 100]\sigma$ are superimposed on each optical image.
Figure 4. *I*-band CCD images of the eight sources with no spectral information and classified as stars from the photometric data. Sources 10, 15, 22, 28, 40 and 43 have also been found in the stellar Tycho-2 catalogue (Hog et al. 2000). The size of each image is 1 \times 1 \text{arcmin}^2. Contour levels of the 15-\mu m emission corresponding to [3, 4, 5, 6, 7, 8, 9, 10, 12, 15, 20, 25, 30, 50, 100]\sigma are superimposed on each optical image.

The majority of our galaxies + AGN2 objects (18/20, \sim 90 per cent) have an IR luminosity \([L_{\text{IR}} = L (8–1000 \mu \text{m})]\) typical of 'starburst' galaxies \((10^{10} \leq L_{\text{IR}} \leq 10^{11} \text{L}_\odot)\) or luminous infrared galaxies (LIGs: \(10^{11} \leq L_{\text{IR}} \leq 10^{12} \text{L}_\odot\)), with no object with a luminosity clearly in the range of those typical of ultraluminous infrared galaxies (ULIGs: \(L_{\text{IR}} > 10^{12} \text{L}_\odot\)). The IR luminosities have been calculated from the 15-\mu m ones using the relation \(L_{\text{IR}} = 11.1 \times L_{15 \mu m}^{0.998}\) (Elbaz et al. 2002). The median luminosity of our galaxy + AGN2 sample is \(L_{\text{IR}} = 10^{11.8+0.2} \text{L}_\odot\). As shown in Fig. 6 (right) a similar range in luminosities is also sampled by the deeper surveys (HDF-N and HDF-S), although for these surveys the bulk of the distribution is shifted towards higher luminosities (\(\sim 10^{11.5} \text{L}_\odot\) in HDF-N). Given the spectroscopic incompleteness of all the samples considered, the unidentified objects could be either objects at similar redshift but absorbed or ULIGs at higher redshift. This suggests a possible trend of luminosity with \(z\), with the galaxies at higher redshift being characterized by higher 15-\mu m luminosity. Such a trend would be consistent with the sharp steepening observed in the 15-\mu m source counts around 1–2 mJy (Elbaz et al. 1999; Gruppioni et al. 2002), which can be explained only under the hypothesis of strong evolution (both in density and luminosity) for IR galaxies.

In Fig. 8, the \(U - B\) and \(I - K\) colours versus redshift plots are shown. Panels (a) and (c) have no extinction correction, while panels (b) and (d) have been obtained assuming an average extinction.
from stellar continuum of $E_{\alpha}(B-V) \sim 0.2$. As shown in the plots, galaxies with star formation cover a wide range of colours but, if not corrected for extinction, they are on average redder than expected (a large fraction of objects are above the evolutionary curve for early-type galaxies). Using the extinction curves of Calzetti et al. (2000), we have derived the extinction expected in different bands for different values of the colour excess $E_{\alpha}(B-V)$. This was done for each galaxy separately, depending on its own redshift. An extinction of $E_{\alpha}(B-V) \sim 0.2$–0.3 seems to be necessary to bring back the objects to the intrinsic colours expected for late-type/starburst objects. Following Calzetti et al. (2000), an extinction of $E_{\alpha}(B-V) \sim 0.2$–0.3 derived from the stellar continuum corresponds to an extinction derived from the Balmer decrement $H\alpha/H\beta$ of $E(B-V) \sim 0.4$–0.6. Such an amount of extinction is lower than that found by PW00 analysing a sample of local very luminous infrared galaxies (VLIRG: $L_{15\mu m} > 10^{11.12} L_\odot$, $H_0 = 75$ km s$^{-1}$ Mpc$^{-1}$), who derive $E(B-V) \sim 0.8$–1.0 from the Balmer decrement $H\alpha/H\beta$. The indication that the extinction affecting the lines is an increasing function of the IR luminosity is also highlighted in Fig. 9, where the EW($[O\text{ II}]$/EW(H$\alpha$) + $[N\text{ II}]$) ratio is plotted as a function of $L_{FIR}$ for both our data and PW00 data (see the next section for the derivation of $L_{FIR}$ from $L_{15\mu m}$). The median values of the ratio are 0.33 and 0.21, respectively, for S2 and the VLIRG sample (the two distributions differ at a 2$\sigma$ level from a KS test). In the scenario proposed

### Table 3

Spectroscopic results and $H\alpha$, 15-$\mu$m and 1.4-GHz rest-frame luminosities of the 15-$\mu$m sources in the S2 field.

<table>
<thead>
<tr>
<th>N</th>
<th>$z$</th>
<th>EW ([O II]) ($\AA$)</th>
<th>EW (H$\delta$) ($\AA$)</th>
<th>EW (H$\alpha$) ($\AA$)</th>
<th>$S$ (H$\alpha$) (erg cm$^{-2}$ s$^{-1}$) 10$^{16}$</th>
<th>L (H$\alpha$) ($L_\odot$)</th>
<th>L (15 $\mu$m) ($L_\odot$)</th>
<th>L (1.4 GHz) ($L_\odot$)</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.127</td>
<td>42</td>
<td>&lt;4</td>
<td>73*</td>
<td>34.7</td>
<td>8.12</td>
<td>9.81</td>
<td>4.69</td>
<td>Starburst</td>
</tr>
<tr>
<td>2</td>
<td>0.050</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Early type</td>
</tr>
<tr>
<td>3</td>
<td>1.813</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AGN1</td>
</tr>
<tr>
<td>4</td>
<td>0.600</td>
<td>65</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Starburst</td>
</tr>
<tr>
<td>5</td>
<td>0.308</td>
<td>7</td>
<td>4-5</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spiral</td>
</tr>
<tr>
<td>6</td>
<td>0.628</td>
<td>49</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AGN2</td>
</tr>
<tr>
<td>7</td>
<td>0.450</td>
<td>6</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spiral</td>
</tr>
<tr>
<td>8</td>
<td>1.082</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Early type</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Starburst</td>
</tr>
<tr>
<td>10</td>
<td>0.127</td>
<td>36</td>
<td>&lt;4</td>
<td>47</td>
<td>5.0</td>
<td>6.90</td>
<td>9.33</td>
<td>4.27</td>
<td>Spiral</td>
</tr>
<tr>
<td>11</td>
<td>0.020</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Spiral</td>
</tr>
<tr>
<td>12</td>
<td>0.111</td>
<td>43</td>
<td>&lt;4</td>
<td>37</td>
<td>18.3</td>
<td>7.50</td>
<td>9.44</td>
<td>4.51</td>
<td>Spiral</td>
</tr>
<tr>
<td>13</td>
<td>0.191</td>
<td>32</td>
<td>&lt;4</td>
<td>63</td>
<td>8.7</td>
<td>7.96</td>
<td>10.28</td>
<td>5.43</td>
<td>Starburst</td>
</tr>
<tr>
<td>14</td>
<td>0.191</td>
<td>12</td>
<td>5</td>
<td>32*</td>
<td>20.0</td>
<td>7.99</td>
<td>10.14</td>
<td>5.15</td>
<td>Starburst</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>16</td>
<td>0.139</td>
<td>22</td>
<td>4-5</td>
<td>51*</td>
<td>17.9</td>
<td>7.44</td>
<td>9.48</td>
<td>4.23</td>
<td>Spiral</td>
</tr>
<tr>
<td>17</td>
<td>0.123</td>
<td>25</td>
<td>&lt;4</td>
<td>36</td>
<td>4.2</td>
<td>6.91</td>
<td>9.52</td>
<td>4.16</td>
<td>Spiral</td>
</tr>
<tr>
<td>18</td>
<td>0.016</td>
<td>out</td>
<td>&lt;4</td>
<td>15</td>
<td>28.8</td>
<td>5.97</td>
<td>7.74</td>
<td>2.41</td>
<td>Spiral</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>20</td>
<td>0.125</td>
<td>4</td>
<td>&lt;4</td>
<td>11*</td>
<td>6.7</td>
<td>7.31</td>
<td>9.15</td>
<td>5.01</td>
<td>Starburst</td>
</tr>
<tr>
<td>21</td>
<td>0.170</td>
<td>19</td>
<td>&lt;4</td>
<td>57</td>
<td>13.0</td>
<td>7.73</td>
<td>9.89</td>
<td>5.01</td>
<td>Starburst</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>24</td>
<td>0.775</td>
<td>47</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Starburst</td>
</tr>
<tr>
<td>25</td>
<td>0.150</td>
<td>11</td>
<td>5</td>
<td>45*</td>
<td>20.2</td>
<td>7.99</td>
<td>9.66</td>
<td>4.76</td>
<td>Spiral</td>
</tr>
<tr>
<td>26</td>
<td>0.279</td>
<td>45</td>
<td>&lt;4</td>
<td>out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Starburst</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
<tr>
<td>29</td>
<td>0.173</td>
<td>45</td>
<td>&lt;4</td>
<td>79*</td>
<td>21.8</td>
<td>7.93</td>
<td>9.41</td>
<td>4.60</td>
<td>Starburst</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Star</td>
</tr>
</tbody>
</table>

Notes. Column 1: the ISO source number. Column 2: the measured spectroscopic redshift. Columns 3–5: the equivalent widths at rest of [O II] ($\lambda = 3727 \AA$) and H$\alpha$($\lambda = 6563 \AA$) in emission, H$\delta$($\lambda = 4101 \AA$) in absorption. The (*) symbol in column 5 indicates galaxies for which EW(H$\alpha$) and $S$(H$\alpha$) have been measured directly. Column 6: $H\alpha$ fluxes. Columns 7–9: $H\alpha$, 15-$\mu$m and 1.4-GHz luminosities. $H\alpha$ luminosities have been corrected for aperture losses but not for extinction effects (see Section 5 for more details). Column 10: the spectral classification.
by Poggianti et al. (1999) low values of the EW ratios are due to high dust extinction, since the [O ii] emission line is more affected by dust than the Hα one. The continuum underlying the lines is produced by older, less extincted stars and, consequently, the net result is a low EW ratio of the two lines. The anticorrelation between the EW([O ii])/EW(Hα + [N ii]) ratio and the IR luminosity (see also Kewley et al. 2002) is consistent with the result found recently in the B band, where a similar trend between this ratio and the luminosity in the B band has been found (Jansen, Franx & Fabricant 2001; Charlot et al. 2002).

5.2 Star formation rates

In this section we compute and compare the star formation rate derived from three different indicators: the far-infrared (FIR) luminosity, the radio luminosity and the Hα luminosity. The FIR luminosity has been derived by assuming a value of 5 for the L$_{\text{FIR}}$/$L_{15\mu\text{m}}$ ratio. Such a ratio is an average value estimated in the ELAIS field S1, representing typical starburst galaxies slightly more active than M82 (see also Elbaz et al. 2002). The radio luminosity has been derived assuming a power-law spectrum with a spectral index $\alpha \sim 0.7$ ($S_\nu \propto \nu^{-\alpha}$). Finally, the Hα luminosity has been derived from the observed fluxes of the Hα line (see Table 3).

To correct for the flux losses caused by observing only the nuclear region of the galaxies (the slit width is 1.2–1.5 arcsec, see Section 4.1), we have assumed that the Hα line emission and the optical light are correlated over the entire galaxy; we have then corrected the spectra fluxes for the ratio between the $R_{\text{min}}$ magnitudes from APM and the equivalent magnitudes derived from spectra (hereafter called $R'$). We have estimated the $R'$ magnitudes by integrating the spectra over a standard Cousins $R_\text{c}$ filter and then we have reported the $R_\text{c}$ magnitude to APM magnitudes ($R_{\text{APM}}$) following Bessel (1986) ($R_\text{c} - R_{\text{APM}} = 0.1$ for $R - I = 0.7$ as found for our galaxies, see Table 2). In Fig. 10 (top) the result of the comparison is reported. The flux losses range from $\sim$0.5 mag for the weaker sources ($R_{\text{APM}} \sim 19$–20) to $\sim$1.5 mag for the brighter ones ($R_{\text{APM}} \sim 17$–18). This trend corresponds to a trend in the typical angular sizes of the sources, from 1 to 2 arcsec (i.e., sources 8 and 13, Fig. 2) to several arcsecs (i.e., sources 21 and 36, Fig. 2). Considering the sources with no APM counterpart, a correction of 0.5 mag has been applied to sources below the APM limit, while a correction of 1 mag has been applied to extended sources with unreliable APM magnitudes (see Table 2).

Fig. 10 (bottom) shows the Hα luminosity corrected for aperture effects versus the FIR luminosity. The filled circles represent our data with no distinction between the different galaxy classes (type 1 AGN have been excluded). The empty diamonds are the data of Kewley et al. (2002) for a sample of galaxies in the Nearby Field Galaxy Survey (NFGS) with IRAS detections. The empty triangles are the data from PW00 after applying the maximum correction suggested by the authors (a factor of 7, see PW00). The plot shows a strong correlation between the two luminosities over more than four orders of magnitude; the large dispersion of the PW00 data is probably caused by the application of a unique average aperture correction. The solid and dot-dashed lines show the best-fitting relations between the two luminosities found, respectively, in this work and by Kewley et al. (2002) (in both cases using the $\text{fitxy}$ routine from Numerical Recipes – Press et al. 2002). This routine uses the linear least-squares minimization and includes error estimates for both variables. We derived the FIR luminosity uncertainties by propagating the measured errors on 15-µm fluxes (see Table 1), while we assumed errors of $\sim$30 per cent for the Hα luminosities (as estimated from the EW measures). The resulting relation for our data has the form log $[L(\text{H}\alpha)] = (0.88 \pm 0.07) \log [L(\text{FIR})] - (1.5 \pm 0.7)$. Though only indicative, our result shows a slope lower than 1 (2$\sigma$ level), in agreement with the result of Kewley et al. (2002), who find a slope equal to 0.77 ± 0.04. This suggests that the ratio between IR and Hα luminosities is a function of the luminosity itself. Kewley et al. (2002) have shown how this effect could be attributed to the reddening $E(B - V)$, finding that the IR to Hα luminosity ratio is a strong function of reddening $E(B - V)$ (see also Hopkins et al. 2001).

To convert the Hα luminosities to star formation rates, we use the calibrations given by Kennicutt (1998) for a Salpeter (1955) initial mass function (IMF) running from 0.1 to 100 $M_\odot$. To convert the IR and 1.4-GHz luminosities to star formation rates, we use the calibration given by Cram et al. (1998) (see also Condon 1992), scaled to the same IMF and mass range of Kennicutt (1998) following Mann et al. (2002).
The set of estimators considered are:

\[
\begin{align*}
\text{SFR}_\mathrm{Hz} &= 7.9 \times 10^{-35} L(\text{Hz}) (\text{W}) \\
\text{SFR}_\text{FIR} &= 0.9 \times 10^{-23} L_{\mu\text{m}}(60 \mu\text{m}) (\text{W Hz}^{-1}) \\
\text{SFR}_{1.4 \text{GHz}} &= 1.1 \times 10^{-21} [\nu(\text{GHz})]^{\alpha} L_{\nu}(1.4 \text{ GHz}) (\text{W Hz}^{-1})
\end{align*}
\]

The FIR luminosity has been converted to 60-\(\mu\)m luminosity \(L_{\text{FIR}} \sim 1.3 \times L_{60\mu\text{m}}\), by considering the definition of the FIR flux given by Helou et al. (1988) \(|FIR| = 1.26(2.58S_{60\mu\text{m}} + S_{100\mu\text{m}})10^{-14} (\text{W m}^{-2})\), the FIR–1.4-GHz relation (‘q’ parameter; Condon 1992; Yun, Reddy & Condon 2001) and the 1.4-GHz–60 \(\mu\)m relation \(S_{60\mu\text{m}} \sim 1275\mu\text{Jy} \times \text{Hz}\), Cram et al. (1998).

In Fig. 11, the star formation rate derived from 1.4 GHz (left) and from H\(\alpha\) (right) are compared with the SFR obtained from FIR emission. The H\(\alpha\) estimates are not corrected for extinction. As found by Condon (1992), the star formation rates deduced from the FIR and the decimetric radio luminosities are well correlated. Moreover, approximately the same relation found locally by Condon (1992) is still valid at the redshifts sampled by our data \(z_{\text{med}} \sim 0.2\).

For a detailed study of the radio/mid-IR correlation see the study of Gruppioni et al. (2003) for the ELAIS sources and the works of Garrett (2002) and Bauer et al. (2002) for the HDF-N and the CDF-N sources.

The same level of agreement is not found between the H\(\alpha\) and the FIR indicators, since the SFR based on H\(\alpha\) are a factor of \(5–10\) lower than the SFR based on FIR (see also Cram et al. 1998 for a detailed discussion). The two indicators agree after applying the mean extinction correction suggested by the Balmer decrements and the optical colours \(E(B-V) \sim 0.5, A(\text{Hz}) \sim 2.0\) to the H\(\alpha\) estimates. A correction of \(\sim 2\) mag is intermediate between the correction of \(1\) mag found by Kennicutt (1983) for a sample of local spirals and the correction of \(\sim 2.5–3\) mag found by PW00 for the sample of local very luminous infrared galaxies, indicating, as mentioned previously, that the extinction suffered by galaxies is an increasing function of IR luminosity.

Further evidence supporting this hypothesis is supplied by the comparison of the SFR rates computed in this work with those of Rigopoulou et al. (2000), who have studied the infrared and H\(\alpha\) properties of a subsample of HDF-S ISOCAM galaxies at high redshift and high IR luminosities \((z) \sim 0.62, (L_{\text{FIR}}) \sim 10^{11.4}, H\alpha = 75 \text{ km s}^{-1} \text{Mpc}^{-1}\). They find that SFR estimates from not-corrected H\(\alpha\) are lower than the FIR ones by a factor of \(5–50\) and that a reddening correction of \(\sim 1\) mag is necessary to bring the H\(\alpha\) and FIR rates to the same scale.
Figure 8. $U - B$ (a, b) and $I - K$ (c, d) colours versus redshift diagrams for our galaxies. The different curves correspond to the colour–redshift relations for evolved galaxies derived from the Bruzual & Charlot (1993) models and represent models for early-type galaxies (long-dashed line), S0 galaxies (dot-dashed line), Sab–Sbc spirals (solid and dot-dot-dot-dashed line), Scd (dotted line) and irregular (dashed line) galaxies. The curves, kindly provided by L. Pozzetti, have been computed using the appropriate filter ($U$, $B$, $I$ and $K$) transmission used in our observations. The parameters of the models are given in Pozzetti, Bruzual & Zamorani (1996). In (a) and (c) no extinction correction has been applied. In (b) and (d) colours have been corrected using the reddening curve of Calzetti et al. (2000) with an extinction of $E_{B-V}=0.2$.

Figure 9. $\text{EW}([\text{O II}])/\text{EW}(H\alpha + [\text{N II}])$ ratio as a function of $L_{\text{FIR}}$ for our data (circles) and for the sample of PW00 (empty triangles). The dashed lines correspond to the median values of the ratio (0.33 and 0.21, respectively) for the two samples.

6 CONCLUSIONS

We have studied the properties of a new sample of 15-$\mu$m sources detected in the ELAIS Southern field, S2, using the Lari method of reduction (see L01). The 15-$\mu$m catalogue constitutes 43 sources with fluxes between 0.4 and 10 mJy and hence is perfectly suited to investigate the properties of sources in the flux density region where the 15-$\mu$m source counts are observed to diverge from Euclidean predictions (2–3 mJy: Elbaz et al. 1999; Gruppioni et al. 2002).

A high percentage of sources ($\sim$90 per cent) have a reliable optical identification brighter than $I \sim 21$ mag and for 21 objects a radio counterpart has been found. Eight bright sources have been classified as stars from the photometric data, while spectra have been obtained for 22 extragalactic objects, reaching a high identification percentage (30/43, $\sim$70 per cent). All but one of the 28 sources with 15-$\mu$m flux density $>$0.7 mJy are identified. Given the good spectral quality, we were able to determine object type, redshift, equivalent width of the main lines and $H\alpha$ fluxes. The majority of the sources are star-forming galaxies (18 out of 22 objects, $\sim$82 per cent) with 15-$\mu$m luminosities typical of ‘starburst’ and luminous infrared galaxies. AGN (type 1 and 2) constitute $\sim$18 per cent of the extragalactic sample, while the fraction of early-type galaxies is small ($\sim$9 per cent). The median luminosity of our galaxies + AGN2 objects is $L_{\text{IR}} = 10^{10.8\pm0.2}\,L_\odot$, while their median redshift is $0.17\pm0.06$. In comparison with deeper published 15-$\mu$m surveys (HDF-S: Mann et al. 2002; Oliver et al. 2002; HDF-N: Aussel et al. 1999), the S2 galaxies are at a lower redshift ($z_{\text{med}} \sim 0.2$ instead of 0.5 and 0.6) and lower luminosities (the HDF-N has a peak around $\sim10^{11.5}\,L_\odot$). However, a more detailed comparison of the properties of the sources in the three samples would require a higher level of completeness in the spectroscopic identification (S2 is $\sim$70 per cent complete, while HDF-S, HDF-N are $\sim$50 per cent complete).

We have compared the 15-$\mu$m and $H\alpha$ luminosities corrected for aperture losses but not for extinction. Consistent with the results from Kewley et al. (2002), we have found an indication that the ratio between 15-$\mu$m and $H\alpha$ luminosities not corrected for extinction increases with luminosity, suggesting that the amount of reddening is not constant, but is a function of luminosity, the more luminous galaxies being the more affected by extinction.
Using the 15-\(\mu\)m, radio and H\(\alpha\) luminosities, we have derived the star formation rates and we have compared the results obtained with the three different indicators. We have found a tight linear relation between radio and 15-\(\mu\)m-based star formation estimates. This indicates that the well-studied local radio/FIR correlation (Condon 1992) is still valid at the median redshift of our sample \((z_{\text{med}} \sim 0.2)\). The derived star formation values typically range between 10 and 200 \(M_{\odot}\) yr\(^{-1}\), with a median value of \(\sim 40 \ M_{\odot} \text{yr}^{-1}\). Estimates based on the H\(\alpha\) luminosities tend to be more scattered and to lie about a factor of 10 below the trend defined by the radio/FIR estimates. An average correction of \(\sim 2\) mag is necessary to bring the H\(\alpha\) estimates on the same scale as the other indicators. This correction is consistent with the average extinction correction derived from the Balmer decrements and from the optical colours (assuming the Calzetti et al. 2000 reddening curve) and is intermediate between the extinction found for local spiral galaxies (Kennicutt 1983) and the extinction found by PW00 for a sample of local very luminous infrared galaxies.
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