Time-dependent density functional theory/discrete reaction field spectra of open shell systems: The visual spectrum of \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) in aqueous solution
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We report the calculated visible spectrum of \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) in aqueous solution. From all-classical molecular dynamics simulations on the solute and 200 water molecules with a polarizable force field, 25 solute/solvent configurations were chosen at random from a 50 ps production run and subjected the systems to calculations using time-dependent density functional theory (TD-DFT) for the solute, combined with a solvation model in which the water molecules carry charges and polarizabilities. In each calculation the first 60 excited states were collected in order to span the experimental spectrum. Since the solute has a doublet ground state several excitations to states are of type “three electrons in three orbitals,” each of which gives rise to a manifold of a quartet and two doublet states which cannot properly be represented by single Slater determinants. We applied a tentative scheme to analyze this type of spin contamination in terms of \(\Delta\) and \(\Delta\) transitions between the same orbital pairs. Assuming the associated states as pure single determinants obtained from restricted calculations, we construct conformation state functions (CFSs), i.e., eigenfunctions of the Hamiltonian \(\hat{S}_z\) and \(\hat{S}_z^2\), for the two doublets and the quartet for each \(\Delta, \Delta\) pair, the necessary parameters coming from regular and spin-flip calculations. It appears that the lower final states remain where they were originally calculated, while the higher states move up by some tenths of an eV. In this case filtering out these higher states gives a spectrum that compares very well with experiment, but nevertheless we suggest investigating a possible (re)formulation of TD-DFT in terms of CFSs rather than determinants. © 2007 American Institute of Physics. [DOI: 10.1063/1.2751164]

INTRODUCTION

\([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) (Fig. 1) is a chemical model for the active site of Fe-dependent nitrile-hydratase (NHase), a non-heme Fe(III) enzyme that catalyzes the hydration of nitriles to amides.\(^1\) It was first synthesized and characterized by Noveron et al.\(^2\) The native enzyme and \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) have characteristic \(\text{Fe}^{\text{III}}\) spectra (see Fig. 2) showing strong absorption in the 400–500 nm region and a weaker but clear band around 700–800 nm.\(^3\)

We report a computational study on the visible spectrum of \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) in aqueous solution in order to find out whether time-dependent density functional theory/molecular mechanics (TD)DFT/MM is able to describe the properties of the complex and the parent enzyme, the spectra being a good test. Several computational studies were devoted to NHase and its active site models. Boone et al.\(^4\) conducted DFT calculations on various models, among which is \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\), establishing that it has a doublet ground state both in the gas phase and in aqueous solution. Greene and Richards\(^5\) report calculations on models based on the actual x-ray structure of the enzyme. They address the spin states of the various models and give their UV-visible spectra as calculated with the semiempirical INDO/S CIS method.\(^6\) The spectra are very similar to that in Fig. 2 with relatively large oscillator strength near 300–500 nm and a weaker but clear band in the 600–900 nm region.

Efforts to calculate the spectrum of \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) in solution with the same approach, i.e., a combination of (TD)DFT/MM (geometry optimization of the complex surrounded by 50 water molecules, followed by INDO/S CIS after which the whole sample after equilibration was treated quantum mechanically), failed for several reasons.\(^7\) INDO is a minimum basis approach which is unable to describe negative ions properly: in the analysis of the charge distribution of the resulting SCF wave function all water molecules were slightly negative to an extent that the complex “lost” about two electrons, and, hence the calculated spectrum belonged to \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) rather than to the negative ion itself. Moreover, 50 water molecules are insufficient to make up even the first solvation shell of \([\text{Fe}^{\text{III}}(\text{PyPepS})_2]^-\) and it appeared that the water molecules were unrealistically close to the solute. Therefore we turned to the discrete reaction field (DRF) approach,\(^8,9\) which was implemented in INDO (Ref. 10) within the Rumer-CI scheme.\(^11\) In DRF the solvent is modeled classically, thus avoiding the “charge transfer” problem, while still treating the many-body polarization self-consistently like in a full SCF calculation.\(^12,13\) We took a
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sequential approach in which one first performs a classical simulation on the system and saving, after equilibration, a number of snapshots that are subject to completely quantum mechanical or quantum mechanical/molecular mechanics QM/MM calculations. The number of (uncorrelated) snapshots, needed in order to obtain statistically significant results, is very small in comparison with the number of time steps in, e.g., a molecular dynamics simulation. For the required MD simulations we applied the DRF90 program, i.e., the all-classical form of DRF, on \([\text{Fe}^{III}(\text{PyPepS})_2]^-\) in 200 water molecules. This gave normal solute/solvent distances and two solvation shells. From the MD simulations we obtained 100 solute/solvent configurations from which “solvated” INDO spectra were calculated. All showed relatively large oscillator strength in the 300–400 nm region but were virtually empty beyond 500 nm. The gas phase spectrum had a very weak band at 870 nm that was not present in the constituent atoms, but more sites may be used to represent moments beyond the dipole moment. The charges needed are obtained from appropriate quantum chemical calculations. Changes in the charge distribution, due to interactions with other parts of the system, are taken care of by polarizabilities located either at the atoms (distributed polarizability model) or at appropriate centers (group polarizability model). Polarizabilities are obtained from appropriate quantum chemical calculations or from fitting to experimental results.

Thus, the (effective) Hamiltonian of the complete system is written as

\[
\hat{H} = \hat{H}_{\text{QM}} + \hat{H}_{\text{QM/MM}} + \hat{H}_{\text{MM}},
\]

with \(\hat{H}_{\text{QM}}\) the solute’s quantum mechanical Hamiltonian, \(\hat{H}_{\text{MM}}\) the classical Hamiltonian of the classical solvent, while \(\hat{H}_{\text{QM/MM}}\) describes the solute/solvent interactions. Within the DRF approach the QM/MM operator at a point \(r_i\) is generally given by

\[
\hat{H}_{\text{QM/MM}}(r_i) = \hat{\nu}^{\text{DRF}}(r_i) = \hat{\nu}^{\text{es}}(r_i) + \hat{\nu}^{\text{pol}}(r_i) + \nu^{\text{rep}}(r_i),
\]

with \(\hat{\nu}^{\text{es}}(r_i)\) the electrostatic operator describing the Coulombic interaction between the QM solute and the static charge distribution of the MM solvent, \(\hat{\nu}^{\text{pol}}(r_i)\) the polarization operator describing the many-body polarization of the solvent molecules, i.e., the changes in the charge distribution of these molecules due to interactions with the QM solute and...
other parts of the MM solvent, and \( v^{\text{rep}}(r_i) \) the (model) Pauli repulsion term that is only important for molecular dynamics (MD) as it does not affect the electrons.

Because the solvent charge distribution is represented by point charges, the electrostatic operator is simply

\[
\hat{\mathcal{V}}^{\text{ex}}(r_i) = \sum_x \frac{q_s}{R_{si}} = \sum_x q_s T_{si}^{(0)},
\]

where the index \( s \) runs over all charged sites in the solvent, and we introduced the zeroth-order tensor. The general form of the interaction tensors to a given order \( n \) is

\[
T_{pq,a_1\ldots a_n}^{(n)} = \nabla_{pq,a_1} \cdots \nabla_{pq,a_n} \left( \frac{1}{R_{pq}} \right),
\]

with \( R_{pq} \) the distance between sites \( p \) and \( q \). We note that if the solute is represented too by point charges and polarizabilities, Eqs. (1) and (2) define a classical polarizable force field. The degrees of freedom of the solution are sampled by MD using DRF90 \(^{15}\). For details of QM/MM see, for example, van Duijnen and de Vries \(^8,23\) or Jensen and van Duijnen. \(^{13}\)

**TD-DFT Spectra from a Doublet Ground State**

From a doublet ground state three types of spin allowed single electron excitation are possible:

1. From the (singly occupied) highest occupied molecular orbital (HOMO) to unoccupied molecular orbitals (MOs),
2. From any doubly occupied MO to the (singly occupied) HOMO,
3. From any doubly occupied MO to unoccupied MOs.

Since TD-DFT is essentially a one-determinant approach, excited states resulting from types I and II transitions can represent proper spectroscopic states in the sense that they are approximations to eigenfunctions of both the Hamiltonian and the spin operators \( \hat{S}_z \) and \( \hat{S}^2 \). However, excitations of type III give states, as single determinants, which are eigenfunctions of \( \hat{S}_z \) only. Using \( d \) for any doubly occupied orbital, \( s \) for the singly occupied orbital, and \( a \) for any unoccupied orbital (in the ground state), the type III determinants are of the form \( |dsa\rangle \) and \( |d\bar{s}a\rangle \), respectively, assuming that \( s \) was originally an \( \alpha \) spin orbital and that the bar indicates a \( \beta \) spin orbital. They are part of the manifold associated with the “three electrons in three orbitals” configurations, i.e., the eight determinants spanning a representation of a quartet and two doublet states.

From the determinants:

\[
d_1 = |d\bar{s}a\rangle, \quad d_2 = |\bar{d}s\bar{a}\rangle, \quad d_3 = |d\bar{s}\bar{a}\rangle, \quad d_4 = |d\bar{s}a\rangle,
\]

the following proper configuration state functions (CFSs) with \( M_s = 1/2 \) can be constructed:

\[
D_1 = \frac{1}{\sqrt{6}}(2d_1 - d_2 - d_3), \quad D_2 = \frac{1}{\sqrt{2}}(d_2 - d_3), \quad D_3 = \frac{1}{\sqrt{2}}(d_2 + d_3), \quad D_4 = \frac{1}{\sqrt{3}}(d_1 + d_2 + d_3).
\]

Assuming that \( \alpha \) and \( \beta \) spin orbitals have the same spatial parts, and defining the determinantal energies as \( e_{ii} = \langle d_i | \hat{H} | d_i \rangle \) we get

\[
e_{11} = C + J - K_{ds},
\]

\[
e_{22} = C + J - K_{sa},
\]

\[
e_{33} = C + J - K_{dt},
\]

\[
e_{44} = C + J - (K_{ds} + K_{sa} + K_{dt}),
\]

with \( C \) the one-electron and \( J \) the two-electron Coulomb energy, respectively, common to all determinants, and the \( K \)'s the appropriate exchange energies. For the state energies we obtain

\[
E(D_1) = \frac{1}{6}(4e_{11} + e_{22} + e_{33} + 4(K_{ds} + K_{sa}) - 2K_{dt}),
\]

\[
E(D_2) = \frac{1}{2}(e_{22} + e_{33} - 2K_{dt}),
\]

\[
E(Q) = \frac{1}{3}(e_{22} + e_{33} + e_{44}) = e_{44}.
\]

We note that \( D_1 \) and \( D_2 \) are orthogonal but not unique and there may be a nonzero interaction matrix element between them,

\[
k_{12} = \langle D_1 | \hat{H} | D_2 \rangle = \frac{3}{\sqrt{12}}(K_{sa} - K_{ds}).
\]

From the following equalities:

\[
e_{11} - e_{22} = K_{sa} - K_{ds},\]

\[
e_{22} - e_{33} = K_{ds} - K_{sa},\]

\[
e_{11} - e_{44} = K_{ds} + K_{sa},\]

the three \( K \)’s can be evaluated and, hence, the two doublet CSF energies and the interaction matrix element, provided all \( e_{ii} \) are known. The final doublets states are than obtained from the simple secular equation

\[
\begin{vmatrix}
E(D_1) - e & k_{12} \\
-k_{12} & E(D_2) - e
\end{vmatrix} = 0.
\]

In this case, \( e_{22} \) and \( e_{33} \) are the excitations obtained from a normal calculation of the spectrum, while \( e_{11} \) and \( e_{44} \) come from a “spin-flip” calculation where an electron excited from a \( \Delta \) spin orbital is put into a \( \Delta \) spin orbital or vice versa. In fact, from the ground state \( |d\bar{s}d\rangle \) the spin-flip produces \( |d\bar{s}\bar{a}\rangle \) instead of \( |d\bar{s}a\rangle \) and \( |d\bar{s}\bar{a}\rangle \) instead of \( |d\bar{s}a\rangle \) but the energies of these pairs are the same under our assumptions.
COMPUTATIONAL DETAILS

First we calculated the spectrum of $\text{Fe}^{III} (\text{PyPepS})_2^{-}$ in the gas phase applying TD-DFT as implemented in the RESPONSE module of ADF using the DZ and the TZP default Slater basis sets using a statistical average of orbital model exchange-correlation potential (SAOP)\textsuperscript{24}. In order to span the width of the experimental spectrum in aqueous solution the 60 lowest excited states were calculated. The resulting spectra, broadened by Gaussians with a bandwidth of 0.005 eV, are displayed in Fig. 3, showing that they are so similar that we decided, for reasons of efficiency, to use the DZ basis for the DRF/QM/MM calculations.

Classical MD simulations were performed on $\text{Fe}^{III} (\text{PyPepS})_2^{-}$ immersed in 200 water molecules using the DRF\textsuperscript{90} program\textsuperscript{15} with rigid solute and solvent molecules and a time step of 1 fs at a temperature of 298 K, controlled by a Nose-Hoover thermostat\textsuperscript{25} in an NVT ensemble. We used only one solute conformation because other conformations of the complex are not very likely. The solute’s geometry was taken from Ref. 26 while the atomic charges generating the molecular field up to the quadrupole moment\textsuperscript{19} came from the vacuum ground state calculation. The charges on the atoms of a water molecule are such that they give the experimental dipole moment. Other parameters are the DRF\textsuperscript{90} defaults,\textsuperscript{15} except for Fe for which we took a polarizability of 40 a.u. The molecules were placed in a (virtual) sphere with a radius of 23.6 bohr, and a soft wall force\textsuperscript{15} was applied to keep the molecules from evaporating. Equilibration runs of at least 20 ps were performed, followed by 50 ps production runs from which 100 uncorrelated solute/solvent configurations were selected and saved. The saved solute/solvent configurations were used in TD-DFT/DRF runs to calculate the energies of the 60 lowest energy electronic states and the corresponding oscillator strengths. Usually we take 50–100 solute/solvent configurations for the QM/MM calculations, but since SAOP is only applicable in all-electron calculations we took only 25 configurations, after checking with less expensive methods that the spectra from 25 and 50 configurations are virtually the same. Jensen et al.\textsuperscript{27} argue that solvent effects on spectra are mainly due to the solvation of the ground state, and that spectra of highly charged systems in polar molecules are hardly affected by dynamic polarization of the solvent. Although the present system is not highly charged, test calculations also revealed that in this case the dynamic solvent response—which requires evaluation of densities and induced dipoles for each excited state in each iteration of the diagonalization of the TD-DFT matrix—can be neglected, which also leads to a significant reduction in computer time.

RESULTS AND DISCUSSION

In Fig. 4 we compare the gas phase spectrum with that of a single solute/solvent configuration. Each single vertical transition has been broadened with a Gaussian with a bandwidth of 0.14 eV to mimic the internal vibrations. The numbers point at the contributions of the bands in terms of orbital transitions.

We note a blueshift going from the gas phase to the condensed phase. This is to be expected since the excited states will not be in equilibrium with the solvent, which was equilibrated with the ground state’s charge distribution.

The computed (solvated) spectrum shows all the features of the experimental spectrum, i.e., high intensity in the 300–600 nm region, a weak band around 900 nm and, beyond the visible region, a band at 1500 nm. The computed visible spectrum appears to be redshifted by some 50 nm.

Therefore we looked into a possible systematic error due to the use of TD-DFT for computing spectra of systems with doublet ground states. These calculations are done as spin
unrestricted, i.e., leading to different orbitals for different spins. The expectation value of $S^2$ for the ground state was 0.78 where it should be 0.75. A ground state calculation of the lowest quartet gave $S^2 = 3.86$ while it should be 3.75. These numbers indicate that the amount of spin contamination due to the unrestricted character of the calculation is not too serious.

FeIII

PyPepS

$^2$− has 263 electrons and hence 131 doubly occupied MOs and one singly occupied HOMO. This makes 131 → 133 the first “type III” transition. Fortunately this transition of a $^1$ electron is present—in a typical “solvated” spectrum for an arbitrary single solute/solvent configuration—with a weight of about 90% in the final state at about 1.61 eV ($e_{33}$). It is accompanied by nearly degenerate $\alpha$ transitions at (averaged) 1.76 eV ($e_{22}$) with a combined weight of about 80%. From the spin-flip calculation we found the quartet at 1.55 eV ($e_{44}$) and the $M_s=1/2$ term at 1.78 eV ($e_{11}$). The quartet ground state energy from a normal calculation differs less than 0.01 eV from the spin-flip result showing the internal consistency of the calculations. Putting these numbers into Eq. (10) we arrive at $E(D_1)=1.90$ and $E(D_2)=1.67$ eV with an interaction matrix element of 0.02 eV. From solving Eq. (11) we find final states at 1.97 and 1.61 eV, i.e., shifts of 0.18 and 0.00 eV, respectively, from the state energies.

In Table I results for all $\Delta_\Delta$ combinations, present in both the regular and the spin-flip transitions, are collected. The conclusion so far is that the lower final states hardly move, while the higher states move up to some tenths of an eV.

<table>
<thead>
<tr>
<th>States</th>
<th>Orbitals involved</th>
<th>$e_1$</th>
<th>$e_4$</th>
<th>$K_{ds}$</th>
<th>$K_{sa}$</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$\Delta_1$</th>
<th>$\Delta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>131 → 133</td>
<td>1.78</td>
<td>0.19</td>
<td>1.90</td>
<td>1.97</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>1.76</td>
<td>0.04</td>
<td>1.67</td>
<td>1.61</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>131 → 134</td>
<td>1.89</td>
<td>0.24</td>
<td>2.02</td>
<td>2.13</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>1.95</td>
<td>0.01</td>
<td>1.77</td>
<td>1.66</td>
<td>−0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>129 → 133</td>
<td>2.48</td>
<td>0.41</td>
<td>2.70</td>
<td>2.88</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>2.50</td>
<td>0.03</td>
<td>2.26</td>
<td>2.08</td>
<td>−0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>130 → 134</td>
<td>2.57</td>
<td>0.45</td>
<td>2.81</td>
<td>3.00</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>2.58</td>
<td>0.04</td>
<td>2.32</td>
<td>2.14</td>
<td>−0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>131 → 135</td>
<td>2.58</td>
<td>0.30</td>
<td>2.87</td>
<td>2.87</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>2.34</td>
<td>0.30</td>
<td>2.28</td>
<td>2.28</td>
<td>−0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>131 → 136</td>
<td>2.68</td>
<td>0.18</td>
<td>2.83</td>
<td>2.84</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>2.56</td>
<td>0.14</td>
<td>2.52</td>
<td>2.51</td>
<td>−0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>128 → 134</td>
<td>3.14</td>
<td>0.44</td>
<td>3.39</td>
<td>3.55</td>
<td>0.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td></td>
<td>3.15</td>
<td>0.07</td>
<td>2.88</td>
<td>2.73</td>
<td>−0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>131 → 138</td>
<td>3.19</td>
<td>0.54</td>
<td>3.57</td>
<td>3.66</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td></td>
<td>3.05</td>
<td>0.22</td>
<td>2.81</td>
<td>2.72</td>
<td>−0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>127 → 134</td>
<td>3.26</td>
<td>0.15</td>
<td>3.40</td>
<td>3.40</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td></td>
<td>3.19</td>
<td>0.13</td>
<td>3.12</td>
<td>3.12</td>
<td>−0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. Correction table for ($\alpha$, $\beta$) and ($\beta$, $\alpha$) excitations present in both the normal calculation and in the spin-flip calculation. Single solute/solvent configuration. For explanation of symbols, see text.

upwards, with a tendency to larger differences for higher lying states. Using the contents of Table I one could try to correct the spectra but one must realize that only nine cases could be found—out of the 60 transitions—to be used in this scheme because the remaining transitions are either not of type III, lack partners in the range of excitations calculated, or are not matched in the spin-flip results. Unmatched transitions in the regular spectrum are the lower energy partners of possible $\alpha, \beta$ pairs that move little. This is encouraging since the first few excited states are related to types I and II transitions which are unaffected, as are the lower energies of the pairs. Treating all solute/solvent configurations in this way is awkward and (computer) time consuming since it would at least double the effort, due to the required spin-flip calculations. Moreover, all this is very approximate of course, because the states are no pure determinants, and the $\alpha$ and $\beta$ orbitals are different in the present unrestricted treatment. Therefore the best approach here is probably keeping the lower states of pairs and unpaired type III states as they are and filter out the higher lying partners of pairs by assigning zero oscillator strength to them. This is fairly simple and at least eliminates spurious energies. Results are in Fig. 5, from which we learn that the spectrum will change only slightly. Other cases may turn out differently and it is probably worthwhile to investigate a reformulation of TD-DFT in a restricted treatment in terms of CFSs rather than determinants, much alike the singlet-triplet calculations on closed-shell ground states. This is, however, beyond the scope of this paper.

Other TD-DFT studies on spectra from doublet ground states show differences with experiment (averaged over several molecules) typically of about 0.2 eV for some small molecules in the gas phase showing only types I and II excitations, and about 0.3–0.4 eV if gas phase calculations are compared with condensed phase experiments. Even calculations of spectra of molecules with closed-shell ground states give similar differences. This is to our knowledge the first time that an experimental spectrum of an open shell system in solution can be compared with a DFT calculation under similar conditions. This may raise the question whether the present solvation model is responsible for differences between the calculated and the experimental spectra. Totally classical calculations with DRF90 have been shown to be in perfect agreement with both accurate QM calculations and experiment. Spectra calculated with DRF, based on $\textit{ab initio}$ wave functions, semiempirical, or DFT, compared reasonably well with experiment. Hence we are confident that the interaction energies are in general better than the margins just discussed.

Our final “filtered” results are given in Fig. 6, for which the oscillator strengths from the 25 solute/solvent configurations were collected in 200 equal energy boxes, i.e., with box widths of $\sim 7$ nm. The structure of the bands appearing at this resolution are due to the thermal movements of the solvent molecules around the rigid solute. By collecting the data in 60 boxes and by applying Gaussians with a bandwidth of $\sim 0.3$ eV, and (dotted) the same, collected in 200 boxes without broadening.
clude that the 129 → 132 band at ~920 nm is a $d_{xy} \rightarrow d_{x^2}$ transition (found by Greene and Richards\textsuperscript{5} at ~2000 nm for a different model compound) and the 131 → 132 band at ~1500 nm the S → Fe charge transfer transition. The differences between the assignments here and in Ref. 5 and others may be related to the differences in the systems studied.

We followed the suggestion of a referee and looked into the effect of possible hydrogen bonding on the spectrum. Kovacs\textsuperscript{1} discussed a blueshift of the ~700 nm bands going from an aprotic solvent to water for a number of model compounds. More specifically, for [Fe\textsuperscript{III}(DITpy)\textsubscript{2}]\textsuperscript{+} the 784 nm band in MeCN shifts to 732 nm in water, and it was suggested that this is a consequence of the “increased H-bonding ability” of the latter solvent. In Fig. 8 we present the radial distribution of water with respect to S1 or S2 constructed from 100 solute/solvent configurations. It shows that, on average, there is indeed about one water molecule that might be “hydrogen bonded” to S although at the much too large O–S distance of 3.5 Å. Other candidates for hydrogen bonding, i.e., the oxygens, are ruled out for the same reason, the O–O distance being about 3.4 Å. Nevertheless we reconstructed a situation with [Fe(PyPepS)\textsubscript{2}]\textsuperscript{−} and a single water molecule “hydrogen bonded” at one of the sulfur atoms at the distance of Fig. 7, and calculated the spectrum fully quantum mechanically. As expected, the spectrum obtained was identical to the gas phase spectrum. On optimizing the “hydrogen bond” the water molecule was actually expelled, which is not surprising in the light of the positive Mulliken\textsuperscript{35} and Voronoi\textsuperscript{36} charges on the sulfur atoms of about 0.2. From this we conclude that this water molecule is put and kept there by the hydrogen bond network of the solvent and that the blue-shift of the solvated spectrum with respect to the gas phase is induced by the bulk of the solvent and not by specific interactions like hydrogen bonding. The spectrum of [Fe(PyPepS)\textsubscript{2}]\textsuperscript{−} in dimethyle sulfoxide (DMSO) has a 878 nm band while it is in water at 850 nm. This shift can easily be explained in terms of the different packing of the two solvents: putting 200 DMSO molecules around the solvent requires about six times the volume needed for 200 waters and although the ratio between the dipole moments of DMSO (6.43 D) and water (1.88 D) is 3.4, the dipole density in water is much larger which interacts with the solute at smaller distances.

### TABLE II. Major contributions of basis functions to the $\beta$ MOs involved in the (far) infrared transitions.

<table>
<thead>
<tr>
<th>MO</th>
<th>%</th>
<th>Basis function</th>
<th>Atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>129</td>
<td>34</td>
<td>$d_{xy}$</td>
<td>Fe</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>$d_{xz}$</td>
<td>Fe</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>$p_x$</td>
<td>S\textsubscript{1}</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$p_z$</td>
<td>S\textsubscript{2}</td>
</tr>
<tr>
<td>131</td>
<td>22</td>
<td>$p_z$</td>
<td>S\textsubscript{2}</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>$p_x$</td>
<td>S\textsubscript{1}</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>$d_{xy}$</td>
<td>Fe</td>
</tr>
<tr>
<td>132</td>
<td>44</td>
<td>$d_{z^2}$</td>
<td>Fe</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>$p_x$</td>
<td>S\textsubscript{1}</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$p_z$</td>
<td>S\textsubscript{2}</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$d_{xz}$</td>
<td>Fe</td>
</tr>
</tbody>
</table>

### CONCLUSIONS

We present the first successful calculation of the visible spectrum of [Fe\textsuperscript{II}(PyPepS)\textsubscript{2}]\textsuperscript{−} — a model active site of Fe-dependent N-hydratase — in aqueous solution, using the TDDFT modules of ADF for the quantum mechanical treatment of the solute with the DRF approach for the solute/solvent...
interactions. For each of 25 solute/solvent configurations, obtained from MD simulations with the polarizable force field of the DRF90 program, the 60 lowest excited states were calculated and collected into a single spectrum. The resulting spectrum is very close to the experimental and it is blue-shifted in comparison with the gas phase. We found no hydrogen bonds with the solute in the structures and attribute this shift solely to effect of bulk solvent. The calculated spectrum is somewhat redshifted with respect to experiment. We investigated whether this was caused by the formal error made in TD-DFT by representing excited states with single determinants where linear combinations are needed to arrive at eigenfunctions of both $\hat{S}_z$ and $\hat{S}^2$. However, possible corrections are within the margins usually found in TD-DFT spectra and we conclude that the presently calculated spectrum is trustworthy for the long wavelength part, but may be in error by 0.5 eV in the near UV edge. We suggest investigating the possibility of reformulating TD-DFT in terms of a many determinant approach for spectra of systems with open shell ground states, in particular for the high-energy parts of spectra. This study was started to see whether our approach, i.e., the sequential TD-DFT/MM approach where classical MD simulations are used to generate solute/solvent configurations, followed by QM/MM calculations to arrive at electronic properties of the system in solution, is good enough to get spectra and we conclude that the presently calculated spectra are within the margins usually found in TD-DFT similarly.

ACKNOWLEDGMENTS

One of the authors (P.T.v.D.) thanks M.E. Casida (Grenoble) for a stimulating discussion and R. Broer (Groningen) for help with the matrix elements. The authors thank the National Science Foundation (CHE-0079008) for their support (P.T.v.D. and S.N.G.).