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Abstract

The CLIN27 shared task evaluates the effect of translating historical text to modern text with the goal of improving the quality of the output of contemporary natural language processing tools applied to the text. We focus on improving part-of-speech tagging analysis of seventeenth-century Dutch. Eight teams took part in the shared task. The best results were obtained by teams employing character-based machine translation. The best system obtained an error reduction of 51% in comparison with the baseline of tagging unmodified text. This is close to the error reduction obtained by human translation (57%).
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1. Introduction

In recent years, there has been a growing interest in using historical texts for linguistic research (Bennis 2011). However, many languages have considerably changed in the past few centuries (van der Sijs 2001) and as a result of this, computational tools which perform well on contemporary language may perform poorly on texts from several hundreds of years ago. This problem restricts the linguistic research that can be done with older texts.

In order to overcome this problem, we can take two actions. The first is to adapt the language processing tools and retrain them on appropriate language variants (Rem and van Halteren 2007). This requires a considerable amount of work in developing gold standard data for training the tools, a task which needs to be repeated for different time periods and for different tools. The second approach would be to translate the texts in the older variant of the language to a modern variant. Existing automatic annotation tools could then be applied to the new version of the text and the annotations could then be mapped to the original text. This approach would also require the development of gold standard training data for the translation system for each time period. However, translating texts is easier than making gold standard linguistic annotations and therefore the creation of this data would be cheaper, while it could benefit several tools.

In the CLIN27 shared task1 we chose the second approach for adaptation of natural language processing tools to historical versions of a language. We restricted ourselves to the language Dutch as written in the seventeenth century and focused on improving the quality of syntactic word classes (part-of-speech tags). We would like to answer two questions. First, what techniques can be used for obtaining good translations from historical language to contemporary language? And second, how much does the quality of automatic annotations improve when we derive them from translated text in comparison with deriving them from the original historical text?

After an overview of related work, we will describe the data and the other resources of the shared task in Section 3. We will evaluate both translation quality and part-of-speech tag accuracy. The evaluation methods will be outlined in Section 4. Eight teams participated in the shared task and the results of their systems will be discussed in Section 5.

2. Related work

Growing interest in computational linguistic analysis of historical texts can be observed from recent workshops (at NoDaLiDa 2013 and 2017) and PhD theses (Rama 2015, Pettersson 2016). An important theme in the field is dealing with the spelling variation in the historical texts, caused by the absence of spelling standards (Bollmann et al. 2012). A commonly used tool for converting historical text to a standard spelling is VARD (Archer et al. 2015) which, among others, has been applied to English (Schneider et al. 2015) and Dutch (van Elburg and Wijckmans 2016). The system TiCCL has been designed specifically for spelling normalization of Dutch (Reynaert 2005). Tjong Kim Sang (2016) translated seventeenth-century Dutch text for improving part-of-speech tagging quality. Eisenstein (2013) discusses some of the problems of text normalization: it is not always clear what the standard to normalize to should be and the normalization step may change the meaning of a text. His work deals with social media text, a text type for which annotation tools suffer from similar problems as for historical text (Kaufmann and Kalita 2010, Han and Baldwin 2011, De Clercq et al. 2013).

Less work has been done on actually retraining tools for historical text. Hupkes (2014) used semi-supervised learning for tagging seventeenth-century Dutch. The system Adelheid was developed for tagging and lemmatizing Middle Dutch (Rem and van Halteren 2007). Yang and Eisenstein (Yang and Eisenstein 2016) replaced text tokens by vectors obtained from unsupervised learning to overcome the vocabulary differences between the contemporary training data for the tools and

---

1. Data and software used in the CLIN27 shared task are available at [http://ifarm.nl/clin2017st/](http://ifarm.nl/clin2017st/)
the historical data. Their work is an example of domain adaptation which is also an interesting approach to our task (Jiang 2008, Plank 2011).

3. Data and resources

We would like to be able to apply tools developed for processing contemporary Dutch to texts that go back as far as 1100 AD (Brugman et al. 2016). For this purpose we want to translate historical Dutch to modern Dutch. However, there is not a single variant of historical Dutch, but several variants, like Old Dutch, Middle Dutch and Early New Dutch, which overlap. We chose to work with texts of the seventeenth century, firstly because this period is of prime interest in Dutch history studies (the so-called Dutch Golden Age) and secondly because it is situated approximately in the middle of the focus eras of two important part-of-speech taggers for Dutch: Frog: twenty-first century (Van den Bosch et al. 2007) and Adelheid: fourteenth century (Rem and van Halteren 2007).

The seventeenth century has as an additional benefit that it is included in an existing parallel corpus: the Statenvertaling Bible (about 925,000 tokens) which is available in digital format in editions from 1637, 1657, 1888 and 2010 (van der Sijs 2008, Beelen and van der Sijs 2014, Theologencommissie 1999, Stichting Herziene Statenvertaling 2010). For our purposes, the Statenvertaling has as an advantage over other modernized historical works that care has been taken to keep the new editions as close as possible to the original one from 1637. Most of the tokens of the 1637 edition can be mapped to counterparts in the 1657 and 1888 editions, which makes it easy to align the different versions of the text and extract useful parallel lexicons for the translation task. The relation between the 2010 edition and the original is more free: there is a perfect one-to-one sentence mapping between the two, but between linked sentences there are several differences in token counts and token orders.

Here is an example sentence from the four Bible editions with modified tokens marked in red:

1637: De Aerde nu was woest ende ledich , ende duysternisse was op den afgront : ende de Geest Gods sweefde op de Wateren .

1657: De Aerde nu was woest ende ledigh , ende duysternisse was op den afgrondt : ende de Geest Gods sweefde op de Wateren.

1888: De aarde nu was woest en ledig , en duisternis was op den afgrond ; en de Geest Gods zweefde op de wateren .

2010: De aarde nu was woest en leeg , en duisternis lag over de watervloed ; en de Geest van God zweefde boven het water .

English: The earth now was barren and empty , and darkness was upon the abyss : and the spirit of God glided over the waters .

We offered the Statenvertaling texts as a basic training resource to the shared task participants. However, we did not want to evaluate the participating systems on text from a single domain (in this case: the Bible). Since there was no other suitable parallel text available, we decided to develop some ourselves by selecting seventeenth century Dutch texts and manually translating them to contemporary Dutch. As Eisenstein (2013) explained, such a text normalization step can be performed in different ways. For example, we could focus on making the text understandable for readers, replacing all historic words by modern versions and rearranging word order wherever necessary. But in that case the relation between the tokens in the translation and the ones in the original text would be complex and it would be difficult to map the annotations of the modern text back to the historical text. Another approach would be to replace only the historic tokens that are unknown to the tagger. But this approach would not improve the readability of the texts a lot and it would make the translation step tool-dependent.
While it would have been nice if the translations improved the readability of historical texts, we decided not to aim for this and focus on creating translations that benefited the part-of-speech tagger. In the additional data sets for the shared task, we only replaced tokens that did not occur in a standard lexicon with the required base syntactic category. As standard lexicon, we chose the Van Dale dictionary for Dutch (den Boon and Hendrickx 2015). This is generally accepted to be the standard dictionary for the language Dutch. By using this resource we can generate tool-independent translations.

Here is an example of a sentence in historical Dutch and its translation to modern Dutch. Like in the previous examples, tokens that were changed by the translation process have been marked in red:

original: ‘t Geslacht, de geboort, plaets, tydt, leven, ende wercken Van Karel van Mander, Schilder, en Poeet, Mitsgaders Zyn overlyden, ende begraeffenis.

translation: ‘t Geslacht, de geboorte, plaats, tijd, leven, ende werken van Karel van Mander, schilder, en poët, mitsgaders zijn overlijden, ende begrafenis.

English: The gender, the birth, place, time, life, and work of Karel van Mander, painter, and poet, as well as his death, and funeral.

For this sentence, only small orthographic changes were necessary but even such small changes can be very useful for the tagger. Note that certain archaic words like ende (and) and Mitsgaders (as well as) have remained in the translation because they were listed in the Van Dale dictionary. Names pose a challenge for the translation process. We have left most names unchanged in the translation with the exception of a few frequent geographic names. We allow one-to-many and many-to-one translations.

Table 1: Texts from the Digital Library for Dutch Literature\textsuperscript{2} from which snippets of 1,100-1,400 tokens have been used in the shared task. All texts have been translated to contemporary Dutch. Gold standard part-of-speech tags were available for one test text.

<table>
<thead>
<tr>
<th>Task</th>
<th>Gold PoS</th>
<th>Year</th>
<th>Size</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>-</td>
<td>1637</td>
<td>1,107,567</td>
<td>team of translators</td>
</tr>
<tr>
<td>train</td>
<td>-</td>
<td>1888</td>
<td>1,087,536</td>
<td>Jongbloed and others</td>
</tr>
<tr>
<td>develop</td>
<td>-</td>
<td>1698</td>
<td>1,236</td>
<td>Steven Blankaart</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1607</td>
<td>1,265</td>
<td>P.C. Hooft</td>
</tr>
<tr>
<td>test</td>
<td>+</td>
<td>1616</td>
<td>1,218</td>
<td>G.A. Bredero</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1626</td>
<td>1,166</td>
<td>Isaac Beeckman</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1636</td>
<td>1,226</td>
<td>Hugo de Groot</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1646</td>
<td>1,187</td>
<td>Willem Frederik van Nassau</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1656</td>
<td>1,153</td>
<td>Jan van Riebeek</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1668</td>
<td>1,179</td>
<td>Hendrick Hamel</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1678</td>
<td>1,140</td>
<td>Antoni Leeuwenhoek</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1686</td>
<td>1,331</td>
<td>Govert Bidloo</td>
</tr>
<tr>
<td>test</td>
<td>-</td>
<td>1692</td>
<td>1,207</td>
<td>Constantijn Huygens jr.</td>
</tr>
<tr>
<td>extra</td>
<td>-</td>
<td>1602</td>
<td>1,149</td>
<td>Anthony Duyck</td>
</tr>
<tr>
<td>extra</td>
<td>-</td>
<td>1621</td>
<td>1,268</td>
<td>Noordsche Compagnie</td>
</tr>
<tr>
<td>extra</td>
<td>-</td>
<td>1641</td>
<td>1,212</td>
<td>Jacob Mahieuken</td>
</tr>
<tr>
<td>extra</td>
<td>-</td>
<td>1662</td>
<td>1,103</td>
<td>Staten Zeeland</td>
</tr>
<tr>
<td>extra</td>
<td>-</td>
<td>1682</td>
<td>1,187</td>
<td>Cornelis de Bruyn</td>
</tr>
</tbody>
</table>

\textsuperscript{2} http://dbnl.nl
Table 2: Features of the eight systems that participated in the CLIN27 shared task: CB: character-based translation methods, Lev: Levenshtein distance, Mos: Moses machine translation system, +da: used external data, rew: string rewrite rules, MG: MGIZA system, cas: case-sensitive processing, NN: neural network, com: system combination, IN: used INT lexicon

<table>
<thead>
<tr>
<th>CB</th>
<th>Lev</th>
<th>Mos</th>
<th>+da</th>
<th>rew</th>
<th>MG</th>
<th>cas</th>
<th>NN</th>
<th>com</th>
<th>IN</th>
<th>Team</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>Amsterdam</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>Bochum</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Groningen</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>Helsinki/Uppsala</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Leuven</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Ljubljana/Zagreb/Geneva</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Utrecht</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Valencia</td>
</tr>
</tbody>
</table>

token alignments with the provision that single tokens may only be linked to sequences of successive tokens.

All the additional data originate from the Digital Library for Dutch Literature. In order to achieve a balanced corpus, we have selected small snippets of text (1,100–1,400 tokens) from different authors and from different time periods: one text as development data, ten texts as test data and five texts for usage in future work, see Table 1. The five extra data sets were created after the shared task and were not available to the shared task participants. All texts have been translated to contemporary Dutch by a single annotator. For one of the test texts, Bredero 1616, gold standard base part-of-speech tags were created.

Apart from the Bible texts and the texts from DBNL, the participants also had access to a web service which offered looking up lemmas for contemporary and historical Dutch words: the INT lexicon service (INT 2015). While the service has an excellent coverage of historic Dutch words, using it for machine translation presented two challenges. First, the service returned modern lemmas rather than modern words, which means that morphological information can be lost. And second, the service may return several lemmas for one word, without any corpus frequency information. In such cases, other resources are necessary to make a reasonable choice among the alternative lemmas.

4. Evaluation

We evaluated two aspects of the translation task: the quality of the translated texts in comparison with human translations and the accuracy of a standard tagger applied to the translated texts in comparison with a gold standard. For evaluating the quality of the translations, we used the standard for such evaluations: BLEU (Papineni et al. 2002), which is based on the number of corresponding token n-grams in a translated text and the gold standard. We took the common settings for BLEU, as described in Papineni et al. (2002) and used in the translation system Moses (Koehn 2017): compare all token n-grams of lengths one to four in the same sentence. We always used a single text as the gold standard translation.

Although BLEU is the standard method for evaluation of machine translation tasks, it is not without problems. Already in 2006, Callison-Burch et al. (2006) showed that the correlation between BLEU evaluation and human evaluation can be poor. Therefore we performed an additional evaluation of the output of the shared task systems based on part-of-speech tagging accuracy. The Bredero 1616 text of each participant team has been processed with the same state-of-the-art tagger (Frog, see Van den Bosch et al. (2007)). The base tags in the results have been compared with a gold standard and the systems have been ranked by tag accuracy. Both for the accuracy scores
Table 3: Results of the CLIN27 shared task measured by BLEU scores. The numbers ($e_i$) to the right of the scores are estimations of significance intervals ($p<0.05$). Scores are significantly different if they are more than $\sqrt{e_1^2 + e_2^2}$ apart. There is no significant difference between systems that share a rank number.

and the BLEU scores, we have estimated confidence intervals ($p<0.05$) with bootstrap resampling (Noreen 1989, Yeh 2000).

As a baseline for the translation quality evaluation, we compute the BLEU score of the historical test text in comparison with the manually translated text. The accuracy of the part of speech tags assigned to this historical text, serves as a baseline in the part of speech tag quality evaluation. The accuracy of the tags assigned to the manually translated text is used as a ceiling score in the tag evaluation. The performance of the shared task systems is not expected to become higher than this score that is based on human translation.

5. Results

Eight teams participated in the CLIN27 shared task on translating historical text (see Table 2). They used a variety of methods for performing the task. Most teams approached it as a machine translation task and the popular machine translation system Moses (Koehn 2017) and the associated MERT training algorithm (Och 2003) and MGIZA alignment were used by all but two of the teams (for example by Domingo et al. (2017)). The best three teams by BLEU score all explicitly mentioned employing character-based translation methods (for example Bollmann et al. (2017)). The Levenshtein distance was used by half of the systems. Two teams employed neural networks in one way or another.

With respect to BLEU score, the best performance was achieved by the team from Ljubljana/Zagreb/Geneva (Ljubesić and Scherrer 2017) with Bochum (Bollmann et al. 2017) and Helsinki/Uppsala finishing second and third (see Table 3). The scores of the top-3 are not significantly different. All systems performed a lot better than the baseline system which returned the original historical text without any change.

The best performing system by Ljubesić and Scherrer (2017), consisted of a character-level statistical machine learning system (Moses) trained on the parallel Bible texts. Only aligned sentence pairs with a Levenshtein score of 0.7 or larger were used. Three different language models were used: one was learned from the Bibles from the shared task while the other two were learned from external data: Dutch subtitles (Lison and Tiedemann 2016) and the Dutch EUbookshop corpus (Skadjaš et al. 2014) The weights of the system were determined with the MERT algorithm (Och 2003). The extra parallel train file, Blankaart 1698, was used as development data. The system was trained
on entire sentences and consequently normalizes an entire sentence at the time which could be an advantage. Previously this system has been used successfully for normalizing Slovene (Ljubešić et al. 2016) and normalizing Swiss German (Scherrer and Ljubešić 2016).

Measured by part-of-speech accuracy, the team from Helsinki/Uppsala performed best, followed by Ljubljana/Zagreb/Geneva and Amsterdam (see Table 4). Here the top-5 scores are not significantly different. Again all systems outperformed the baseline which was measured by tagging the unchanged seventeenth century text with the contemporary part-of-speech tagger. There was no significant difference between the score of the two best systems (error reduction compared with the baseline: 51% and 46%) and the base tag accuracy achieved by applying the tagger to a human translation of the test text (error reduction: 57%). The rate of out-of-vocabulary words (OOV) for the tagger proved to be a poor predictor of the performance of the systems: the system with the lowest OOV score did not achieve one of the best tagging accuracies (Table 4).

The team behind the best system, Östling, Petterson and Tiedemann (2017), evaluated three different approaches. The first was a convolutional neural network with character-level alignments trained on the Bibles. The second approach was a spelling normalization method based on the INT lexicon using Bible token frequencies to resolve ties with a back-off to Levenshtein measure search in the Bible texts for near neighbors. The third method was a phrase-based and character-based machine translation system trained on the Bible text and tuned on the Blankaart 1698 text with among others the MERT algorithm (Och 2003). Additionally, three different combinations of the systems were created by generating sentences which were closest by Levenshtein distance to the sentences of the systems participating in the combination. The combination of all three approaches performed best with respect to BLEU score. However, the systems using the neural network did not provide a word alignment so the part-of-speech tagging accuracies have only been computed for the other two methods. The statistical machine translation approach performed the best of the two as well as the best of all entries in the shared task.

All participating systems clearly improved on the baselines set for the shared task. But such improvements could be the result of trivial actions, like the normalization of a few very frequent closed class words. In order to check if this was the case, we performed an extensive analysis of the output of the Helsinki system of the Bredero 1616 text. We counted the number of times that the system replaced one token by another and the number of times these changes caused the base part-of-speech tag of a token to become different: 495 tokens were changed and this caused 305 tags to change. We found no frequent pairs dominating either of the two formats: the two most frequent token changes covered only 3% of the token changes each, while the two most frequent tag changes

<table>
<thead>
<tr>
<th>Ranks</th>
<th>Accuracy</th>
<th>OOV</th>
<th>Team</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.875±0.026</td>
<td>0.093</td>
<td>ceiling (tagged manual translation)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.856±0.029</td>
<td>0.148</td>
<td>Helsinki/Uppsala</td>
</tr>
<tr>
<td>1/2</td>
<td>0.842±0.022</td>
<td>0.131</td>
<td>Ljubljana/Zagreb/Geneva</td>
</tr>
<tr>
<td>1</td>
<td>0.836±0.027</td>
<td>0.129</td>
<td>Amsterdam</td>
</tr>
<tr>
<td>1/2/4</td>
<td>0.825±0.025</td>
<td>0.133</td>
<td>Leuven</td>
</tr>
<tr>
<td>1/2/4</td>
<td>0.824±0.030</td>
<td>0.085</td>
<td>Bochum</td>
</tr>
<tr>
<td>2/4</td>
<td>0.812±0.030</td>
<td>0.223</td>
<td>Utrecht</td>
</tr>
<tr>
<td>4/7</td>
<td>0.793±0.024</td>
<td>0.019</td>
<td>Groningen</td>
</tr>
<tr>
<td>7</td>
<td>0.759±0.030</td>
<td>0.282</td>
<td>Valencia</td>
</tr>
<tr>
<td>0.709±0.030</td>
<td>0.407</td>
<td>baseline (tagged unmodified text)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Results of the CLIN27 shared task measured by part-of-speech accuracy. The numbers to the right of the accuracy scores are estimations of significance intervals (p<0.05). The OOV column contains the rate of out-of-vocabulary words in the texts according to the tagger. There is no significant difference between systems that share a rank number.
Table 5: Analysis of the output of the Helsinki SMT system on the Bredero 1616 text. We found that the system made 495 token changes (left) which in turn caused 305 base tag changes (right). Neither of the two formats were dominated by a single or a few frequent corrections. The system contributed to a wide variety of improvements.

dealt with 12% of the tag changes (see Table 5). We can conclude that the system makes a wide variety of changes and that its contributions seem to be valuable.

6. Concluding remarks

We presented the CLIN27 shared task: automatically translating historical text to modern text for improving the quality of part-of-speech tagging applied to the text. Eight teams participated in the task. The participants had access to parallel bible texts, a small parallel development text and an online lexicon. Some used additional historical text material for language modeling. The system of Ljubljana/Zagreb/Geneva performed best in the evaluation of translation quality (BLEU) and the system from Helsinki/Uppsala reached the highest score with respect to part-of-speech tagging quality. We found that the part-of-speech tag quality of the best system was close to the one obtained by human translation of the text but we should note that our test text was small.

The shared task has provided answers to the research questions put forward in the introduction of this paper. With respect to the techniques which could be used for obtaining good translations from historical text: we found several. Character-based translation deserves a special mention, as it was used by the best-performing systems. This confirms earlier results on similar tasks, for example De Clercq (2013). The machine translation system Moses was used by several shared task participants, just like Levenshtein-based methods for selecting the most appropriate translations.

We observed considerable performance gains, both with respect to text quality and attainable part-of-speech accuracy. We only had one version of the manually created test sets. It would have been interesting to have more versions available so that we could compare the systems with the performance that humans obtain for this task. Such a comparison was possible for tag accuracy and we found that the scores of the two best systems were not significantly worse than human performance. However, their performance is still well below the state-of-the-art for tagging contemporary language.

After the shared task, we see several directions for follow-up work. The systems participating in the shared task came close to the human performance for this approach, but the part-of-speech accuracies obtained were still more than ten percentage points lower than the state of the art for tagging contemporary text. It would be interesting to find out if the ceiling score is a hard boundary for these types of texts, or if higher accuracies are possible. An extensive error analysis of the system output could provide useful insights.
Another open question is whether this approach of translation or text normalization will benefit other natural language processing tools. An obvious one to evaluate next would be parsing, but it would also be interesting to look at the effects of translation to contemporary text on lemmatizing, morphological analysis, named entity recognition and semantic analysis.

Finally, the approach of this shared task could be used for dealing with texts from other periods and from other languages. A challenge is the selection of the time frames. Language changes gradually, so various selections of the past centuries could be made. Some could even be overlapping. We hope that this shared task can be an example on how to deal with part-of-speech tagger adaptions for processing other time periods and languages.
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