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ABSTRACT

Access by law enforcement authorities to personal data initially collected by private parties for commercial or operational purposes is very common, as shown by the transparency reports of new technology companies on law enforcement requests. From a data protection perspective, the scenario of law enforcement access is not necessarily well taken into account. The adoption of the new data protection framework offers the opportunity to assess whether the new ‘police’ Directive, which regulates the processing of personal data for law enforcement purposes, offers sufficient safeguards to individuals. To make this assessment, provisions contained in Directive 2016/680 are tested against the standards established by the ECJ in Digital Rights Ireland and Tele2 Sverige on the retention of data and their further access and use by police authorities. The analysis reveals that Directive 2016/680 does not contain the safeguards identified in the case law. The paper further assesses the role and efficiency of the principle of purpose limitation as a safeguard against repurposing in a law enforcement context. Last, solutions to overcome the shortcomings of Directive 2016/680 are examined in conclusion.
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1. Introduction

Law enforcement authorities around the globe have a growing appetite for personal data held by private parties and initially collected for a purpose different from law enforcement. Many examples can illustrate this trend: the huge amount of law enforcement requests made to high-tech companies at global level, the case of the transfer of passenger name record data (air traveller data) to police authorities or the retention...
of telecommunications data by Internet Service Providers (personal data retention) for further use by law enforcement authorities.\(^3\)

Other examples for which the number of requests for access might not be publicly known could follow. Given their characteristics, one could think of the value that some types of personal data have for law enforcement authorities. This is the case of biometric data (such as fingerprints), which has been used for many decades by police authorities to identify individuals.\(^3\) Private parties rely more and more on biometric data to control access to buildings, IT systems or applications. Several social media companies, e.g. Facebook, have even constituted biometric databases based on the facial images of their users. In Europe, Facebook stopped facial recognition in 2012, whereas in the USA the company is still collecting such personal data.\(^3\) Of course, Facebook has more personal data than its users’ facial images: it might also hold names (real or alias), date of birth, addresses, phone numbers and any kind of personal information a user is willing to provide under their profile. All this personal data, including biometric data, constitutes valuable information for criminal intelligence and criminal investigation.\(^4\) Criminal intelligence is a form of surveillance carried out by law enforcement authorities to gather information about crime or criminal activities before their occurrence or to establish their occurrence.\(^5\) It differs from criminal investigation, which corresponds to a procedural stage in relation to concrete criminal activities.\(^6\) These two activities are covered in this paper.

From a data protection perspective, the obvious questions that arise from this scenario are which legal framework applies to the case of law enforcement access to personal data held by private parties, and whether that framework provides sufficient safeguards to data subjects. The adoption of a new data protection framework at EU level constitutes an excellent opportunity to assess the rules applicable to the scenario at that level. Adopted in April 2016, the new data protection framework is composed of a General Data Protection Regulation (Regulation 2016/679 or GDPR)\(^6\) - replacing the Data Protection Directive -\(^10\) and of a Directive on the protection of personal data processed for law enforcement purposes (Directive 2016/680 or the ‘police’ Directive).\(^11\) The ‘police’ Directive replaces the Council Framework Decision 2008/977/JHA adopted under the previous pillar structure.\(^12\) Directive 2016/680 defines the rules applicable to the processing of personal data for law enforcement purposes and more specifically for the purposes of “prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties.”\(^13\) The phrase ‘law enforcement purposes’ should therefore be understood, in the context of this article, as referring to the purposes regulated in Directive 2016/680. The Directive does not explicitly define the different purposes but relies on national laws. Criminal investigation purposes as well as criminal intelligence purposes can therefore fall within the scope of Directive 2016/680.

Against this background, the next section, Section 2, addresses the applicability of both the GDPR and the ‘police’ Directive to the scenario described in this article: provisions contained in the GDPR govern the initial processing of personal data by private parties, whereas rules set out in the ‘police’ Directive cover the further processing of the data by law enforcement authorities. After having established that the further processing of personal data falls within the scope of Directive 2016/680, Section 3 analyses the rules of that Directive to determine whether they lay down sufficient safeguards to protect individuals whose personal data is accessed by law enforcement authorities. The rules are assessed against the standards established by the European Court of Justice (ECJ) in two related judgments on the retention of personal data. Digital Rights Ireland\(^14\) and Tele2 Sverige\(^15\) are particularly

---


5 It should be noted that the collection, storage, retention and subsequent use of facial images by Facebook have been challenged in Illinois for the lack of informed consent from the individuals concerned, see recent developments http://www.breitbart.com/technology/2017/01/03/class-action-lawsuit-filed-facebook-holding-biometric-data-potentially-violating-illinois-law/.


7 Council Framework Decision 2006/960/JHA of 18 December 2006 on simplifying the exchange of information and intelligence between law enforcement authorities of the Member States of the European Union, OJ 2006, L 386/89; See Article 2 (c) that reads as follows: “crime and criminal activities with a view to establish whether concrete criminal acts have been committed or may be committed in the future.”

8 Council Framework Decision 2006/960/JHA, see Article 2 (b) that reads as follows: “a procedural stage within which measures are taken by competent law enforcement authorities or judicial authorities, with a view to establishing and identifying facts, suspects and circumstances regarding one or several identified concrete criminal acts.”


12 Before the entry into force of the Lisbon Treaty, the EU policy areas were divided into three pillars. The first pillar was composed of the economic communities, whereas the third one regrouped police and judicial matters in criminal matters, see e.g. Catherine Barnard & Steve Peers, European Union Law (Oxford University Press, 2014).


14 Joined cases C-293/12 and C-594/12, Digital Rights Ireland and Seitlinger and others [2014], ECLI:EU:C:2014:238.
relevant to the scenario of law enforcement access to personal data held by private parties as they both relate to the retention of data for later access and use by law enforcement and national security authorities. Section 3 discusses the two cases and extracts the relevant findings in an attempt to apply them to the provisions of Directive 2016/680. Finally, Section 4 addresses the issue of the change of initial purpose and critically assesses the principle of purpose limitation as a safeguard against abuses or misuses.

2. Applicable legal instrument: the GDPR or the ‘police’ directive?

This section considers which legal instrument is applicable to the scenario of law enforcement access to personal data initially collected by private parties for a non-law enforcement purpose. It provides some background on the negotiations of the ‘police’ Directive and explains how the diverging positions of the EU institutions on the issue of law enforcement access have resulted in the adoption of complicated recitals on the topic. It concludes that both the GDPR and the ‘police’ Directive apply to the scenario.

2.1. Positions of the EU institutions: between hesitation and divergence

The GDPR and the ‘police’ Directive build a bridge between them on the issues of the further processing of personal data for a purpose falling under the scope of each other’s instrument. Recital 11 of Directive 2016/680 evokes the scenario of personal data collected for a law enforcement purpose and further processed for a non-law enforcement purpose. In that case, the further processing is covered by the GDPR. Recital 19 of the GDPR describes the other-way around scenario and provides for the applicability of Directive 2016/680 to the further processing by law enforcement authorities of personal data initially collected for a non-law enforcement purpose. However, both scenarios are worded in a complicated manner. It could be that the wording results from the divergent approaches defended by the EU institutions during the negotiations of the new data protection framework, and in particular of the draft ‘police’ Directive.

In January 2012, the European Commission published a proposal for a ‘police’ Directive that did not contain any reference to the scenario of law enforcement access to personal data collected by third parties. Yet, a few months before, Statewatch, a civil liberties organisation, leaked a draft version of the proposal which included an article containing procedural safeguards specific to the access by law enforcement authorities to personal data initially collected for purposes other than law enforcement. Those very detailed safeguards comprised: (a) the persons entitled to have access to the personal data under the condition that the data met a “reasonable ground standard”; (b) a written request referring to the legal basis on which the request was made; and (c) the adoption of “appropriate safeguards” defined by the Member States, which could include, among others, a prior judicial review of the request.

This draft never saw the light of day and the official proposal for the ‘police’ Directive did not contain any specific provisions on that issue.

During the negotiations on the proposal for the ‘police’ Directive, the European Parliament brought the issue back on the table and proposed a new article on “law enforcement access to personal data collected for a different purpose.” In that amendment, the usage of the personal data initially collected for a different purpose could only be limited to “investigation” or “prosecution of criminal offences”. However, the other institutions did not endorse the amendment. With the exception of one delegation, the Council did not support the amendment and adopted a political agreement on the proposal without such a provision. As for the European Commission, it stated that it was not able to fully endorse the amendment. It argued that there was a risk of confusion –without specifying on which topic-and of non-compliance with international agreements, such as the Passenger Name

---

16 Recital 11 of Directive 2016/680 refers to “other bodies or entities entrusted by Member State law to exercise public authorities and public powers for the purpose of this Directive [i.e. Directive 2016/680]” and explains that “where such a body or entity processes personal data for purposes other than for the purposes of this Directive [i.e. Directive 2016/680], Regulation (EU) 2016/679 applies.”; whereas Recital 19 of Regulation 2016/679 specifies that “personal data processed by public authorities under this Regulation should, when used for those purposes [which are purposes of prevention, investigation, detection or prosecution of criminal penalties], be governed by a more specific Union legal act, namely Directive (EU) 2016/680.”

18 Article 4 (2)(c) of the leaked draft version of a proposal for a “Police and Criminal Justice Data Protection Directive.”
20 Ibid.
21 See Council, Proposal for a Directive of the European Parliament and of the Council on the protection of individuals with regards to the processing of personal data by competent authorities for the purposes of prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and the free movement of such data, FN 130, Austrian delegation, LIMITE doc. no 7740/15, 14 April 2015.
Record and the Terrorist Tracking Programme.22 Those arguments are very surprising and not very convincing: the Commission justified its position by referring to controversial agreements providing foreign law enforcement authorities (mainly US ones) access to EU citizens’ personal data.

In fine, the adopted provisions contained in the GDPR and the ‘police’ Directive seem to reflect the divergence of the EU institutions on this issue.

### 2.2. Two sets of rules governed by two different instruments

The scenario of law enforcement access to personal data generated by private parties for a non-law enforcement purpose can be split into the ‘initial purpose of collection,’ subject to the GDPR, and the ‘purpose of further processing,’ governed by Directive 2016/680.

In the scenario under review, the initial purpose of data collection mostly relates to customer data collected by private parties. Provided it complies with the conditions set out in Article 2(1) GDPR, the initial purpose of collection is subject to the rules contained in the GDPR.23 The collection of personal data is also an example of processing activities explicitly covered by the GDPR.24

The further processing of personal data held by private parties falls within the scope of Directive 2016/680 if the data is further processed for a law enforcement purpose. As already explained, on this issue, Recital 19 GDPR builds a bridge between the GDPR and Directive 2016/680. One could still regret that the applicability of the ‘police’ Directive is only mentioned in a non-binding provision. Law enforcement access to and use of personal data should therefore fall in the category of data processing operations, as set out in Article 3(2) of Directive 2016/680.

A discussion can ensue on the exact meaning of the term ‘access’. Access is not included in the list of processing operations given as examples in Article 3(2) of Directive 2016/680.25 The term is also ambiguous: it can refer to different processing operations (‘consultation’ or ‘disclosure’) involving different actors (private parties providing the access to the data or law enforcement getting access to them) and be thus subject to different rules. If disclosure of personal data by private parties to law enforcement authorities seems to fall within the remit of the GDPR, ‘consultation’ of that data by law enforcement authorities could be subject to diverging interpretations. One could argue that ‘consultation’ by law enforcement authorities is nothing more than ‘making available’ the personal data to law enforcement authorities and thus disclosure. But at the same time, ‘consultation’ could also be considered a processing subject to the ‘police’ Directive if personal data is, for instance, consulted by law enforcement authorities in the context of a criminal investigation. Approaching the term from its terminological and operational meaning might be too simplistic to determine which legal instrument applies.

Trying to understand the meaning of ‘access’ is not a rhetorical issue since it has been mentioned in the case law of the ECJ on data retention. However, one cannot but notice that the case law does not bring much clarity on the status and meaning of ‘access’. In case C-301/06 relating to the validity of the legal basis on which the Data Retention Directive had been adopted,26 the Court found that the Data Retention Directive regulated the retention of personal data but not its access or use by law enforcement authorities.27 By contrast, in Digital Rights Ireland and more clearly in Tele2 Sverige – both described at length in the next section – the Court viewed the operation of law enforcement access to the retained data as an accessory to the retention of personal data and extended the application of EU law to the operation of access.28 The Court justified it through the link existing between the purpose of retention of the data and its use.29 As noted by Woods, the Court refused to make a distinction between retention and access to the retained data and therefore to exclude access from the scope of EU law.30 It should be observed that Digital Rights Ireland and Tele2 Sverige were decided before the adoption of the new data protection framework. Under the new rules, access by law enforcement authorities for a law enforcement purpose should fall within the scope of Directive 2016/680 and be distinct from retention of data processed for a non-law enforcement purpose. In any case, in this paper, what matters is the purpose for which...
privately held personal data is further accessed and not whether access means ‘consultation’ by law enforcement authorities or ‘disclosure’ by private parties.

As described in this section, the GDPR applies to the initial purpose of collection, whereas the ‘police’ Directive applies to the further processing of the same data by law enforcement authorities. Although both texts acknowledge the scenario and determine the instrument applicable thereto, they do not contain specific rules applicable to the law enforcement access to personal data collected for a different purpose. Yet Opinion 03/2015 of the Article 29 Data Protection Working Party (A29WP)\(^ {31}\) on the proposal for a ‘police’ Directive recommended: “any processing for a purpose different than the specific one for which the data was originally processed should always have its own legal basis including clear and specific safeguards.”\(^ {32}\) If it is established that the further processing for a law enforcement purpose of personal data held by private parties has a legal basis,\(^ {33}\) one can still wonder if Directive 2016/680 contains clear and specific safeguards to ensure the protection of individuals whose personal data is accessed. This issue is addressed in the next section.

### 3. Existence of ‘substantive and procedural’ safeguards in directive 2016/680?

Besides facilitating the free movement of personal data in the area of law enforcement, Directive 2016/680 aims at ensuring the same level of protection of individuals’ rights through the EU.\(^ {34}\) According to Recital 26 of Directive 2016/680, safeguards are an element of fair processing that should ensure that individuals are able to exercise their rights in a law enforcement context. This section will assess whether the provisions of Directive 2016/680 provide sufficient safeguards for the protection of individuals whose personal data initially collected by private parties is accessed by law enforcement authorities. To make this assessment, the paper builds on the ‘standards’ established by the European Court of Justice in its jurisprudence on data retention, i.e. in Digital Rights Ireland\(^ {35}\) and Tele2 Sverige\(^ {36}\). The first case relates to the EU data retention framework, i.e. the Data Retention Directive (or Directive 2006/24), the second one to national data retention frameworks (the Swedish and UK frameworks) as described below.

#### 3.1. Preliminary remarks on the use of Digital Rights Ireland and Tele2 Sverige as benchmark

The two judgments are relevant to the scenario of law enforcement access even if they relate to slightly different situations. Indeed, in Digital Rights Ireland and Tele2 Sverige, the laws at stake cover traffic data collected by telecoms operators for their own usage and retained to be accessed (and further used) by law enforcement authorities. The laws impose an obligation to retain the data. By contrast, in the scenario under consideration, personal data is collected by private parties for their own use (or at least for a non-law enforcement purpose) and is then accessed by law enforcement authorities. Private parties are under no obligation to retain personal data for law enforcement access, they simply make the data available upon request. This is an important precision since the scenario under review does not relate to mass collection or mass retention of personal data. To illustrate it, one could think of the situation where an employer collects his employees’ fingerprints to give them access to secured buildings.\(^ {37}\) A criminal offence is then committed on the work premises. The police authorities request access to the biometric data files held by the employer to compare them with the biometric data found on site. In that specific scenario, what matters are the rules applicable to law enforcement authorities to get access to that data. However, despite the differences between the scenarios, the ECJ’s rulings in Digital Rights Ireland and Tele 2 Sverige also cover the issue of law enforcement access to the retained data in addition to the issue of data retention itself. It is precisely the way the ECJ approaches the issue of access that is relevant in the context of this paper.

There is also enough evidence to believe that the findings of Digital Rights Ireland and Tele2 Sverige apply to legislative measures beyond metadata retention.\(^ {38}\) The European Parliament and the European Commission have both addressed the issue of the impact of the Digital Rights Ireland judgment on other EU legislation. Prior to the adoption of the ‘police’ Directive, the legal service of the European Parliament delivered an opinion on the consequences of Digital Rights Ireland.\(^ {39}\) Since at that time, national legislations on the processing of personal data for law enforcement authorities fell outside the scope
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\(^{31}\) A29WP is an independent advisory body to the European Commission on data protection matters, see http://ec.europa.eu/newsroom/just/item-detail.cfm?item_id=50083.

\(^{32}\) A29WP, ‘Opinion 03/2015 on the draft directive on the protection of individuals with regard to the processing of personal data by competent authorities for the purposes of prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and the free movement of such data’, 1 December 2015, 3211/15/EN, WP233.

\(^{33}\) Recital 19 GDPR.

\(^{34}\) Recitals 7 and 15 of Directive 2016/680.

\(^{35}\) Digital Rights Ireland.

\(^{36}\) Tele2 Sverige.

\(^{37}\) e.g. guidelines by the Irish Data Protection Commission on ‘biometrics in the workplace’, https://www.dataprotection.ie/docs/Biometrics-in-the-workplace/m/244.htm; position of the French data protection authority (CNIL) on the use of biometric systems to control access to working places, https://www.cnil.fr/fr/le-controle-dacces-biometrique-sur-les-lieux-de-travail.

\(^{38}\) See also Franziska Boehm and Mark Cole, ‘Data Retention after the Judgement of the Court of Justice of the European Union’, 2014 in which the authors assess the impact of the DRI judgment on other Data Retention Measures, available at https://www.janalbrecht.eu/fileadmin/material/Dokumente/Boehm_Cole_-_Data_Retention_Study_-_June_2014.pdf.

of EU law, it considered that the rules on law enforcement access to and use of personal data collected for a different purpose were not necessarily impacted by the judgment. However, it also acknowledged that its position would be different if and when the proposal for a ‘police’ Directive would be adopted. A few months later, the European Parliament asked the European Commission to assess the possible impact of Digital Rights Ireland on the proposed Passenger Name Record (PNR) Directive. In its answer to the European Parliament, the Commission opined that the judgment set up a framework to assess EU legislation on “the general collection and processing for law enforcement purposes of personal data of individuals.” The Commission acknowledged in particular that the findings of the Digital Right Ireland case should be taken into account in the assessment of the proposal for a PNR Directive.

As for Tele2 Sverige, the judgment assesses the impact and application of the Digital Rights Ireland judgment to national data retention regimes. Because of the scope of Directive 2016/680, it can be strongly asserted that its findings apply to national legislation relating to the collection of personal data by third parties and to its further processing by law enforcement authorities.

3.2 The benchmark set by Digital Rights Ireland and Tele2 Sverige

The Data Retention Directive was ‘struck down’ by the ECJ in Digital Rights Ireland; whereas national data retention measures still in place (Sweden) or adopted after the invalidation of the Directive (UK) were declared incompatible with EU law in Tele 2 Sverige. These two cases have a strong connection. Following the invalidation of the Data Retention Directive, national measures on data retention still had to be compliant with EU law, and in particular, with the e-privacy Directive (or Directive 2002/28/EC) adopted before the Data Retention Directive. Article 15(1) of that Directive expressly allows Member States to adopt data retention measures under specific conditions.

It is against that proposal that the ECJ had to determine the compliance of the Swedish and UK measures in Tele2 Sverige.

In Digital Rights Ireland, two national jurisdictions, the High Court of Ireland and the Verfassungsgerichtshof (Austrian Constitutional Court), brought a request for preliminary rulings before the ECJ on the validity of the Data Retention Directive. The national courts contested the compatibility of the Directive with Articles 7, 8 and 11 of the Charter of Fundamental Rights. In Tele2 Sverige, a Swedish administrative Court and a UK Court of Appeal referred preliminary questions to the ECJ on the compatibility of respectively the Swedish laws on data retention and the UK DRIPA with the e-privacy Directive as well as with Articles 7 and 8 of the Charter of Fundamental Rights.

3.2.1 Elements of the benchmark

In both cases, the Court did not find one but several interferences. First, the obligation to retain data and give law enforcement authorities access to it constitute two distinct interferences with the right to privacy. Then, without much explanation, the ECJ ruled in Digital Rights Ireland that the Data Retention Directive also constituted an interference with the right to data protection on the grounds of EU law.

40 The only data protection framework applicable in the context of law enforcement was the Council Framework Decision 2008/977/JHA that only covered cross-border processing for law enforcement purposes, see Recital 7 and Article 1 of Council Framework Decision 2008/977/JHA.
41 Opinion of the European Parliament (2014), footnote 62 reads as follows: “it [i.e. the draft Directive] will bring important changes to the Union’s data protection law in the area of criminal law, in comparison to act currently in force, i.e. Council Framework Decision 2008/977/JHA.”
44 Ibid.
45 Covering both domestic and cross-border data processing.
the ground that “it provides for the processing of personal data.” The Court clearly missed the opportunity to explain the nature and characteristics of metadata and the reasons why metadata should be considered personal data. In Tele2 Sverige, the Court put more emphasis on the distinction between the interference based on the retention of data and the interference based on access to that retained data by law enforcement authorities.

3.2.1.2. Justifications. After having established the existence of interferences, the Court assessed whether they were justified in application of Article 52(1) of the Charter. Article 52(1) sets the conditions under which fundamental rights, such as the rights to privacy and data protection, can be limited. First, limitations must be “provided by law”. Second, they must “respect the essence of those rights.” Third, they must comply with the principle of proportionality, meaning they must “[be] necessary and genuinely meet objectives of general interest recognized by the Union or the need to protect the rights and freedoms of others.” The assessment of the Court in the two cases is different: in Digital Rights Ireland, the Court analysed in details the different conditions under which derogations to the fundamental rights are permitted, whereas in Tele2 Sverige, the Court mainly focused on the proportionality of the national laws derogating to the principle of confidentiality. Yet it is precisely on the last condition of Article 52(1) of the Charter, i.e. the test of proportionality that both the Data Retention Directive and the national measures failed. The Court found that the Data Retention Directive and the national measures under review were not proportionate since they went beyond to what was strictly necessary.

In Digital Rights Ireland, the Court held that the Directive did not “lay down clear and precise rules governing the scope and application of the measure and imposing minimum safeguards” for the persons affected by the measures of data retention. More specifically, concerning the law enforcement access to retained data, the Data Retention Directive did not provide any limits. The Court found that the Directive failed to define an ‘objective criterion’ to limit law enforcement access and also failed to provide “substantive and procedural conditions” on access and further use of the retained data by law enforcement authorities. In particular, the Court found that the Directive did not identify who could have access to the retained data and did not set a procedural rule imposing a prior independent review of the request for access.

In Tele2 Sverige, the ECJ confirmed the conditions identified in Digital Rights Ireland. Concerning the objective of the national instruments, the Court held that national laws must determine the conditions of access to ensure that access is limited to what is strictly necessary but at the same time, national legislation must adopt “substantive and procedural conditions governing the access” to the retained data by law enforcement authorities. On that matter, the Court reiterated the conditions set out in Digital Rights Ireland in relation to the Data Retention Directive. Those include the (number of) persons entitled to get access to the retained data as well as a judicial or administrative prior review of the request for access.

In Tele2 Sverige, building on the case law of the European Court of Human Rights, the ECJ specified that “access can, as a general rule, be granted, in relation to the objective of fighting crime, only to the data of individuals suspected of planning or having committed a serious crime or of being implicated in one way or another in such a crime.” Thus, a link with a serious criminal activity is necessary. The Court added an extra safeguard to allow individuals to exercise their right of remedy: the Court imposed a duty of notification on law enforcement authorities that have accessed the retained data. They have the obligation to inform individuals, according to their national laws, that their data has been accessed, as soon as this notification can no longer prejudice the investigations. The Court thus considered that this obligation of information has to be implemented in national procedural laws.

In conclusion, on the issue of access to retained data, the Court set out ‘procedural and substantive conditions’ to frame that access. Laid down in Digital Rights Ireland and confirmed in Tele2 Sverige, EU or national measures relating to the collection of personal data and its further processing for law enforcement purposes should contain: an objective criterion to define how and when law enforcement authorities should be granted access to the data; a procedural rule on an independent prior review of the request for access, and the obligation to notify individuals whose personal data has been accessed. The next sub-section applies the findings of Digital Rights Ireland and Tele2 Sverige to determine whether Directive 2016/680 contains the conditions necessary to govern law enforcement access to personal data collected by private parties for a non-law enforcement purpose.

3.3. Application of the rulings to directive 2016/680

Preliminarily, it should be observed that Digital Rights Ireland was decided while Directive 2016/680 was being negotiated.
Therefore and for the reasons explained in the previous subsection, its findings should have been taken into account and ‘implemented’ in Directive 2016/680. One should expect to find in the Directive the conditions identified in Digital Rights Ireland, i.e. the number of persons allowed to access the personal data as well as a procedure of prior review of the request for law enforcement access. By contrast, Tele2 Sverige was decided after the adoption of Directive 2016/680. It is therefore logical that its findings, and in particular, the obligation of notification, might not be found in Directive 2016/680.

This section suggests a reading of the safeguards established in Digital Rights Ireland and Tele2 Sverige in the broader context of law enforcement access to personal data held by private parties. If the safeguards have not been established for that specific scenario, they can still apply since the findings of the judgments reach beyond data retention measures.64

3.3.1. Objective criteria to determine law enforcement access

First, the objective of Directive 2016/680 is to lay down data protection rules when personal data is processed by law enforcement authorities for “the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, including the safeguarding against the prevention and the threats of public security.”65 This objective is a general objective of fighting crime. As such, it constitutes an objective of general interest.66 However, the objective of fighting crime is not enough to grant access to law enforcement authorities. In Digital Rights Ireland and Tele2 Sverige, the Court considered that the objective should at least be an objective of fighting serious crime.67 Access to retained data needs to be justified by the nature of the crime. However, in the scenario under review, personal data is not retained for future access by law enforcement authorities; it is only made available if requested. As such, in a criminal investigation context, it seems difficult to argue that law enforcement authorities should only get access to personal data relating to serious crime. However, in the context of criminal intelligence where indices that a criminal activity has occurred or will occur are not established yet, it would make sense to limit the access to personal data that is linked to serious crime, to prevent the mass surveillance of individuals. Thus concerning the objective criterion of the conditions of access, a distinction between criminal investigation and criminal intelligence is necessary in relation to the nature of the criminal activity at stake. Yet Directive 2016/680 does not establish such a distinction.

Moreover, what is missing from Directive 2016/680 is the identification of individuals authorised to have access to the personal data collected for a different purpose (staff of law enforcement authorities) and the categories of personal data that should be accessible (personal data from suspects, criminals, witnesses, etc). On this issue, the leaked version of the draft ‘police’ Directive of 2011 contained a specific provision. Article 4(2)(a) proposed restraining the access to cases where “reasonable grounds give reason to consider that the processing of the personal data will substantially contribute to the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties.”68

3.3.2. Oversight mechanism: prior review of the request for access?

In Digital Rights Ireland, the ECJ ruled that law enforcement access to retained data should be subject to a prior review, either by a Court or by an independent administrative body. The procedure should be part of national criminal procedural law.69 The ECJ leaves some leeway to Member States in the implementation of the review mechanism. The question is whether Directive 2016/680 contains a procedural safeguard that ensures prior review of the request for access to personal data.

Article 28 of Directive 2016/680 provides for an oversight mechanism. It requires the ‘prior consultation’ of the national data protection authority (DPA) in two cases:70 when a data protection impact assessment has been performed and no risk-mitigating measure has been adopted (Article 28(1)(a)) or when a specific processing “involves a high risk to the rights and freedoms of individuals” (Article 28(1)(b)).71 It could be argued, with a far-stretched interpretation of Article 28(1)(b), that law enforcement access to personal data collected by private parties for a non-law enforcement purpose falls within the category of “high-risk processing”. However, not all access to personal data for a law enforcement purpose would qualify as ‘high risk processing’. If the notion is undefined,72 Recital 52 of Directive 2016/680 provides some guidance to assess the level of risk of a processing. The purpose of the processing is one of the factors, besides the nature, scope and context of the processing. Determining whether a subsequent processing of personal data for a law enforcement purpose constitutes a ‘high risk’ processing requires a case-by-case analysis. Therefore, it could be that the further processing of personal data would constitute a ‘high risk’ processing in a context of criminal intelligence because of the risk of mass surveillance; whereas the same processing performed in a criminal investigation context would not.

In the end, it is still questionable whether the procedure of ‘prior consultation’ of a national DPA set out in Article 28

64 See sub-section 3.1 of this article.
66 Digital Ireland Rights, para. 41 et seqs.
67 Digital Ireland Rights, para 42–43; Tele2 Sverige, para. 102.
68 Article 4(2)(a) of the leaked draft version of the proposal for a ‘police Directive’.
69 Digital Rights Ireland, para. 62, as complemented by Tele2 Sverige, para. 120. The prior review is initiated “following a reasoned request of those authorities submitted within the procedures for the prevention, detection or prosecution of crime.”
70 Besides the two cases requiring prior consultation of the DPA, Member States have the possibility to establish a list of processing operations that are subject to prior consultation. One could imagine that the case of law enforcement access to personal data generated by third parties could be included in such a list; however this option is left to the discretion of Member States, see Article 28(3).
72 Recital 52 of Directive 2016/680 only specifies that high risk is “a particular risk of prejudice to the rights and freedoms of data subjects.”; by comparison in the context of the GDPR, Article 35(2) of the Regulation provides some guidance on what ‘high risk processing’ might include: systematic profiling, large-scale processing of sensitive data or systematic and large-scale monitoring of publicly accessible areas.
of Directive 2016/680 amounts to the procedure of ‘prior review’ by an independent authority, as required by the ECJ case law. If DPAs are independent authorities, it cannot be claimed that a ‘prior consultation’ is equivalent to a ‘prior review’. Directive 2016/680 indeed lacks clarity on the exact power given to data protection authorities through the prior consultation. Article 47(3) of Directive 2016/680, on the powers of national supervisory authorities, refers to their ‘advisory power’ in respect of the procedure of prior consultation. Likewise, if it is justified to require a prior judicial or administrative review of a request for access to personal data collected for a different purpose, it might be disproportionate to require the review of each request by a national DPA.

In conclusion, Article 28 of Directive 2016/680 does not seem to be a sufficient procedural safeguard. First, it is not guaranteed that all data protection authorities across the EU would have the same reading of Article 28 of Directive 2016/680. Then, the provision only requires an advice (prior consultation) and not a decision (prior review) before the further processing for a law enforcement purpose can be executed. Finally, the prior consultation of DPAs is limited to ‘high risk processing’.

3.3.3. The right to information as a duty of notification?
The right to be informed about the collection of one’s own personal data is a very important right since it triggers the application of the other data subjects’ rights: the right to access the personal data collected; to rectify it if it is inaccurate; to have it erased under specific conditions, as well as to be informed of the right to legal remedies. In a law enforcement context, it is logical that those rights are not as broad as in a non-law enforcement context. For instance, the necessity of a criminal investigation may validly justify restrictions to those rights. However, following Tele2 Sverige, individuals whose personal data has been accessed by law enforcement authorities should be notified as soon as possible and in any event as soon as the notification no longer prejudices the ongoing investigations.

Article 13 of Directive 2016/680 sets out the right to information, which is defined as “information to be made available or to be given to the data subject.” This provision lists all the pieces of information to be “made available or given” to an individual. However, it does not specify that the information be actively provided to the data subject. The wording of Article 13 seems to indicate that the right to information is a right of confirmation that collection of personal data has been carried out. The right to information, as set out in Article 13 of Directive 2016/680, constitutes an improvement in comparison with Article 16 of the Council Framework Decision 2008/977/JHA. This latter only provides for a right ‘to be informed’ in accordance with ‘national law.’ Yet, Article 13 of Directive 2016/680 does not establish a duty of notification. Nowhere is it mentioned in the Directive that data subjects should receive communication about the collection of their data as soon as the purpose for which their data has been collected is not at stake anymore.

By comparison principle 2.2 of the Council of Europe’s Recommendation on the use of personal data in the police sector (Recommendation R(87) 15) provides that the individual should be “informed that information is held about him as soon as the object of the police activities is no longer likely to be prejudiced.”

The absence of notification is even more problematic in a case where personal data has been collected by private parties under the GDPR regime and is accessed for further use by law enforcement authorities. The individuals concerned are not able to exercise their rights properly if they are not informed, at some point, that their data has been accessed. In Tele2 Sverige, the ECJ required that law enforcement authorities “notify the persons affected, under the applicable national procedures.” However, one could dispute the legal basis on which the ECJ imposes a duty of notification on law enforcement authorities for the further processing of the retained data. The Court based its reasoning on Article 15(2) of the e-privacy Directive ‘read together’ with Article 22 of the Data Protection Directive. Yet the Data Protection Directive does not apply to the processing of data for law enforcement purposes. Those processing operations are excluded from the scope of EU law except when they are exchanged between Member States. Cross-border data processing for law enforcement purposes falls within the scope of Council Framework Decision 2008/977/JHA.

However, thanks to a clever artifice, the ECJ held that both the retention of data by telecoms operators and its access by law enforcement authorities fell within the scope of the e-privacy Directive. To reinforce its position, the Court added that the only reason that the data was retained was to provide law enforcement authorities access to it. As mentioned in Section 2, the reasoning of the ECJ on this specific issue is disputable. With the adoption of the new data protection framework, the scenario of access by law enforcement authorities to retained personal data should be considered as a processing for a law enforcement purpose and fall within the scope of Directive 2016/680. However, beyond the possible discussion on the scope of the e-privacy Directive and the inclusion of law enforcement access, one should focus on the interpretation of the right to information given by the ECJ. In a scenario of law enforcement access to personal data generated in a different context, the right to information ought to be interpreted as a duty of notification. Yet as drafted, article 13 of Directive 2016/680 does not lay down such an obligation.

After the analysis of the ECJ case law on data retention and its possible impact on the safeguards contained in the ‘police’ Directive, the article will assess whether the principle of purpose
limitation, as defined in Directive 2016/680, plays its role of safeguard in the context of law enforcement access.

4. Safeguards against abuses: the principle of purpose limitation

In the scenario at stake as well as in the scenario of data retention of personal data, the main issue from a data protection perspective is the change of initial purpose: personal data collected for a specific purpose is then reprocessed for a different purpose. As stated by the A29WP in its opinion on purpose limitation (Opinion 03/2013), the principle of purpose limitation is “a cornerstone of data protection.” It constitutes a safeguard against the misuse or abuse of personal data and guides the lawful use of personal data collected for a different purpose.

In a situation where law enforcement authorities get access to personal data generated by private parties, the purpose of the further processing of personal data (law enforcement purpose) has no link with the initial purpose of data collection (commercial or operational purpose). As such, the purpose of the further processing should be deemed incompatible with the initial purpose of processing. Yet, Article 4(2) of Directive 2016/680 allows the repurposing of personal data collected by other parties for a different purpose under the conditions of legality and proportionality. The question that arises is whether this provision offers sufficient guarantees to protect individuals whose personal data is collected under the regime of the GDPR and subsequently used under the regime of the ‘police’ Directive.

4.1. Notion of purpose limitation

Described in identical terms in the GDPR and the ‘police’ Directive, the principle of purpose limitation entails that personal data is “collected for specified, explicit, and legitimate purposes and not processed in a manner that is incompatible with those purposes.” This wording originates from Article 6(1)(b) of the Data Protection Directive. As analysed by the A29WP, the principle of purpose limitation is composed of a principle of purpose specification (‘specified, explicit and legitimate purposes’) and a principle of compatible use (‘not processed in a manner incompatible’). Since the focus of this paper is on the further processing of personal data and not on its initial processing, it is assumed that the purpose of initial processing satisfies the criteria of purpose specification. For the same reason, the terms ‘purpose limitation’ and ‘principle of compatible use’ are used interchangeably in this section.

4.2. Application of the principle: test of compatibility versus derogation

The interpretation given to the principle of purpose limitation is different in a non-law enforcement context from that in a law enforcement context. When the GDPR applies, the compatibility of a further processing with the initial processing is assessed in application of a test of compatibility based on five factors as described in Article 6(4) GDPR. Those include the link between the initial processing and the further processing; the context of data collection; the nature of personal data (such as sensitive data); the impact of the further processing on data subjects, and the existence of appropriate safeguards to compensate for the change of purpose(s). The factor of “context of processing” should in particular be understood as “reasonable expectations of data subjects based on their relationship with the controller as to their further use.” These factors apply if the further processing is not based on the data subject’s consent for the further processing or on national or EU law allowing the further processing.

By contrast, in a law enforcement context, the compatibility of a further processing is not assessed in application of a test of compatibility. Instead, Article 4(2) of Directive 2016/680 provides for a derogation from the principle of purpose limitation: the further processing of personal data for a purpose different than the initial purpose of collection is allowed if it complies with the principles of legality (i.e. based on “Union or Member State law”) and proportionality (“processing necessary and proportionate to that other purpose”).

Article 4(2) of Directive 2016/680 raises at least two issues: the first one relates to the initial processing of personal data and the second one to the compatibility of the further processing of personal data for a law enforcement purpose with the initial purpose of its collection in a non-law enforcement context.

First, from the wording of Article 4(2) of Directive 2016/680, it is not clear which type of ‘initial purpose’ is referred to.

85 Article 6(4) GDPR reads as follows: “Where the processing for a purpose other than that for which the personal data have been collected is not based on the data subject’s consent or on a Union or Member State law which constitutes a necessary and proportionate measure in a democratic society to safeguard the objectives referred to in Article 23(1), the controller shall, in order to ascertain whether processing for another purpose is compatible with the purpose for which the personal data are initially collected, take into account, inter alia: (a) any link between the purposes for which the personal data have been collected and the purposes of the intended further processing; (b) the context in which the personal data have been collected, in particular regarding the relationship between data subjects and the controller; (c) the nature of the personal data, in particular whether special categories of personal data are processed, pursuant to Article 9, or whether personal data related to criminal convictions and offences are processed, pursuant to Article 10; (d) the possible consequences of the intended further processing for data subjects; (e) the existence of appropriate safeguards, which may include encryption or pseudonymisation.”
86 Recital 50 GDPR.
87 Article 6(4) GDPR.
88 Article 4(2) of Directive 2016/680 reads as follows: “Processing by the same or another controller for any of the purposes set out in Article 1(1) other than for which the personal data are collected shall be permitted in so far as: (a) the controller is authorised to process such personal data for such a purpose in accordance with Union or Member State law; and (b) processing is necessary and proportionate to that other purpose in accordance with Union or Member State law.” Article 4(2) GDPR needs to be read together with Recital 29 of Directive 2016/680.
The first sentence of Article 4(2) provides that “the processing by the same or another controller for any of the purposes set out in Article 1(1) other than that for which the personal data are collected shall be permitted...” Should the phrase “other than that for which” be understood as referring to any purpose other than those of Directive 2016/680, i.e. any non-law enforcement purpose? Alternatively, should it be understood as referring to any initial purpose covered by Directive 2016/680 but different from the purpose of further use? In that case, the initial and further purposes are of the same nature, i.e. they fall within the broad category of law enforcement, but they are different. For instance, one could think of personal data collected in the context of a specific criminal investigation and further used in a non-related investigation. In the end, the wording of Article 4(2) of Directive 2016/680 remains ambiguous and allows for a broad interpretation that encompasses any initial purpose of processing within or outside the scope of Directive 2016/680.

Next, in application of Article 4(2) of Directive 2016/680, the further processing is authorised provided it is based on a national or EU law and it is necessary and proportionate to the purpose of law enforcement. Yet, that article establishes no link between the purpose of the initial processing and the purpose of the further processing. Does it mean that the further purpose is incompatible per se with the initial purpose of processing? It is at least not possible to draw that conclusion from the wording of Directive 2016/680. As a matter of comparison, under the GDPR, unrelated purposes of processing are not considered incompatible per se. For instance, Article 5(1)(b) of the GDPR clearly establishes that the further processing for a scientific, historical or statistical purpose is not incompatible with the initial purpose of processing, as long as it is accompanied with appropriate safeguards. However, in a law enforcement context, Directive 2016/680 does not contain a similar provision. Article 4(2) of Directive 2016/680 does not even refer to the notion of compatibility between the initial and the further purposes of processing. Instead, it authorises the subsequent processing under specific conditions. The provision seems to establish a derogation from the principle of ‘purpose limitation’ described in Article 4(1)(b) of Directive 2016/680. Yet, the approach followed in Directive 2016/680 is different from the one that the A29WP advocated in Opinion 03/2013. In that Opinion, the A29WP reviewed several mixed scenarios involving an initial collection of personal data for a non-law enforcement purpose followed by a re-use of that data for a law enforcement purpose. These specific scenarios relate to the Data Retention Directive, PNR scheme, EURODAC database and use of smart metering data for the purpose of detecting tax fraud. In the analysis of the different examples, the A29WP did not state that the further processing was prima facie incompatible with the original purpose of processing. Instead, it performed a test of compatibility, weighing the further processing for a law enforcement purpose against the initial purpose of collection using various factors. The A29WP based its whole reasoning on the initial purpose of collection. If that purpose fell within the scope of the Data Protection Directive, the further processing –whatever its nature- had to be assessed following the test of compatibility the A29WP had defined.

What is problematic in the approach of the principle of purpose limitation set out in Directive 2016/680 is the absence of test of compatibility, which is replaced instead by a derogation based on the principles of legality and proportionality. Yet, as rightly observed by the European Data Protection Supervisor in respect of the further use for a law enforcement purpose of large-scale databases initially constituted for administrative purposes: “a database regarded as proportionate when used for a specific purpose can become disproportionate when the use is expanded to other purposes afterwards.”

To acknowledge this situation, some authors have even re-defined the principle of purpose limitation as a principle of ‘purpose deviation’ that reflects the absence of links between the initial and the further purposes of processing. It is therefore the role of the ECJ to interpret the principles of necessity and proportionality in a way that will ensure the protection of data subjects. To do so, the Court ought to take into account the initial purpose of processing in its interpretation of the principle of proportionality as provided under Article 4(2) of Directive 2016/680.

5. Conclusions

The scenario of law enforcement access to personal data initially collected for a different purpose raises complex issues. If it is established that the further processing of that data for a law enforcement purpose falls within the scope of Directive 2016/680, no specific rules taking into account that scenario have been adopted. However, in light of two ECJ’s rulings, Digital Rights Ireland and Tele2 Sverige, on partially similar scenarios, the assessment of the rules contained in Directive 2016/680 reveals that the Directive lacks essential provisions to ensure the protection of individuals’ right to data protection. In particular, the Directive fails to provide objective criteria to delimit the law enforcement access to personal data generated for a different purpose and a specific procedural rule on the prior review of the request for access. As for the right to be informed, it should be interpreted, in that context, as a right to be notified, at a certain point, that data have been accessed by law enforcement authorities. The article also points out that

the absence of specific rules is also detrimental to the principle of purpose limitation, which does not link the initial purpose of processing with the purpose of further processing.

To overcome these shortcomings, several solutions could be envisaged. First, since the Directive has recently been adopted, a revision of the Directive to incorporate rules specific to the scenario is simply not a practical option.

As a solution, one could consider the opportunity provided by the ongoing revision of the e-privacy Directive to add specific rules, based on the findings of Digital Rights Ireland and Tele2 Sverige, to cover the scenario of law enforcement access to personal data generated by private parties. This option would however be limited to the further use of personal data originally processed by telecommunications providers only. Therefore, this option would be quite restrictive.

The second option would be in the hands of the European Data Protection Board, which could issue an opinion on the data protection rules applicable to the scenario, including the implications of Tele2 Sverige on the interpretation of Directive 2016/680. The main drawback of this option lies in its non-binding nature.

Ultimately, and this last option would offer more legal certainty, after the implementation of Directive 2016/680 in national legislations, national courts could send preliminary questions to the ECJ on the interpretation of the key provisions of Directive 2016/680 (and in particular on the right to be informed, the procedure of prior review by DPAs and on the derogation to the principle of purpose limitation). This option might not be fast. In addition, one might need, in the end, the resilience and activism of another Schrems to start tailor-made proceedings at national level and pave the way to the ECJ.
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