Multiple stellar populations in the globular cluster M3 (NGC 5272): a Strömgren perspective
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ABSTRACT

We present Strömgren photometry of the Galactic Globular Cluster M3 to study its multiple generations phenomenon. The use of different colour–magnitude diagrams (CMDs) and especially of the notoriously efficient $c_v$ index allowed us to detect a double red giant branch in the cluster CMD. After decontamination from foreground sources, the two sequences turned out to be equally populated. The two components also show a bimodal radial distribution well corresponding to that predicted by numerical simulations for clusters living in an intermediate dynamical evolutive state and with a population with modified chemical composition that was born more centrally concentrated than the primordial. The analysis of high-resolution spectra quantitatively demonstrates that the two detected sequences correspond to the first (Na-poor) generation and the second (Na-rich) generation, thus confirming the importance of synergy between photometry and spectroscopy.


1 INTRODUCTION

Galactic globular clusters (GCs) had been considered the best example of simple stellar population (e.g. Renzini & Buzzoni 1986). However, in the last decades strong observational evidence has been gathered to prove that this is only a first approximation. In fact, GCs host multiple populations of stars differing in terms of chemical composition (for a recent review see Gratton, Carretta & Bragaglia 2012) which also reflects in spreads and splits of the evolutionary sequences in colour–magnitude diagrams (CMDs, see e.g. Monelli et al. 2013; Pietro et al. 2015).

The multiple population phenomenon is very complex and not totally understood yet (see Salaris & Cassisi 2012; Bastian, Cabrera-Ziri & Salaris 2015; Renzini et al. 2015). The most common chemical signature of GCs is the star-to-star dispersion in light elements (C, N, O, Na, Mg, Al), showing anti-correlations and bi or multimodality (see Gratton et al. 2012). All the massive Milky Way GCs studied so far,1 show the Na–O anti-correlation (see Carretta et al. 2009a for an extensive data base, Bragaglia et al. 2015 and references therein) and some of them also show a Mg–Al anti-correlation (e.g. Carretta et al. 2009b; Mészáros et al. 2015). Up to now, a sub-sample of properly studied GCs (see Bastian et al. 2015, and references therein) show evidence of internal helium variation, with extreme cases being ω-Centauri (Bedin et al. 2004; Piotto et al. 2005; Dupree & Avrett 2013) and NGC 2808 (D’Antona et al. 2005; Piotto et al. 2007; Dalessandro et al. 2011; Pasquini et al. 2011; Milone et al. 2015a; Massari et al. 2016).

Much less common is instead an internal dispersion in iron content, often combined with a dispersion in neutron-capture elements. Apart from the extreme cases of ω Cen (Norris & Da Costa 1995; Lee et al. 1999; Johnson & Pilachowski 2010; Marino et al. 2011b) and Terzan 5 (Ferraro et al. 2009; Origlia et al. 2011, 2013; Massari et al. 2014b), with variation larger than 1 dex, several other clusters show variations of (some) 0.1 dex at most. M54 (Carretta et al. 2010b), M19 (Johnson et al. 2015b) NGC 5286 (Marino et al. 2015), and M2 (Yong et al. 2014; Milone et al. 2015a, but see also Lardo, Mucciarelli & Bastian 2016) who found the cluster to have
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1 The only exception to date is Ruprecht 106 (Villanova et al. 2013), which is massive and relatively young. Terzan 8, a GC belonging to the Sgr dSph, shows a hint of Na enhancement in a minority of stars (Carretta et al. 2014), while Terzan 7 and Pal 12, another two Sgr clusters, do not show anti-correlations, albeit on very small samples (Cohen 2004; Sbordone et al. 2004; Tautvaišienė et al. 2004).
only a very small iron-enriched population) belong to this class of object. For other clusters like M22 (Marino et al. 2011a; Mucciarelli et al. 2015b), NGC3201 (Mucciarelli et al. 2015a), and NGC1851 (Yong & Grundahl 2008; Carretta et al. 2011a) the existence of an intrinsic iron spread is still a matter of debate. Since a spread in the iron content might only be explained in terms of supernovae ejecta self-enrichment, for all these clusters a peculiar origin is usually invoked.

Photometric studies showed that the GC multiple population phenomenon (in the following, we will refer to the terms population and generation without distinction, since it is beyond the aim of this paper to favour multiple population scenarios which support multiple episode of star formation as in Decressin et al. 2007; D’Ercole et al. 2008, or which do not, see Bastian et al. 2013) can be addressed in detail using a proper combination of filters (see e.g. Han et al. 2009; Carretta et al. 2011b; Milone et al. 2012; Monelli et al. 2013). In this sense, one of the best way to study the multiple populations of GCs comes from medium-band Strömgren uvbyphotometry. In fact the u and v filters of this set cover the spectral region including the NH and CN molecular bands at 3400 Å and 4316 Å, respectively, and they are therefore sensitive to variations in the C and N abundances. The proof of the efficiency of Strömgren photometry for this kind of study comes from both observational and theoretical works such as Yong et al. (2008), Carretta et al. (2011b), Sbordone et al. (2011), and Roh et al. (2011), where the authors built suitable combination of filters to enhance the separation among multiple red giant branch (RGB) sequences.

In this paper, we focus our attention on the GC M3 (NGC 5272). M3 is a northern, metal-poor GC, with a metallicity of about [Fe/H] ≃ −1.5 dex (Harris 1996, 2010 edition), which shows evidence of variation in Na, O, Mg, and Al (Sneden et al. 2004; Cohen & Meléndez 2005; Johnson et al. 2005; Mészáros et al. 2015). Moreover, the analysis of its Horizontal Branch (HB) morphology performed in Dalessandro et al. (2013) by using Hubble Space Telescope (HST) photometry inferred an internal helium spread of ∆Y ≃ 0.02. This result has been recently qualitatively confirmed by Valcarce et al. (2016) using Strömgren photometry. Until now, no high-precision photometric studies have been dedicated to the search and analysis of multiple populations in this cluster. Only a rough evidence for an anomalous spread of its RGB colour distribution was found by Lardo et al. (2011) using Sloan photometry, while Piotto et al. (2015) simply showed the existence of a double RGB in the cluster CMD coming from the HST UV Legacy Survey of Galactic GC, postponing the analysis to future papers. For these reasons, we exploited deep images taken with Strömgren uvby filters to provide a complete study of the multiple generations of stars in M3 and complemented it with the analysis of high-resolution spectra. Strömgren photometry for M3 has been already used by Grundahl et al. (1999). However, this photometry is not publicly available and has furthermore been acquired on a small field of view (3.8 × 3.8 arcmin², with the Nordic Optical Telescope). Our study covers a much larger field of view and we will make the catalogue available through the CDS.²

The paper is organized as follows. In Section 2, we provide all the details on the photometric data set and its reduction, while in Section 3 we present the results coming from such an analysis. In Section 4, the complementary spectroscopic analysis is described and the results obtained from the comparison of the two investigations are shown in Section 5. Finally, we draw our conclusions in Section 6.

2 PHOTOMETRIC DATA AND ANALYSIS

The photometric data set analysed in this work consists of a large sample of archival images obtained with the Isaac Newton Telescope-Wide Field Camera (INT-WFC) in medium-band Strömgren filters. The INT-WFC detector consists of four chips, with a pixel scale of 0.33 arcsec pixel⁻¹. Each chip covers an area of 23.1 arcmin × 12.1 arcmin and they describe a structured field of view where intrachip gaps are about 1 arcmin wide, as shown in Fig. 1.

The retrieved archival observations belong to different data sets and cover several nights, from the 2001 March 22 to the 2006 May 9. During these nights, several dithered exposures of M3 have been taken in the u, v, b, y Strömgren filters. Table 1 summarizes the entire data set, listing the filters used, exposure times, and the total number of exposures analysed.

Figure 1. Map of the sources detected in our photometric catalogue. The centre of the cluster (Miocchi et al. 2013) is marked with a red cross. The size of chip 4, which is used throughout the analysis, is also delimited with a red box.

Table 1. Photometric data set.

<table>
<thead>
<tr>
<th>Filter</th>
<th>t_{exp} (s)</th>
<th>n_{exp}</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1</td>
</tr>
<tr>
<td>v</td>
<td>60</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>3</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>2</td>
</tr>
<tr>
<td>y</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>2</td>
</tr>
</tbody>
</table>

² http://cdsweb.u-strasbg.fr
The pre-reduction of the raw images has been performed by means of standard procedures and the use of the IRAF package, treating each chip of each exposure separately. For each chip and filter, we retrieved from the Isaac Newton Group-ING archive 25 bias and 20 flat-field frames per filter, observed during the analysed observing runs. We used these samples to compute 3σ-clipped median bias and flat-field images by means of the ZEROCOMBINE and FLATCOMBINE IRAF tasks. The final scientific images have been obtained using the CCDPROC IRAF task.

The photometric reduction has been performed by means of DAOPHOT and ALLSTAR (Stetson 1987) and refined using ALLFRAME (Stetson 1994). In the latter step, we used as input for ALLFRAME a catalogue of all the sources found in at least three b-band images, since they were those with the larger number of detections. After these steps, for each chip and filter we built a catalogue by requiring that each star fell in at least two of the reduced single exposures. Since for each filter at least two short exposures exist, this choice allowed us to always recover also the brightest stars that saturate in the long exposures. We built a multiwavelength catalogue for each chip by matching the single-filter catalogues and including all the stars with at least two measured Strömgren magnitudes. Finally, for each single-chip catalogue, we transformed stellar positions on to the 2 Micron All Sky Survey astrometric system (Skrutskie et al. 2006) by using the CATAPACK software written by P. Montegriffo4 and after calibrating their magnitudes we merged them together to build the final catalogue. The calibration on to the Strömgren system has been achieved using 10 standard stars observed during the night of the 2001 March 22.

Their calibrated magnitudes in the uvby bands have been taken from the catalogue of Paunzen (2015).

The spatial distribution of the sources that we recovered through our photometric analysis is shown in Fig. 1, where all the stars are plotted as black dots. The centre of the cluster (RA0 = 13:42:11.38, Dec0 = +28:22:39.1 from Miocchi et al. 2013) is marked as reference with a red cross, while the red circle describes the cluster half-mass radius (rhm ~ 167 arcsec; see Miocchi et al. 2013).

The aim of our work is to study the multiple stellar generations of M3. This requires high precision in terms of photometric uncertainties. All the photometric standards have been observed only with the central chip 4 of the INT camera, and since only few stars are in common among the adjacent chips, we decided to focus the following analysis only on chip 4 itself. In this way, the uncertainties coming from the calibration procedure among the four chips are avoided, and the covered field of view (see the red box in Fig. 1) is still sufficiently large to grant a good statistic in terms of detection. In fact, within the central chip fall 17 155 sources, which correspond to the 79 per cent of the whole sample of sources detected considering the entire camera. Moreover, the selected chip samples the central regions of M3 out to ~760 arcsec, that is more than 4.5 times the cluster rhm.

3 STRÖMGREN CMDs

The four panels of Fig. 2 show the behaviour of the photometric errors σ, defined as the standard deviation of each star magnitude around the mean of the single-exposure measurements, as a function of the observed magnitudes. The scale of the plots has been kept fixed in order to show that in all filters, magnitudes brighter than the main-Sequence turn-off (MS-TO, marked in the figure with red arrows) have internal uncertainties smaller than 0.03 mag, the only exception being the u band, where the median error at the MS-TO level is 0.05 mag. The (y, b − y) CMD of M3 is shown in the left-hand panel of Fig. 3. All the evolutionary sequences appear to be very well defined, from a few magnitudes below the MS-TO to the RGB-tip, where stars saturate at y < 12.7 mag. The same features are clearly visible in the (y, v − y) CMD (right-hand panel of Fig. 3), which covers a much wider colour baseline. A qualitative comparison with photometry presented in Grundahl et al. (1999)
reveals no significant differences both in terms or the RGB extent and HB morphology.

As shown in several previous works, a proper combination of Strömgren filters can unveil the presence of chemical anomalies in GC stellar populations. The index $m_1$ (defined as $m_1 = (u - b) - (b - y)$; Richter, Hilker & Richtler 1999) is sensible to the cluster metallicity. Left-hand panel of Fig. 4 shows the $(y, m_1)$ CMD of M3. In this case, the spread of such index is $\sigma_{m_1} = 0.06$ mag at $16 < y < 16.5$, consistent with the photometric errors in this magnitude range and thus suggesting that M3 is homogeneous in terms of global metallicity. On the other hand, the index $\delta_3 = (u - v) - (b - y)$ (Carretta et al. 2011b) is able to reveal the presence of chemical anomalies in the light element abundances of all the GCs studied so far, regardless of their global metal content. The right-hand panel of Fig. 4 shows the cluster $(y, \delta_3)$ CMD. The spread of $\delta_3$ at the same magnitude interval as before is $\sigma_{\delta_3} = 0.08$ mag, larger than $\sigma_{m_1}$. Since such a value cannot be ascribed to larger photometric errors coming from the introduction of the $u$ band (that at the RGB level has uncertainties very similar to those measured for the other bands, see Fig. 2) in the index, we interpret it as suggestive of an intrinsic spread.

Anthony-Twarog, Twarog & Craig (1995) used the index $c_1 = (u - v) - (v - b)$, which is sensible to the strength of CN and CH bands. This colour index has been subsequently used for example by Grundahl, VandenBerg & Andersen (1998) to study the chemical anomalies in the stellar population of M13 or by Yong et al. (2008) for NGC 6752. The last authors also defined another index called $c_v = (c_1) - (b - y)$, which is still sensitive to N but insensitive to temperature, and which has been extensively used to distinguish between first generation (FG) and second generation (SG) stars, being well correlated with Na abundances (see e.g. Carretta et al. 2009a). An extensive theoretical study on the influence of the typical chemical anomalies observed in GCs on the behaviour of stellar sequences in Strömgren CMDs has been presented in Sbordone et al. (2011), while Carretta et al. (2011b) approached the problem from the observational side. According to both theoretical and observational findings (see fig. 13 in Carretta et al. 2011b to see the expected differences for stars N-rich and N-poor in different evolutionary phases and of different metallicity), $c_v$ appears to be the most efficient index to study the multiple populations in M3 (which has a metallicity of about $[\text{Fe/H}] \sim -1.5$ dex).

Fig. 5 shows the $(y, c_v)$ CMD, obtained after excluding all the sources with a sharpness parameter (defined by DAOPHOT as a shape-parameter whose value is zero for perfectly round and point-like sources as expected for stars) $|sh| > 0.2$. They are also shown as grey dots in Fig. 2.

As immediately evident, in this combination of filters the RGB of M3 splits in two separated sequences. The inset highlights the colour distribution of RGB stars in the magnitude range $15.3 < y < 17$, where the separation appears clearer. Such a distribution clearly displays two peaks, separated by about 0.05 mag. According to Carretta et al. (2011b), the left sequence should be populated by N-poor, Na-poor FG stars, while the right sequence by N-rich, Na-rich SG stars. Looking at their figs 1 and 2, we note that such a clear bimodal distribution seems rather unusual. The only case resembling M3 is NGC 288, a slightly metal richer and less massive GC. While the different level of N is demonstrated by photometry, we will come back on Na in Sections 4 and 5. To test the statistical significance of this bimodality, we performed a Gaussian mixture modelling (GMM) test (Muratov & Gnedin 2010), which confirmed that the unimodal hypothesis has to be rejected with a probability larger than 99.99 per cent. Such a result is confirmed independently also by a dip-test. The GMM test also gives as output the probability for each star to belong to one of the two components. We assigned each star to FG or SG (blue and red dots in Fig. 6, respectively) according to their membership probability. In this way, the right component accounts for 309 stars, that is the $52 \pm 3$ per cent, while the left component is made up of 283 stars, corresponding to the $48 \pm 3$ per cent. Such an equal (within the uncertainty) distribution between FG and SG is quite rare among Galactic GCs and to date it has been observed only in NGC 6362 (see Dalessandro et al. 2014) and NGC 288 (Carretta et al. 2011b) for which, however, there is some discrepancy between population ratios based on photometry and on spectroscopy (Carretta et al. 2009a). Also NGC 2808 has an almost equal fraction of FG and SG stars, but this cluster presents...
Figure 6. Decontaminated RGB of M3 (black dots) in the $c_y$, $y$ CMD. The selection criteria are shown in the two inset, where we followed the prescriptions in Frank et al. (2015) using the $b - y$, $c_1$ and $b - y$, $m_1$ planes.

more extreme behaviour and has recently been attributed no less than five separate populations (Carretta 2015; Milone et al. 2015b).

3.1 Radial distribution

The radial distribution of multiple populations in GCs provides important information regarding their origin and formation (Vesperini et al. 2013; D'Ercole et al. 2014; Larsen et al. 2015). According to the theoretical scenarios proposed so far, the second population(s) formed from the polluting material ejected by the primordial one should form in the central regions of a GC, thus appearing more centrally concentrated (see e.g. Decressin et al. 2007; D'Ercole et al. 2008; Bastian et al. 2015). So far, most of the observations (e.g. Carretta et al. 2009b; Lardo et al. 2011; Beccari et al. 2013) have confirmed this prediction. Few notable exceptions have been recently found, such as NGC6362 (Dalessandro et al. 2014) and NGC6121 (Nardiello et al. 2015), which do not show significant radial differences at any distance from the cluster centres. This observational evidence can be interpreted as the effect of an efficient dynamical evolution possibly connected with a significant stellar mass-loss (Vesperini et al. 2013; Dalessandro et al. 2014; Miholics, Webb & Sills 2015). Another unique case so far is represented by M15 (Larsen et al. 2015), in which FG stars appear to be more centrally concentrated than SG ones. The authors suggest that this is due to peculiar initial conditions, however alternative explanations have been recently proposed (Henault-Brunet 2015).

To study the radial distribution of multiple populations in M3, we focus on the RGB only. As a first step, following the method described in Frank et al. (2015), we decontaminated the samples of FG and SG RGB stars described in Section 3 using a proper selection in the $b - y$, $c_1$ and $b - y$, $m_1$ planes. The insets of Fig. 6 show the criteria adopted for such a selection. In the upper inset, we excluded in the $b - y$, $c_1$ all the sources with $c_1 < 0.2$ mag (see Árnadóttir, Feltzing & Lundström 2010), while in the lower inset we kept only stars running parallel to the iso-metallicity line of the cluster RGB (see Calamida et al. 2007), within $\pm 3\sigma$ from the best-fitting line. After this procedure, 36 stars in the previously described magnitude interval ($15.3 < y < 17$) were discarded, but the SG-to-FG ratio remained unchanged.

At this point, in Fig. 7 we plot the radial distributions of the two decontaminated stellar generations. Overall, the trend observed for the red sequence is different from the other, as demonstrated by a Kolmogorov–Smirnov (KS) test which gives a probability $P > 99.8$ per cent that the two distributions are not extracted from the same population. However, at a closer look this overall trend can be divided in three separated intervals. Within the innermost 95 arcsec (i.e. $\sim 0.6$ cluster $r_{\text{hm}}$; see Micocchi et al. 2013), the two radial distributions appear very similar (the KS test gives a probability of being identical larger than 94 per cent) and no gradient is found in the trend of SG-to-FG ratio against distance from the cluster centre (see first two points at 0.2 and 0.6 $r_{\text{hm}}$ in the bottom panel of Fig. 7). On the other hand, outside $\sim 0.6$ $r_{\text{hm}}$, the FG stars become progressively less concentrated but more numerous, and the relative number ratio reaches a minimum at $\sim 2$ $r_{\text{hm}}$. At that point, the trend inverts and the SG-to-FG ratio reaches a value similar to that observed in the cluster central regions. The final overall trend therefore describes a bimodal behaviour and shows that the two populations are numerically similar only globally, but not locally.

This result demonstrates that it is crucial to cover the entire extent or a significant portion of a stellar cluster to properly study the radial distribution of its multiple populations.

The SG-to-FG radial profile of M3 has been previously studied also by Lardo et al. (2011) based on Sloan photometry. Their sample did not cover the innermost regions of the cluster due to stellar crowding, and their analysis starts at $r > 100$ arcsec, where the two distributions appear to agree with our findings. This peculiar bimodal profile resembles very well the prediction of Vesperini et al. (2013) for a cluster with an initially more concentrated SG and which underwent intermediate dynamical evolution (see their Fig. 7). In this particular case, the mixing of the two generations has started in the innermost regions, where the relaxation time is shorter due to the larger number of interacting stars, but has not reached the entire cluster extent yet, as it happens in the most dynamically...
evolved clusters (see Dalessandro et al. 2014). Such a dynamical state is also independently confirmed by the radial distribution of Blue Straggler Stars, that in the dynamical clock framework described by Ferraro et al. (2012) places this cluster among their Family-II sample (i.e. systems with intermediate dynamical age).

4 SPECTROSCOPIC ANALYSIS

By using Strömgren photometry, we have been able to separate two stellar populations in the cluster M3. As already demonstrated in previous works (Carretta et al. 2011b; Sbordone et al. 2011), such a photometric feature indicates that the two populations are characterized by different chemical abundances, in terms of light elements. However, photometry can only give qualitative results in this respect. In order to quantitatively measure the difference in the light element abundances for the two populations we need spectroscopy. Several previous works in the literature studied the chemistry of M3 stars. Therefore, we looked for any spectroscopic target with previously measured abundances that has a counterpart in our photometric catalogue, and placed it on our CMD to test our findings.

We retrieved data published by Sneden et al. (2004) and Cohen & Meléndez (2005), but their targets are too bright and they either saturate or are non-linear in our photometry. From the list of Johnson et al. (2005), we found 27 targets that in our photometry are below the non-linearity limit (y = 14.1 mag, anyway fainter than this value the sequences start to mix together) and divided this sample into FG, Na-poor, and SG, Na-rich stars depending on their Na abundance with respect to the median5 [Na/Fe]med = −0.07 dex. Johnson et al. (2005) demonstrate that M3 shows not only the common Na–O anti-correlation, but also that involving Mg and Al, which is not observed in all clusters and tends to be more evident in metal-poor and/or massive GCs (e.g. Carretta et al. 2009b; Cordero et al. 2015). For this reason, we exploited the recently published results of Mészáros et al. (2015), where the authors measured [Al/Fe] abundances, and following the same selection criterium we divided their sample into FG, AI-poor and SG, AI-rich stars, depending on each target AI abundance with respect to the median [Al/Fe]med = 0.02 dex. The result of these selection is shown with triangles (Johnson’s targets) and squares (Mészáros’ targets) in Fig. 8. Blue symbols represent FG targets, while red symbols show SG ones. RGB stars are marked with filled symbols, while empty symbols highlight likely asymptotic giant branch (AGB) and HB stars. The spectroscopic separation nicely follows that achieved through photometry. However, not all of the targets do not sample the magnitude interval where the photometric separation is more neat. Concerned by this fact, we looked for the spectra that could fill such a lack.

We used spectra acquired for a project on RR Lyrae stars in M3 with the multi-object spectrograph Fiber Large Array Multi Element Spectrograph (FLAMES) (Pasquini et al. 2002) at the European Southern Observatory (ESO)-Very Large Telescope (programme 093.D-0536, PI: Contreras Ramos), in a series of seven exposures of ~45 min each with the HR12 setup (5821–6146 Å, R = 18 700), which contains the Na D lines. Since our aim is to spectroscopically confirm whether the two RGB sequences we detected in the CMD of M3 correspond to FG and SG, respectively, we selected only the 17 spectra of the data set belonging to RGB targets. Since these stars were observed as comparison for HB stars, their magnitude is fainter than for the literature samples and covers the region where the photometric separation is more evident. The data reduction was performed using the dedicated ESO pipeline which includes bias subtraction, flat-fielding, wavelength calibration, and spectrum extraction. Individual stellar spectra have been cleaned from sky contribution by subtracting the corresponding median sky spectrum. Finally, multiple spectra of each target have been co-added, reaching a signal-to-noise (S/N) ratio per pixel at about 6000 Å of ~50 in the faintest stars and up to 80 in the brightest ones.

After the pre-reduction, we first measured the radial velocities (v_r) of each target to determine their membership to the cluster. Radial velocities have been obtained by using DAMESPEC (Stetson & Pancino 2008) and by measuring the position of 34 lines distributed along the whole spectral range covered by the HR12. The uncertainties have been computed as the dispersion of the velocities measured from each line divided by the square root of the number of lines used, and they turned out to be smaller than 0.4 km s^{-1}. The heliocentric corrections have been computed with the IRAF task RVCORRECT. All the v_r measurements and their uncertainties are summarized in Table 2. The mean velocity of the sample turned out to be v_r = −148.8 km s^{-1} (σ_v = 3.4 km s^{-1}), in very good agreement with previous estimates (e.g. v_r = −147.6 km s^{-1}; Harris 1996). Since all of the target velocities lie within ±3σ_v from the mean velocity of the cluster (even if we adopt a more robust estimate of σ_v = 5.6 km s^{-1}; see McLaughlin & van der Marel 2005) we considered them all as cluster members.

Effective temperatures (T_{eff}) and gravities (log g) have been determined photometrically. Since not all of our targets have a counterpart in the Strömgren photometric catalogue (three are missing,

---

5 This is not what Carretta et al. (2009a,b, 2010b) did. They based the separation between FG and SG on the minimum Na values in their samples of RGB stars, increased by four times the uncertainty on Na. However, the samples of stars we are using in the present paper are smaller and the adoption of a median value looks more robust.
see Table 2) to determine the atmospheric parameters, we projected the location of each target in the optical (V, V−I) CMD on to a refer- ace isochrone. This CMD is built from two separated catalogues. One comes from the publicly available HST photometry of Saraje-
dini et al. 2007 and samples the innermost regions of the cluster, while the other comes from archival MegaCam observations and samples the outer regions. We selected as isochrone an α-enhanced model with age of 12 Gyr, Z = 0.001 (corresponding to [Fe/H] ≃ −1.6 dex) and standard helium composition retrieved from the BaSTI archive (Pietrinferni et al. 2006) and we placed it on the CMD assuming distance modulus and reddening by Ferraro et al. (1999). The errors associated to these parameters have been com- puted as described in Massari et al. (2014a), by taking into account the uncertainties on the projection arising from distance modulus (σDM = 0.1 mag), reddening (σE(B−V) = 0.05 mag) and photometry (σV = σI = 0.02 mag). They turned out to be of the order of ∼70 K for Teff and 0.1 dex for log g. Unfortunately, for four targets of our sample we were not able to determine a photometric counterpart, and they have been therefore excluded from the analysis.

The atmospheric parameters were derived by using photomet- ric information because the limited wavelength range covered by the HR12 does not allow us to use a sufficiently large number of Fe i and Fe ii lines in order to use the fully spectroscopic approach based on the excitation/ionization balance. We used the code GALA6 (Mucciarelli et al. 2013) to determine the microturbulent velocity (Vmicro) by requiring that no trend exists between iron abundances and line strengths of the lines used, while the photometric temperatures and gravities have been kept fixed during the analysis. For the mi- croturbulent velocity, we obtained an average uncertainty of about 0.2 km s−1. The atmospheric parameters of the analysed targets are listed in Table 2.

### Table 2. Photometric and spectroscopic quantities of the analysed targets.

<table>
<thead>
<tr>
<th>ID</th>
<th>Dspec</th>
<th>Dec (J2000)</th>
<th>RA (J2000)</th>
<th>Teff (K)</th>
<th>log g (mag)</th>
<th>[Fe/H]</th>
<th>[Na/H]</th>
<th>Vmicro (km s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18711</td>
<td>1185</td>
<td>205.3888267</td>
<td>28.4484213</td>
<td>16.527</td>
<td>15.017</td>
<td>13.861</td>
<td>13.555</td>
<td>149.1</td>
</tr>
<tr>
<td>28686</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

#### 4.1 Elemental abundances

The abundances of iron have been computed by using GALA. The Equivalent Width (EW) and the error of each line were obtained using DAOSPEC, iteratively launched by means of the 4DOM code (Mucciarelli 2013). The lines considered in the analysis have been selected from suitable synthetic spectra at the FLAMES resolution and computed with the SYNTH package (Sbordone et al. 2004) by using the average parameters estimated from photometry and the metallicity derived by Carretta et al. (2009a). The model atmo-
spheres have been computed with the ATLAS9 code (Castelli & Kurucz 2004). We adopted the atomic and molecular data from the last release of the Kurucz/Castelli compilation6 and selected only the lines predicted to be unblended. The final iron abundances of the targets have been computed as the average of each single line measurement, by rejecting all the lines with an EW uncertainty larger than 20 per cent. The errors have been computed by dividing the line-to-line dispersion by the square root of the number of lines used. The average iron abundance for the whole sample of 17 giants is [Fe/H] = −1.40 dex (σ = 0.09 dex). Such a value is in good agreement with previous estimates like Carretta et al. (2009a) or Cavallo & Nagar (2000), which quote [Fe/H] ≃ −1.5 dex, and in excellent agreement with Mészáros et al. (2015), who found [Fe/H] = −1.40 dex (σ = 0.08 dex).

---

6 http://www.cosmic-lab.eu/gala/gala.php
7 http://www.cosmic-lab.eu/4dof/4dof.php
8 http://www.user.oats.inaf.it/castelli/sources/atlas9codes.html
9 http://wwwuser.oats.inaf.it/castelli/linelists.html
Abundances of Na I have been derived with the spectral synthesis technique performed by using the package SALVADOR (Mucciarelli et al., in preparation) from the lines at 5886 and 5892 Å. The corresponding internal uncertainties have been computed by means of Monte Carlo simulations. In particular, we added Poissonian noise to the best-fitting synthetic spectrum to reproduce the observed signal-to-noise ratio and then we repeated the analysis. After 1000 Monte Carlo realizations, the dispersion of the measurements around the mean value has been adopted as the internal abundance uncertainty. In order to take into account non-local thermodynamical equilibrium (NLTE) effects the abundances derived from the Na I lines have been corrected according to Lind et al. (2011). The adopted solar reference value have been taken from Grevesse & Sauval (1998). The final values together with the related uncertainties are listed in Table 2.

5 RESULTS

Fig. 9 shows the numerical distributions of [Na/Fe] with (upper panel) and without (lower panel) correction for NLTE effects. Their dispersions are $\sigma_{\text{NLTE}} = 0.19$ dex and $\sigma_{\text{LTE}} = 0.24$ dex, respectively. These values agree well with the finding by Johnson et al. (2005), who found $\sigma_{\text{LTE}} = 0.25$ dex and $\sigma_{\text{NLTE}} = 0.26$ dex for a larger sample of 77 stars.

The two distributions do not show a clear-cut bimodality, but only a hint of a separation in two groups. For these reason, we decided to assume the median values of the two distributions to split the sample in Na-poor (FG) and Na-rich (SG) stars, as done for the stars retrieved from the sample of Mészáros et al. (2015). Median values are shown in Fig. 9 with vertical red dashed lines. We cross-correlated the spectroscopic targets with our photometric catalogue, finding 14 matches (targets IDs, coordinates, and magnitudes) of the GC M3. The analysis of the CMD built with the spectroscopic targets, we show their colour distribution in the inset of the figure. Two main peaks appear to be very well defined, and this appearance is confirmed by both the GMM test and the dip-test, which confirm the bimodality of the distribution with a statistical significance larger than 99.9 per cent. A further confirmation of the good correspondence between our photometric and spectroscopic results comes from the number-ratio of the two populations. In fact, from our spectroscopic sample we found that FG and SG are equal in number within the Poissonian uncertainty, with the FG accounting for the 56 ± 8 per cent against the 44 ± 11 per cent of SG stars. This result is in good agreement with our photometric estimate (48 ± 3 per cent of FG and 52 ± 3 per cent of SG members, see Section 3).

The position of the targets follows quite well the bimodality of the RGB-detected photometrically, with all the Na-rich stars located on the right RGB, and the majority of Na-poor stars distributed along the left RGB, with only few outliers.

In order to highlight the nice separation of all the spectroscopic FG and SG targets, we show their colour distribution in the inset of the figure. Two main peaks appear to be very well defined, and this appearance is confirmed by both the GMM test and the dip-test, which confirm the bimodality of the distribution with a statistical significance larger than 99.9 per cent. A further confirmation of the good correspondence between our photometric and spectroscopic results comes from the number-ratio of the two populations. In fact, from our spectroscopic sample we found that FG and SG are equal in number within the Poissonian uncertainty, with the FG accounting for the 56 ± 8 per cent against the 44 ± 11 per cent of SG stars. This result is in good agreement with our photometric estimate (48 ± 3 per cent of FG and 52 ± 3 per cent of SG members, see Section 3).

The spectroscopic analysis of a sample of 17 giants observed with FLAMES, and the comparison with previous abundance measurements available in literature, demonstrated that the photometric detection of the two RGBs flags the presence of chemically distinct populations with the FG corresponding to the left sequence and the SG to the right, as observed in all the other metal-poor and metal-intermediate clusters studied so far with the Strömgren $c_i$ index. We also found three new SG-AGB stars, thus confirming that the lack of such stars observed in other metal-poor GCs is not an ubiquitous feature.

Our work therefore demonstrates yet again how efficient Strömgren photometry is to study the phenomenon of multiple
stellar generations in GCs over the large field of view and the large number of samples stars permitted by ground-based photometric observations and how important is to couple spectroscopic and photometric information to characterize GC populations.
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