Characterisation of aqueous interfaces with different hydrophobicities by molecular dynamics
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Abstract

We have analyzed various surface properties for a number of simulated surfaces with water as one of the bulk phases. The structural ordering of water and of the lipid phase have also been considered. Although the simulations concern widely varying hydrophobic and hydrophilic components and cover a range of temperatures, the various surface structures show very similar properties. The roughness of the interfaces varies between 0.5 nm for liquid interfaces and 1 nm for interfaces containing surfactant molecules. The mobility that accounts for the most important movements at the simulated interfaces occur on a 10 ps time scale. Apart from the generally dominant water polarization in response to primary charges and dipoles, water exhibits a slight preferential orientation with its dipole directed outwards from the water phase.
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1. Introduction

Computational chemistry has enjoyed a rapid development during recent decades and computer simulation is now generally accepted as a complementary tool to experimental methods [1]. If the procedure is properly validated, atomic details that cannot be obtained experimentally can be accessed with computer simulations. In this paper computer simulations using molecular dynamics (MD) are described. In MD the classical equations of motion of the system are solved as a function of time. The time averages of the trajectory give structural properties and most thermodynamic properties (but not all, like entropy and free energy); time-dependent correlations yield non-equilibrium and transport properties. It is not our intention to go into detail on the simulation technique: for more detailed information we refer the reader to the book of Allen and Tildesley [2]. For a general review on MD methodology, applications and perspectives in chemistry see Ref. [3].

Aqueous interfaces play an important role in "real life" because many important processes take place at these interfaces. Scientists in different disciplines are trying to understand the structure and function of aqueous interfaces. Recent computer simulations of aqueous interfaces, have revealed a considerable amount of information on a structural and molecular level, for example water/liquid interfaces [4–8], water/amphiphile/liquid or vacuum interfaces [9–11] and water/amphiphile bilayer interfaces [12–20].

The molecular structure of aqueous interfaces...
has already been nicely reviewed by Pohorille and Wilson [21], but in our opinion there are still some properties that need to be discussed. For this purpose we will use the results of four simulations that were performed in our laboratory ranging from hydrophobic (decane/water and diglyceride/water) to hydrophilic (phospholipid membrane and surfactant/decane/water) interfaces. Subjects of special discussion are the width of the interface and its fractal character, free volume distribution, the electrostatic potential, mobility and ordering of water and lipid molecules at the various aqueous interfaces. We compare available experimental data with simulations. We shall consider MD simulations with full atomic detail, thus excluding simulations on model systems without an explicit solvent or with simplified potentials [22–27].

2. Methods

2.1. Method of simulation

The energy of a molecular system is described by simple potential energy functions which include stretch, bend, torsional, Lennard-Jones, and electrostatic interaction. We applied GROMOS force field [28], with the latest modifications for the carbon-oxygen interaction [5]. Atomic detail is used except for hydrogen atoms bound to carbon atoms, which we treated as united atoms and no special hydrogen-bond term is included. The water is modeled as a simple point charge (SPC) [29]. For the diglyceride simulation we used the GROMACS package [30], a parallel GROMOS-like implementation. More details about the simulation method plus a complete description of the force field can be found in the publications as listed in Table 1.

2.2. Models

The four models we compare in this paper are a dipalmitoylphosphatidylcholine (DPPC) membrane, a decyl-β-glucoside monolayer (GLCB) (at the decane/water interface), decane (DEC)/water and dilauroyl-sn-glycerol (GLYC)/water. The simulation parameters are listed in Table 1. A depiction of the compounds is presented in Fig. 1. One of the main differences between these molecules is the head group: a bulky choline (for DPPC); a glucose group (for GLCB), a small glycerol backbone (for GLYC) and no head group at all (for DEC). The tails differ in length as well as in

---

Table 1
Simulation parameters of the four different models

<table>
<thead>
<tr>
<th>System</th>
<th>Lipids</th>
<th>Water</th>
<th>Atoms</th>
<th>Box (nm)</th>
<th>T (K)</th>
<th>Time (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPPC&lt;sup&gt;a&lt;/sup&gt; [13–15]</td>
<td>64</td>
<td>1867</td>
<td>7700</td>
<td>4.4 x 4.5 x 7.0</td>
<td>350</td>
<td>80</td>
</tr>
<tr>
<td>GLCB&lt;sup&gt;b&lt;/sup&gt; [9]</td>
<td>72</td>
<td>1548</td>
<td>8686</td>
<td>4.2 x 4.2 x 9.0</td>
<td>315</td>
<td>250</td>
</tr>
<tr>
<td>DEC&lt;sup&gt;c&lt;/sup&gt; [5]</td>
<td>50</td>
<td>389</td>
<td>1667</td>
<td>2.5 x 2.5 x 4.6</td>
<td>315</td>
<td>500</td>
</tr>
<tr>
<td>GLYC&lt;sup&gt;d&lt;/sup&gt; [6]</td>
<td>100</td>
<td>1419</td>
<td>7557</td>
<td>5.3 x 3.7 x 6.3</td>
<td>300</td>
<td>2000</td>
</tr>
</tbody>
</table>

<sup>a</sup> Box length in x-, y-, z-direction.
<sup>b</sup> The number of water molecules is variable as described in Ref. [14].
<sup>c</sup> At constant pressure and temperature.
<sup>d</sup> At constant volume and temperature.

---

Fig. 1. Schematics of the four molecules used: (A), DPPC; (B), GLCB; (C), DEC; (D), GLYC.
number, ranging from a single C<sub>10</sub> alkyl tail to a double (saturated) C<sub>16</sub> alkyl tail.

3. Results and discussion

3.1. The interface

Density profiles

In Fig. 2 the density profiles of the different interfaces are plotted. From these profiles it is clear that DPPC and GLCB have a much broader interface because they have big polar head groups. As a result of these head groups, the water density drops much less rapidly for DPPC and GLCB than for the other two systems. GLYC has a slightly broader interface than DEC due to oxygen atoms in the glycerol linkage which increases the hydrophilic character of the interface. Therefore, the interface is the sharpest for DEC.

When comparing the widths of these interfaces with those which appear in the literature, and defining the width of the interface as the distance over which the water density drops from 90 to 10%, we can conclude that the interfacial width for hydrophobic surfaces differs from hydrophilic surfaces. For hydrophobic surfaces the interracial width is around 0.5 nm and for hydrophilic surfaces around 1.0 nm.

From the plots in Fig. 2 it is not clear that the water molecules penetrate the hydrophobic core, which they in fact do. The residence time however, is short, up to several picoseconds. Most of the simulations reported so far, observed minimal water penetration into the hydrophobic regions. When looking closer at the interface by means of a video animation [31,32], we clearly see that water molecules occasionally penetrate into the hydrophobic region and remain there for some time.

Particle-accessible surface

At the microscopic level, the neighbouring atoms can be connected by small segments of a plane or some other kind of smooth surface to describe the topography of the surface. This will clearly give a different picture than when looking on a macroscopic level, where all simulated surfaces look smooth since long range fluctuations are not allowed due to periodic boundary conditions.

A measure of the roughness of interfaces is the van der Waals surface as measured by a probe particle with radius R. The degree of irregularity of this surface can be described by the fractal dimension (d<sub>f</sub>), with 2 ≤ d<sub>f</sub> ≤ 3. As the surfaces become more irregular, the fractal dimension increases, ranging from d<sub>f</sub> = 2 for a smooth surface, to d<sub>f</sub> < 3 [33,34]. From the relation

\[
\log \left( \frac{A}{A_0} \right) \propto \log (R^{2-d_f})
\]

one can calculate d<sub>f</sub> where A is the van der Waals surface area, A<sub>0</sub> is the lateral area of the interface and R is the probe radius. So d<sub>f</sub> is a measure of irregularity by comparison with a fixed shape, however the result does not depend on the chosen standard [33]. In Fig. 3 the accessible surface with respect to probe size is presented. For a small probe it is clear that the surface of DPPC and GLCB are much rougher than for GLYC and DEC. DPPC is still very rough for probes of medium size. The radius of a water molecule is around 0.15 nm.

The term fractal dimension for d<sub>f</sub> is not really appropriate because the log–log plots are not linear over a significant range of probe radii. Nevertheless, the value of d<sub>f</sub> as a function of probe
radius gives a clear indication of the surface roughness as seen by the probe particle (inset of Fig. 3). For probes with diameters between 0.2 and 0.4 nm, the surface proves to be very rough, with a fractal dimension around 2.5. For a larger probe size there is a cross-over to a lower fractal dimension, which is due to the self-affine nature of the surface (i.e. different scaling behaviour in the lateral vs. perpendicular direction). In the limit of infinite-sized probe particles, the surface will behave like a flat sheet, with (fractal) dimension 2. At the small probe size limit, one sees that the fractal dimension increases. This can be attributed to the porous nature of the membrane on scales smaller than 0.2 nm. For GLCB, DEC and GLYC, $d_f$ decreases rapidly to 2 (flat surface) when the probe size is increased, whereas for DPPC this effect is not as pronounced. DEC and GLYC show the least rough surface, being "flat" beyond $R = 0.4$ nm.

In Figs. 4, 5, 6 and 7 the van der Waals surfaces are plotted to give an idea of the difference in roughness between these interfaces when using increasing probe size. The different probe sizes used are related to the radius of a choline group (about 0.3 nm), a disaccharide (around 0.7 nm), and a small protein (around 1.5 nm). From these figures it is also clear that all the surfaces look more or less the same for large probes, whereas for small probes, the hydrophilic surfaces are much rougher. The plot with $R = 0.25$ nm for DPPC and

GLCB shows the difference in interfacial structure in that GLCB has more bulky head groups with more probe-accessible volume in between, compared to DPPC.
In Fig. 8 we plot the accessible free volume for a probe with a size of 0.15 nm as a function of z-position in the box. From this figure it is clear that for a hydrophobic surface (DEC and GLYC) the accessible volume at the interface is higher than in both bulk phases. For a hydrophilic surface the opposite is observed; a decrease in free volume at
the interface. This effect was also observed by Pohorille and Wilson [21], and offers a nice way of distinguishing between hydrophobic and hydrophilic surfaces.

Electrostatic potential

Through the numerical evaluation of the double integral of the charge density ($\rho(z)$), the electrostatic potential ($\psi$) across the interface can be computed:

$$\psi(-\infty) - \psi(z) = -\int_{-\infty}^{z} dz' \int_{-\infty}^{z'} \rho(z'') dz''/\varepsilon_0$$

(2)

where the position $z = -\infty$ is far enough in the bulk phase that the field is zero. By using this method, we are able to calculate the potential of the separate contributions, i.e., from the lipid, the water and the total potential. Computing the electrostatic potential in this way is consistent with the computed charge density using Poisson’s equation, without the use of a cut-off radius. It is also possible to calculate the potential that is actually felt by the particles in the simulation (so including the cut-off), which is described in detail by Ahlström and Berendsen [11]. The separate contributions (lipid, water, and total) to the electrostatic potential are given in Fig. 9. The lipid potential builds up across the interface and is positive in the water phase for DPPC and GLCB. This is a result of the dipole orientation of the head groups, pointing towards the water phase. For GLYC the potential is slightly negative. The water potential builds up negatively due to
the preferential orientation of the water dipole towards the lipid phase as shown in Fig. 14. For the hydrophobic surfaces the water potential is only a result of the geometric constraints, because the decane molecules have no charge or dipole and the GLYC has only a very small dipole. For the hydrophilic surfaces, the water potential is primarily due to the compensation of the local dipolar charge distribution. A remarkable observation is that the cancellation of charges occurs throughout the entire interfacial region. Geometric constraints add a secondary effect, which even leads to a negative total potential difference across the interface for GLCB, i.e. an overcompensation of the lipid potential by the water molecules. The efficient compensation of a charge density by dipolar water orientation simply means that water acts as a medium with a high dielectric permittivity. This was also described for oleate/water bilayers [12]. We note however, that this holds for lipids that do have head groups with a dipole, but are uncharged. For charged lipids (dipalmitoylphosphatidylserine (DPPS) [20]) water is not able to fully compensate the lipid potential, which results in a total potential of a few volts. The potential difference across a monolayer has been measured experimentally and shows a more positive potential in the air (or oil) phase [35]. These measurements are not easy to perform. For example, for the water/air interface the experiments report a value of 0.025 V [36]. In our simulations, the total potential varies from slightly positive (DPPC, depending on the water layer thickness [14]) to slightly negative (GLCB, DEC, GLYC). So for the last three simulations this is in agreement with experiments on bilayers [37–39] and monolayers [35,40,41], at least for the sign. The value is overestimated, as was also observed for water/glycerol-1-monooleate [10] and water/DPPC/vacuum [11], although here the sign was positive. The latter is consistent with other DPPC results. According to Pohorille and Wilson [21] this may be dependent on the water model used and the lack of a polarization term in the potential function, neglecting the long-range forces and perhaps the system size. A reported compensation between dipolar and quadrupolar terms [21] does not play a role in our analysis: we computed the potential from the atomic charge distribution thus including all multipolar terms.

Electrostatics at the surface

When a particle approaches a surface from the aqueous side, it is not only influenced by the van der Waals surface as will be described in Section 3.2, but electrostatics plays a major role too. For example, the head group of a DPPC molecule can be thought of as a lever sticking into the water phase, and by moving, the electrostatics around this lever as felt by a particle approaching the interface changes drastically. The nitrogen group can stick into the water phase or into the hydrocarbon phase (as was observed in several simulations [14,16,42,43]) and therefore its position makes a large difference for the local potential. The same holds for the carbonyl groups and methyl groups, which are reported to contribute largely to the potential [40,41]. The local electrostatic potential (as opposed to the average potential described above) at a given point \( \mathbf{r} \) in the aqueous phase is a complicated function of the position \( \mathbf{r} \) and magnitude \( q_i \) of charges and of the dielectric susceptibility distribution. The water molecules shield the electric field and do this more effectively at larger distances from the interface. Since we only aim to give a qualitative picture of the potential distribution for snapshots of the simulation, we simply compute...
the Coulombic potential $\psi(\vec{r})$ from

$$\psi(\vec{r}) = \frac{1}{4\pi\varepsilon_0} \sum_i \frac{q_i}{|\vec{r}_i - \vec{r}|}$$

(3)

summing over all partial charges in the system (using a grid), excluding solvent. We thus overestimate the potentials by a factor between 2 and 80, the higher factor applying to larger distances from the surface. It should also be noted that we only calculate the potential for one simulation box, as well as for one configuration. Therefore, at larger distances, the potential drops to zero, whereas a constant potential is reached for an infinite sheet of dipolar charges (see Fig. 9).

In Figs. 10, 11 and 12 the Coulombic potential is presented for DPPC, GLCB and GLYC (DEC is not charged). These plots are similar to the figures of the accessible surface from Section 3.1 in that the Coulombic potential is calculated at the positions 0.25, 0.55 and 1.50 nm from the defined interface (see Fig. 2). This is comparable to the probe sizes used for calculating the fractal dimension. Clearly the charge density is higher near the interface (0.25 nm) for all the three systems. Small white or black spots indicate the position of an atom that was positioned near or on a gridpoint. DPPC shows large areas of the same Coulombic potential due to larger charge groups, whereas GLCB and GLYC show more small areas of the same potential which correspond to the smaller hydroxyl and oxygen groups. For GLYC the potential at 1.50 nm is not given, because at this distance the potential is around zero. Also obvious from these plots is the higher (positive) Coulombic potential for DPPC with respect to GLCB and GLYC (note that the legend for DPPC runs from 0.50 to 1.0, whereas for GLCB and GLYC it runs from 0.35 to 0.65). This observation is in agreement with Fig. 9, where the DPPC contribution to the electrostatic potential was several volts (positive).

3.2. Water

Hydrogen bonding

The properties of water are disturbed depending on the type of surface. A general aspect is that the water molecules close to the surface want to opti-

Fig. 10. The Coulombic potential at distance 0.25 (top), 0.55 (centre) and 1.50 nm (bottom) from the interface for DPPC. The range in the legend is from 0 to 7 V, where 0.50 equals zero potential. The x- and y-axes are the box lengths (nm) as given in Table 1.
mize their number of hydrogen bonds either with surrounding water molecules or with hydrogen-bonding groups at the interface. The possibility of forming hydrogen bonds with surrounding water molecules in bulk water is high. Therefore, the water molecules near the surface have to reorient themselves to ensure an optimal number of hydrogen bond with surrounding molecules. For example, next to a flat surface the number of hydrogen bonds between the water molecules decreases, due to geometric constraints only [44,45]. The decrease is only about 25% however, instead of the

Fig. 12. The Coulombic potential at distance 0.25 (top) and 0.55 (centre) nm from the interface for GLYC. The range in the legend is from -2 to 2 V, where 0.50 equals zero potential. The x- and y-axes are the box lengths (nm) as given in Table 1.
expected 50% for an unperturbed liquid. On average, the number of hydrogen bonds per water molecule decreases towards the interface, whereas the strength of the bonds increases [21]. For polar surfaces it was suggested that hydrogen bonding between water molecules decreases in the first layers of water, although the number of nearest neighbours to each water molecule increases [46]. This indicates that the electric fields near polar surfaces due to the surface charges, strongly orient water molecules. This was also observed by Egberts and co-workers [12,13] who found an almost complete cancellation of primary (ionic) surface charge density by water polarisation. This results in a weakening of the hydrogen-bond network.

By counting the number of water molecules within a sphere of 0.36 nm (which corresponds to the first minimum of the radial distribution function), we can obtain the number of nearest neighbours (NN) for a specific water molecule. The number of hydrogen bonds per water molecule with its surrounding water molecules was obtained by using a criterium of 10 kJ mol$^{-1}$ as a cutoff for the pair energy. The ratio between the number of hydrogen bonds and the NN is a measure for the hydrogen-bonding structure between water molecules.

The hydrogen bonding between the water molecules from the bulk towards the interface is presented in Fig. 13. The lower figure represents the nearest neighbours (NN) and the number of hydrogen bonds of water with these neighbours, respectively. The upper figure gives the ratio of hydrogen bonds to NN. At the interface this ratio does not change so rapidly, which means that the interfacial water molecules have a preference to be bound to other water molecules, instead of to lipid molecules. The ability of making hydrogen bonds with other water molecules shows a clear increase towards the interface for all systems. For a flat surface, when only geometric constraints play a role, one would expect a value of 0.56 x 0.75/0.5 = 0.84. DEC approaches this value closest at the interface. Towards the bulk water phase the ratio rapidly decreases and levels off to a value around 0.56, which is comparable to the value of bulk SPC [47].

Although water–water hydrogen bonds are preferred, deficit hydrogen bonds are formed with head group atoms in the case of hydrophilic surfaces. This can be concluded from radial distribution functions (rdf’s) between head group atoms and oxygen atoms of water molecules. The rdf’s for DPPC and GLCB (data not shown here, but given in Refs. [9,14]) support the notion of strong hydrogen bonding of water with the head groups, and the presence of two to three peaks indicate multiple hydration shells. The partial charges on the head groups of DPPC account for the formation of large hydration shells, in which the water molecules are immobilized. This effect is less for GLCB and even lower for GLYC due to lower partial charges, but still profound.

**Dipole orientation**

The orientational order parameter of water-molecule dipoles is defined as the average cosine of the angle ($\theta$) between the unit vector $\hat{u}$ in the direction of the dipole, and the unit vector normal to the interface pointing outwards as seen from the water phase $n_z$:

$$P_r(\theta) = \langle \cos \theta \rangle = \langle \hat{u} \cdot n_z \rangle.$$

![Fig. 13. Hydrogen bonds between neighbouring water molecules and number of nearest water neighbours as a function of distance to the interfacial plane. The upper figure gives the ratio of hydrogen bonds to NN.](Image)
In general, a water molecule at the interface has a preferential orientation of its dipole that lies parallel to the interface, i.e. one O–H bond pointing in the direction of and one away from the water phase. However, these orientational distributions are very broad and, moreover, asymmetric, which results in an excess dipole moment pointing away from the water phase. This observation is consistent in many simulations (see Refs. [7,8,11,13,17,18,21,45,48,49]).

The orientational order of the water molecules with respect to the interface expressed as the angle with respect to the interface is plotted in Fig. 14; the bigger this angle, the more the water dipole (and therefore the H-atom) orients towards the lipid layer. From this figure it is clear that the broad interface of DPPC influences the water molecules over a wide range. The stronger orientation of water is the result of the lipid dipolar potential. This effect of a severe orientation of the water dipole in other simulations is not as profound and of a long range character, but definitely significant.

Another feature from Fig. 14 is that the ordering of the water molecules can be reversed: at the interface the dipole angle is positive, but at the aqueous side of the interface an opposite orientation is observed. This was also observed for the water/vapour interface [45,48,50,51]. For GLCB this effect is not clear, because it is drowned in the phospholipid-induced polarization. For GLCB, which is complicated by dipole orientation of the polar head groups, this effect is also not clear.

Mobility
Diffusion rates of water molecules can be computed from their mean square displacement. The calculations of these diffusion rates are not very accurate due to noise as explained in Ref. [14], but are merely a qualitative indication. For hydrophilic surfaces the diffusion rates of water molecules near the interface are lower than in the (bulk) water phase see Refs. [8,12,14,17,20] due to hydrogen bonding of water molecules to head groups. These diffusion rates are in the order of $4.0 \times 10^{-5}$ cm$^2$ s$^{-1}$ at the interface and $8.0 \times 10^{-5}$ cm$^2$ s$^{-1}$ in bulk water for the DPPC/water interface at 350 K [14]. For hydrophobic surfaces such as GLYC, the difference between diffusion rates remains within the noise [6].

3.3. Lipids

Order parameters of the tails
For the orientational preference of the alkyl tails we calculated the order parameters of a designated molecular axis with respect to the simulation box:

$$S = \frac{3}{2} \langle \cos^2 \theta \rangle - \frac{1}{2},$$

where $\theta$ is the angle between the $z$-axis of the simulation box and the molecular axis under consideration. Brackets imply averaging over time and molecules.

In Fig. 15 the order parameters per CH$_2$ segment of the alkyl tails are presented. The molecular axis at $C_n$ is defined as the vector from $C_{n-1}$ to $C_{n+1}$. The tails of DPPC and GLCB show an overall orientation that is perpendicular to the interface, with the notion that towards the ends of the tails the order becomes lower. The plot for DPPC shows two values at the position of carbon number 2, as the data between the two tails are significantly different. The data are in good agreement with experiment as was discussed in Ref. [13]. For GLCB the oxygen attached to the glucose head group is also plotted, to stress the importance of
how the head group is presented towards the oil phase [9]. Although the GLYC simulation is an interface between (bulk) oil and (bulk) water, the alkyl tails of GLYC show a significant ordering in the bulk oil phase on the whole. This aspect is discussed in more detail in Ref. [6]. For DEC an overall isotropic orientation is observed, as is to be expected for a liquid oil phase.

The order parameter as a function of z-position in the box was evaluated as well, but only shown for GLYC and DEC in Fig. 16, to show the ordering of oil molecules in contact with water. The results of these plots indicate that the oil molecules orient themselves laterally \(S < 0\) towards the interface to ensure that the total hydrophobic surface in contact with water is as small as possible.

### Mobility

From the slope of the mean square displacement (MSD) curve of particles versus time the apparent diffusion constant \(D\) can be evaluated:

\[
D = \lim_{t \to \infty} \frac{1}{2dt} \langle [r(t) - r(0)]^2 \rangle,
\]

where \(r(t)\) stands for the position vector of a particle at time \(t\), and the brackets denote an ensemble average. The number of dimensions is given by the factor \(d\): \(d=1\) for linear, \(d=2\) for lateral, and \(d=3\) for bulk diffusion.

The diffusion of lipids is a slow process and is in the order of \(10^{-7}\) to \(10^{-8}\) cm\(^2\) s\(^{-1}\). Our simulation times for DPPC and GLCB are not long enough to calculate long time diffusion constants accurately. Therefore, short time diffusion within 10 ps is used as a measure for the mobility of the interface. This is in fact characteristic for the motion of lipids in their local potential wells, or sometimes referred to as “rattling in their cage". From Table 2 it is clear that the lipids in the hydrophilic surfaces are not very mobile and that the head groups of DPPC and GLCB are more mobile than the lipids as a whole. Owing to decreased lipid-lipid interactions at the hydrophobic surfaces, the mobilities of these lipids are expected to be much higher, although this is not obvious from Table 2.

Video animations of the trajectories [31,32] are also very informative on the dynamical behaviour.

**Table 2**

<table>
<thead>
<tr>
<th>System</th>
<th>(D_{\text{lipid}}) (cm(^2) s(^{-1}))</th>
<th>(D_{\text{head}}) (cm(^2) s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short time diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPPC</td>
<td>(6(\pm1) \times 10^{-6})</td>
<td>(10(\pm1) \times 10^{-6})</td>
</tr>
<tr>
<td>GLCB</td>
<td>(3(\pm1) \times 10^{-6})</td>
<td>(7(\pm1) \times 10^{-6})</td>
</tr>
<tr>
<td>DEC</td>
<td>(6(\pm1) \times 10^{-6})</td>
<td>–</td>
</tr>
<tr>
<td>GLYC</td>
<td>(6(\pm1) \times 10^{-6})</td>
<td>–</td>
</tr>
<tr>
<td>Long time diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>(2(\pm0.1) \times 10^{-6})</td>
<td>–</td>
</tr>
<tr>
<td>GLYC</td>
<td>(1(\pm0.1) \times 10^{-6})</td>
<td>–</td>
</tr>
</tbody>
</table>
of the lipids and the head groups, and showed very flexible, diffuse lipid layers within the simulation time. We did not observe lipid molecules completely dissolve into the water phase, owing to longer time scales of such a process. Protruding motions of the lipid molecules were observed however, up to several carbon atoms of the alkyl tails in contact with the water phase.

4. Conclusion

For a number of simulated surfaces ranging from completely hydrophobic to hydrophilic, with water as one of the bulk phases, we have analyzed various surface properties with respect to the roughness, mobility, hydrophobicity and surface charge distribution and potential. Also the structural ordering of water and lipid phase has been considered.

Although the simulations concern widely varying hydrophobic and amphiphilic components and cover a range of temperatures, the various surface structure show very similar properties. The salient points are summarized below.

4.1. Roughness

All simulated surfaces between water and liquid or liquid-crystalline phases have a similar appearance: the interfacial width is appreciable, varying between 0.5 nm for liquid interfaces and 1 nm for interfaces containing surfactant molecules. The more hydrophilic the non-aqueous interface, the rougher its surface is. None of the interfaces are sharp on a molecular scale. They all have a rough, fractal surface as seen by particles of atomic size (0.2 to 0.5 nm), but become smooth, planar surfaces on the nm scale.

4.2. Mobility

A hierarchy of dynamic time scales exists for various aspects of the surface:

(a) Internal alkane chain mobility (trans–gauche isomerism) occurs on a 10 ps time scale. Exceptions are conformational states of lecithins (two conformers of the SN2 chain) which have macroscopic life times (seconds).

(b) Perpendicular motions of individual molecules occur on a time scale of several tens of picoseconds. These include temporary partial dissolution of amphiphatic molecules over a few atoms length.

(c) Lateral motions of atomic size also occur on a time scale of several tens of picoseconds.

(d) Lateral motions of a diffusional character can be observed on a nanosecond time scale.

(e) Complete dissolution of amphiphiles in water does not occur in our simulation times. Neither do molecular flips between bilayer leaflets occur.

Water diffuses almost as in the bulk phase: both translational and rotational diffusion is slowed down in the interface region by a factor of 2 to 3 at most, near hydrophilic surfaces.

4.3. Surface potential

Computer simulations give detailed insight into the charge distribution and resulting electrical potential across interfaces. The most striking result, observed in several different simulations, is the almost complete compensation of the primary charge distribution, due to charge or dipoles of molecules at the interface, by polarization of water. The average orientation of water molecules adjusts itself in the local field such that a compensating charge distribution results. In fact this means that water behaves as an ideal dielectric medium, even in regions of the interface where the water density is low. It can fulfill this role because the surface layer is diffuse; a sharp boundary would act more as a traditional double layer with its electrical potential extending into the aqueous phase. The charged lipid DPPS [20] behaves more like a charged double layer with resulting net electric potential difference over the interface. The electrical field in our simulations does not extend much further than the thickness of the surface layer itself. The "dielectric constant" looses its meaning at the interface, as the charge compensation involves not only dipolar terms, but also higher moments. Only the charge density to the divergence of the dipole moment density is related in the dielectric constant. Apart from the — generally dominant — water polarization in response to primary charges and dipoles, water exhibits a slight preferential orienta-
tion with its dipole directed outwards from the water phase. This is the cause of an intrinsic potential difference over a hydrophobic interface. This intrinsic tendency may in some cases even cause an overcompensation of the primary charge density, thus reversing the expected interface potential.

The interfaces show a different behaviour at a microscopic level. We can conclude from our study that the interfaces are in a "local" minimum and are stable. Although lateral movement does not occur within shorter simulation times, due to protrusions and head group movement, the interface will adjust itself relatively fast (tens of picoseconds). When for example a protein diffuses towards the interface, we expect the lipids to adjust locally very rapidly enabling the protein to bind, where the protein adjusts itself (rotation, deformation) on a much longer timescale. The protein therefore, is the limiting factor in membrane–protein binding processes.
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