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Abstract—In this paper, we present a novel way to approach the interconnection of a continuous and a discrete time physical system first presented in [1]–[3]. This is done in a way which preserves passivity of the coupled system independently of the sampling time \(T\). This strategy can be used both in the field of telemanipulation, for the implementation of a passive master/slave system on a digital transmission line with varying time delays and possible loss of packets (e.g., the Internet), and in the field of haptics, where the virtual environment should ‘feel’ like a physical equivalent system.
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I. INTRODUCTION

The use of network theoretical concepts and passivity is of great importance not only in electrical circuits, but also in robotics [4]–[6]. Recently, a very general and mathematically elegant way to handle general nonlinear networks in a geometrical way has been introduced which is based on Dirac structures [7]–[11]. Systems described in this form are called port-Hamiltonian. The port-Hamiltonian formalism is able to describe any physical system using the mathematical object of a Dirac structure together with some elements which do represent storage, dissipation and interaction of the system with the rest of the world. The interconnection of these parts is based on the concept of a power port which is rich enough to describe spatial mechanisms interconnections [11] or even flexible structures [12]. The main idea stems from bond graphs introduced by Paynter [13] which has been incredibly enriched by a proper mathematical description and analysis. The importance of port-Hamiltonian theory has also been recognized by the European Union which recently sponsored a project called Geoplex (http://www.geoplex.cc) whose goal is to study this kind of systems.

Port-Hamiltonian systems have always been described and used in continuous time which is not sufficient for real time control applications like haptics and telemanipulation. The first time that this setting has been extended to sampled data systems can be found in [1] of which this paper is an extension. In this paper it is shown that the usage of a proper definition of sampled data system passivity can lead to simple and powerful results which lead to the passive interconnection of a physical robotic system with a control loop preserving passivity under interaction with an unknown passive environment, a human operator for a haptic interface. These results can be extended easily also to telemanipulation using ideas based on geometric scattering [14], but now, thanks to the material introduced, this is possible for time varying time delays like in Internet applications. Haptics and Tele-manipulation are both characterized by the physical interaction of humans with robotic systems. The importance of passivity, port based models and the description of the interaction using physical elements as springs and dampers have been widely recognized in the literature due to the fact that humans are highly unstructured. Port-Hamiltonian system theory is a reasonable novel theory which allows to analyze physical systems interaction in a much more general way that it would be possible with simple physical models. Especially for robotics, where geometry plays an important role, port-Hamiltonian systems can be very useful as for example also shown in [11]. Furthermore, the authors believe that the basic conceptual idea presented in this paper could be slightly adapted and used for discretization of the PVFC algorithm presented in [15]. For example, the skew symmetric mapping appearing in [15], which has also been considered previously as a passive compensation in [16], could be implemented in the same kind of way with the only difference that, as it could be seen, the modulation due to \(q\) in [15] would have to be kept constant between samples. This would not prevent passivity since its skew symmetry would be preserved, but the achieved vector field could be slightly different. Furthermore, the match of energy at posteriori should then be taken into account in the controller energy storage.

The paper is organized as follows. In Section II we will give some background on port-Hamiltonian systems and in Section III we will see how to discretize these systems preserving their energetic properties and how to interconnect, in a passive way, continuous and discrete port-Hamiltonian systems. In Sections IV and V we will illustrate how to use discrete port-Hamiltonian system and discrete-time scattering in the framework of telemanipulation and haptics respectively. In Section VI we will provide some simulations in order to validate our results and we will end with some concluding remarks in Section VII.

II. BACKGROUND

In this section we try to give an intuitive description of port-Hamiltonian systems using coordinates in order to concentrate
on the prime contribution of the paper. More formal descriptions can be found in [17]. We can consider a port-Hamiltonian system as composed of a state manifold \( \mathcal{X} \), an energy function \( H : \mathcal{X} \to \mathbb{R} \), \( x \mapsto H(x) \) corresponding to the internal energy, a network structure matrix \( D(x) \equiv -D(x)^T \) whose graph has the mathematical structure of a Dirac structure [7], which is in general a state dependent power continuous interconnection structure and an interconnection port represented by an effort-flow pair \((e_I, f_I) \in V^* \times V\) which is geometrically characterized by dual vector elements. This port is used to interact energetically with the system. The power supplied through a port is equal to \( e(f) \) or using coordinates to \( e^T f \). We can furthermore split the interaction port in more sub-ports, each of which can be used to model different power flows. We will indicate with the subscript \( I \) the power ports by means of which the system interacts with the rest of the world, with the subscript \( C \) the power ports associated with the storage of energy and with the subscript \( R \) the power ports relative to the dissipative part.

Summarizing, we have

\[
\begin{pmatrix}
  e_I \\
e_C \\
e_R
\end{pmatrix}
= D(x)
\begin{pmatrix}
f_I \\
f_C \\
f_R
\end{pmatrix}
\]

where

\[
D(x) :=
\begin{pmatrix}
  D_I & G_1 & G_2 \\
  -C_2^T & D_C & G_3 \\
  -G_2 & -G_3 & D_R
\end{pmatrix}
\]

and \( D_I, D_C, D_R \) are skew-symmetric. Due to the skew-symmetry of \( D(x) \), we clearly have, using coordinates

\[
P_I + P_C + P_R := e_I^T f_I + e_C^T f_C + e_R^T f_R = 0
\]

which is a power balance representing Tellegen’s theorem and meaning that the total power coming out of the network structure should be always equal to zero. A dissipating element of the system can be modeled using as characteristic equations \( e_R = R(x)f_R \) with \( R(x) \) a symmetric semidefinite matrix. This implies that

\[
f_R = (D_R - R)^{-1}G_2^T f_I + (D_R - R)^{-1}G_3^T e_C
\]

and therefore

\[
\begin{pmatrix}
e_I \\
e_C \\
e_R
\end{pmatrix}
= \begin{pmatrix} B & A \\ C & D \end{pmatrix}
\begin{pmatrix}
f_I \\
e_C
\end{pmatrix}
\]

where

\[
B := D_I + G_2(D_R - R)^{-1}G_2^T
\]

\[
A := G_1 + G_2(D_R - R)^{-1}G_3^T
\]

\[
C := -G_2 + G_3(D_R - R)^{-1}G_3^T
\]

\[
D := D_C + G_3(D_R - R)^{-1}G_3^T
\]

If we furthermore set \( \dot{x} = f_C \) and \( e_C = (\partial H)/(\partial x) \), due to the previous power balance we obtain

\[
\dot{H} + f_R^T R(x)f_R = -e_I^T f_I
\]

which clearly says that the supplied power \(-e_I^T f_I\) equals the increase of internal energy plus the dissipated one.

A schematic diagram of the system is reported in Fig. 1 where the half arrows direction indicate the positive oriented direction of power, \( C \) indicates a storage of energy, and \( R \) indicates the dissipation of free-energy using bond graphs notation [11]. Any lumped physical system can be modeled using this structure or extensions of it. Even for distributed parameter systems these ideas can be extended [18].

Throughout the paper we will use the following definition of passivity.

**Definition 1:** A system is passive if the supplied power is either stored (with a lower bounded storage function) or dissipated.

It follows directly from the definition that a system is passive if

\[
P = e^T f = \frac{dE}{dt} + P_{\text{diss}}
\]

where \( P \) represents the power supplied through a power port, \( E \) a lower bounded function representing the stored energy, and \( P_{\text{diss}} \geq 0 \) the dissipated power. If \( P_{\text{diss}} < 0 \), it means that there is production of some extra energy and that, therefore, the system is not passive. A port-Hamiltonian system represented by (2) is passive. In fact, the supplied power is \( P = -e_I^T f_I \) and passivity directly follows from (7).

As a simple comprehensive one dimensional example, consider a parallel connected linear spring with stiffness \( k \), and a damper with damping coefficient \( b \). We can interact with the system by pushing the two interconnected elements. The energy of the system is \( H(x) = (1/2)kx^2 \) which represents the potential energy of the spring having as state the displacement \( x \), \( f_C \) is then by definition \( \dot{x} \) and \( e_C = kx \) which is equal to the elastic force. As expected, the change in potential energy is \( e_C f_C \). The damping effect can be modeled with \( e_R = -bf_R \). The applied motion would be \( f_I = v \), the felt reactive force \( e_I = -F \) and the supplied power by the external force \( e_I f_I \). For this system, the total equations become

\[
\begin{pmatrix}
  -F \\
  \dot{x} \\
  bf_R
\end{pmatrix}
= \begin{pmatrix} 0 & -1 & -1 \\
  1 & 0 & 0 \\
  1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
v \\
kx \\
 f_R
\end{pmatrix}.
\]

Clearly the matrix \( D(x) \) is skew-symmetric as expected. The total power flowing in the system is given by

\[
P_I + P_C + P_R = -Fv + \dot{x}kx + f_Rbf_R
\]

\[
= (-F \dot{x} \quad bf_R)
\begin{pmatrix}
v \\
kx \\
 f_R
\end{pmatrix}.
\]
Using (8) we obtain that

\[\dot{P}_I + P_C + P_R = (v \ kx \ f_R) \begin{pmatrix} 0 & 1 & 1 \\ -1 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix} \begin{pmatrix} v \\ kx \\ f_R \end{pmatrix} = 0\]  

(10)

where the last equality follows from the skew symmetry of the matrix \(D(x)\) and shows that Tellegen’s theorem, represented by (1), is satisfied. With the steps reported previously it is possible to get the form reported in (2)

\[\begin{pmatrix} -v' \\ \dot{x} \end{pmatrix} = \begin{pmatrix} -b & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} v \\ kx \end{pmatrix}.\]

III. SAMPLED DATA SYSTEMS PASSIVITY

A. Discrete Port-Hamiltonian Systems

We can describe a discrete time port-Hamiltonian system as a continuous time port-Hamiltonian system in which the port variables are frozen for a sample interval \(T\). In what follows we indicate with \(v(t)\) the value of the discrete variable \(v(t)\) corresponding to the interval \(t \in [kT,(k+1)T]\). If we rewrite (1) for the discrete case, we have

\[e_T^T(k)f_I(k) + e_C^T(k)f_C(k) + e_R^T(k)f_R(k) = 0.\]  

(11)

Furthermore, during the interval \(k\), we have to consider a constant state \(x(k)\) corresponding to the continuous time state \(x(t)\). This implies that during the interval \(k\), the dissipated energy will be equal to \(Tf_I^T(k)R(x(k))f_R(k)\) and the supplied energy will be equal to \(-Tc_T^T(k)f_I(k)\). In order to be consistent with the energy flows, and as a consequence conserve passivity, we need therefore a jump in internal energy \(\Delta H(k)\) from instant \(kT\) to instant \((k+1)T\) such that

\[\Delta H(k) = -Tf_I^T(k)R(x(k))f_R(k) - Tc_T^T(k)f_I(k).\]

This implies that the new discrete state \(x(k+1)\) should belong to an energetic level such that

\[H(x(k+1)) = H(x(k)) + \Delta H(k).\]

We can indicate the set of possible energetically consistent states as

\[I_{k+1} := \{x \in \mathcal{X} \ s.t. \ H(x) = H(x(k)) + \Delta H(k)\}.\]

Furthermore, from the discrete equivalent of (2), we have that

\[f_C(k) = Cf_I(k) + Dc_C(k)\]  

(12)

and therefore, for consistency with the continuous dynamics in which \(f_C(t) = \dot{x}(t)\), the next state \(x(k+1)\) should be such that

\[f_C(k) = \lim_{T \to 0} \frac{x(k+1) - x(k)}{T}\]  

(13)

where we considered the definition of the right derivative.

Remark 1: It is important to notice that the choice of the next discrete state which is taken right after sampling instant \(k+1\), can be done causally based on the energy exchange which has taken place in the last interval between sampling \(k\) and \(k+1\).

The set \(I_{k+1}\) can be either empty or have more solutions.

1) Case \(I_{k+1} \neq \emptyset\): This situation is the most common and corresponds to the normal one. A graphical representation is shown in Fig. 2 where two energy levels corresponding to the plotted energy function are given. In this case a choice should be made among the possible states of \(I_{k+1}\). Clearly, the state should be in some sense “close” to the current state \(x(k)\) and such that the condition of (13) is satisfied. A picture which shows graphically the basic idea is reported in Fig. 3. The possible curves going through \(x(k)\) and having as a tangent \(f_C(k) \in T_x(\mathcal{X})\), could be characterized as geodesics once an affine connection would be defined on \(\mathcal{X}\). These possible different geodesics are indicated as dotted lines in the figure. These lines intersect the locus of states corresponding to the consistent energy set in different possible points which would depend on the connection chosen. In this paper we have considered Euclidean coordinates and the Euclidean connection associated to them. In this case, the next state \(x(k+1)\) is chosen as the intersection of \(I_{k+1}\) with the straight line passing from \(x(k)\) and directed along \(f_C(k)\).

2) Case \(I_{k+1} = \emptyset\) and Energy Leap: This can happen in two situations a) required decrease of energy close to a local minimum or b) required increase of energy close to a local maximum. The case b) does not preclude passivity and therefore will not be analyzed in this paper.

In the situation a) let us indicate with \(x_{\min}\) one of the states for which the energy has locally a minimum close to \(x(k)\) and equal to \(H(x_{\min})\). This situation is therefore obtained if

\[\Delta H(k) < H(x_{\min}) - H(x(k)).\]

In this situation, it is clearly not possible to find a state \(x(k+1)\) compatible with the energy change \(\Delta H(k)\) since \(I_{k+1} = \emptyset\). If we chose \(x(k+1) = x_{\min}\) we would implement the smallest error in the energy change, but this would not be a good choice for two main reasons: First, this could create a "dynamic
dead-lock” since, in this situation the effort generated by the energy function and equal to \(e_C = \frac{\partial H}{\partial x} \) would be equal to zero and in case no damping would be present, it would be possible to see that this would prevent any further supply of energy from the interconnection port \((e_I, f_I)\) since \(e_I\) could be equal to zero and therefore any further change of the state would be impossible. Second, it would not help the system to behave in such a way that its dynamic would make possible to correct the energetic discrepancy created since the required \(\Delta H(k)\) cannot be performed. A solution to these two problems can be found in what we call energy leap which is illustrated in Fig. 4. Instead of choosing as a new state \(x_{\text{min}}\), we choose as a state \(x(k+1)\), a state with the same energy level, but ‘symmetrically positioned’ with respect to the point of minimum energy \(x_{\text{min}}\). This rather fuzzy statement could be made precise once an affine connection would be defined on the state manifold. As already said, considering Euclidean coordinates, it is possible to define the next state as the state having the same energy and lying on a straight line passing through \(x_{\text{min}}\) and \(x(k)\).

Clearly, by construction, we obtain an error in the energy change which can be as big as \(\Delta H(k)\) which corresponds to the amount of energy which we supplied to the “rest of the world” through the power port \((e_I, f_I)\). On the other hand, by the change of sign in the gradient of the energy function, we practically passed through the minimum in one go and the system will therefore now try to absorb energy from the port \((e_I, f_I)\). This will then often yield to an increase of the internal energy. It would therefore then be possible to increase the internal energy not exactly with the required amount but with inferior values. In such a way, it would be possible using energy error book-keeping to maintain passivity of the discrete system using an horizon longer than a sample period.

Formally, we can consider a discrete variable \(\bar{H}(k)\) representing the energy which has been supplied to the rest of the universe which was not available internally. If \(I_{k+1} = \emptyset\), we will set \(\bar{H}(k+1) = \bar{H}(k) + \Delta H(k)\). On the other hand, if \(I_{k+1} \neq \emptyset\), we can modify the net increase or decrease of the real stored internal energy \(H(k)\) by “diverting” some energy in order to decrease \(\bar{H}(k)\). If the calculated \(\Delta H(k)\) is positive, it means that energy has been flowing in from the environment. In that case, we can calculate the next discrete state not based on \(\Delta H(k)\), but based on \(\alpha \Delta H(k)\) with \(\alpha \in [0, 1] \) and close to 1, and at the same time we can decrease \(\bar{H}(k+1) = \bar{H}(k) - (1 - \alpha) \Delta H(k)\). The closer is \(\alpha\) to 1 the slower the “passivity recovery” would be \((\bar{H}(k) \rightarrow 0)\) and the less influence will have the dynamics. In case \(\Delta H(k)\) is negative, it is possible to decrease \(\bar{H}(k)\) by temporarily enabling some dissipation on the interconnection port of the sampled system. The major point is that it is possible to keep track exactly of the error in the energy values in such a way that they can be then compensated.

As a summary of the procedure just outlined, we hereafter algorithmically explain the way the discrete system can be integrated

1) Given an initial state \(x(k)\), we set
\[
e_C(k) = \frac{\partial H}{\partial x}(x_k).
\]
2) Using the value of the system input \(f_I(k)\) and the previously calculated \(e_C(k)\), we can calculate \(e_I(k)\), the output of the interaction port, and \(f_C(k)\) using the discrete representation of (2) computed at the sampling instant \(kT\).
3) \(f_C(k)\) is then used to calculate the next state \(x(k+1)\) using the procedure explained at the beginning of this subsection.

B. Energy Consistent Sampled Passivity

In this section, we will expose a scheme, first introduced in [1], to passively interconnect continuous and discrete time interacting systems. Consider the port interconnection of a continuous time Hamiltonian system \(H_C\) and a discrete Hamiltonian system \(H_D\) (the result of this subsection is independent of the nature of the energetically interconnected systems) through a sampler and zero-order hold as shown in Fig. 5 in a bond-graph notation. The double bond on the bond indicates a “virtual” energetic exchange in the discrete domain. The pair \((e(t), f(t))\) forms the interconnection port of the continuous system \(H_C\); we omit the subscript \(I\) to indicate the interconnection port to avoid confusion with the discrete interconnection port of the system \(H_D\) which will be represented by the pair \((e_I(k), f_I(k))\). Suppose that \(H_C\) has an admittance causality (effort in/flow out) and therefore \(H_D\) has an impedance causality (flow in/effort out). During the dynamic evolution of the two systems between time \(kT\) and \((k+1)T\), where \(T\) is the sampling time and \(k\) is a positive integer, the effort supplied to \(H_C\) by \(H_D\) will be constant due to the zero-order hold assumption. We will indicate this value as \(e_d(k+1)\)
\[
e(t) = e_d(k+1) \quad t \in [kT,(k+1)T].
\]

By looking at the energy flow toward the continuous system, we can see that, if we indicate with \(\Delta H_{C}^{\text{dc}}(k+1)\) the energy which flows through the input power port from time \(kT\) up to time \((k+1)T\), we obtain

\[
\Delta H_{C}^{\text{dc}}(k+1) = \int_{kT}^{(k+1)T} e_d^T(k+1)f(s)\, ds
\]

\[
= e_d^T(k+1) \int_{kT}^{(k+1)T} f(s)\, ds
\]

\[
= e_d^T(k+1)(q((k+1)T) - q(kT)) \quad (14)
\]

where we indicated with \(q(\cdot)\) the integral of the continuous time flow \(f(t)\).
Remark 2: It is important to realize that, in most of useful mechanical applications like haptics or telemanipulation, $e_d(k+1)$ will correspond to forces/moments that a controller would apply to an inertial element. In this case, $q(\cdot)$ would be nothing else than a position measurement of the masses the controller pushes on.

It is now straightforward to state the following theorem.

Theorem 1 (Sample Data Passivity): If in the situation sketched before, we define for the interconnection port of $H_D$

$$f_d(k+1) := \frac{q(kT) - q((k+1)T)}{T},$$

we obtain an equivalence between the continuous time and discrete time energy flow in the sense that for each $n$

$$\sum_{i=0}^{n-1} e_d^2(i+1)f_d(i+1) = -\int_0^{nT} e^T(s)f(s)ds$$

(16)

Remark 3: It is important to notice that the exact equivalence is achieved only by the definition of (15) in which $q(\cdot)$ is usually the easiest variable to be measured in real applications. The negative sign appearing in (16) is consistent with the fact that the power flowing into the continuous system is minus the power flowing into the discrete side. It may happen that during the inter-sample, passivity of the controller is lost without that the controller would find this out. This could be due to a sequence of a very high flow of energy toward the plant followed by the same amount of energy back to the controller. This would be a problem because the net energy flow toward the plant after one sample would be zero, but between the first and the second peak, there would be a moment in which the controller would have provided more energy that it had available. This “loss of passivity” between the two spikes would never be seen by the controller since this situation takes place between two samples. This situation is unavoidable because of the intrinsic loss of information due to sampling if no hypothesis is made on continuity or bandwidth, but at each sample instant the controller would adjust the energy balance as explained in the previous section.

It is now possible to propose the algorithm which can be used to integrate the discrete system on line. We consider to reach time $(k+1)T$ after a sample period in which the effort held on the device has been $e_d(k+1)$. After $q(k+1)$ has been measured, $f_d(k+1)$ can be calculated using (15). If we consider the situation at the previous time $k$ and define $f_1(k) := f_d(k+1)$, we are able to calculate the state $x(k+1)$ by exactly following the algorithm of the previous section and the value $e_I(k)$ that the system should have provided, but that couldn’t be possible because future information, only available at time $(k+1)T$, was necessary to compute $e_I(k+1)$ using (2), through the hold instead of $e_d(k+1)$ in the last interval. It is important to realize that the calculated state $x(k+1)$ is exactly compatible with the energy balance by construction using the result of (16). The only problem is the fact that the held value $e_d(k+1)$ is not equal to the value $e_I(k)$ which would have been expected by the use of discrete representation of (2) at the sample instant $kT$. On the other hand, we can set $e_d(k+2) = e_I(k)$ and use the correct value with a delay $T$. This operation does NOT break the passivity of the algorithm and it is possible to see that it will have little influence on the dynamics for reasonably small $T$ since the acceleration profile will be roughly shifted by $T$ and the inertial properties of the robotic device will behave like a low pass filter. It is then possible to calculate $e_C(k+1)$ using the value of $x(k+1)$ and then, when time $(k+2)T$ is reached, to start over the algorithm for computing the next state.

1) Deadlock Effect and Its Avoidance: The presented strategy works fine in all situations in which the state $x(k)$ is not on a minimum of the storage function $H(\cdot)$. Problems arise instead, if at any moment of time the state $x(k)$ is indeed in a minimum. To see this, consider the simulation of a purely one-dimensional, linear, elastic element with internal energy

$$H(x) = (1/2)Kx^2.$$ Suppose a starting unloaded rest situation ($x(0) = 0$) and $e_d(1) = 0$. Due to the fact that $x(0)$ is in a minimum, $e_C(0) = 0$. Consider that a user would apply a motion to the robotic device in such a way that at time $1$, $f_d(1)$ would result different than zero. Due to the fact that the supplied effort $e_d(1) = 0$, the exchanged power between the robotic device and the Hamiltonian controller is equal to zero and this would result again in $x(1) = 0$. The problem arises due to the fact that in this example, $e_I(0) = e_C(0) = 0$ and this implies that $e_d(2)$ will again be zero. This would result in a constant zero force applied to the robotics device which is clearly not what we wanted. This seemingly critical shortcoming of the algorithm can be nevertheless easily corrected, by modifying the choice of $e_d$ for the next step

$$e_d(k+2) = \frac{e_I(k) + e_I(k)}{2}$$

(17)

where $e_I(k)$ can be taken as the value of the port effort calculated with a first order Euler approximation of the continuous time system which we want to haptically display. In the case of the spring, this would be

$$e_d(k+1) = Kf_d(k+1).$$

This addition can be easily generalized for the extended structure of a general physical system.

C. Passive Coupled Behavior

From the previous considerations, it is possible to understand that at each sampling time, we have an exact matching between the physical energy going to the continuous time system and the virtual energy coming from the discrete time port independently of the sample time $T$ and of eventual intersample dynamics of the continuous system. It is remarkable that the choice reported in (15) which is very simple and at the same time attractive due to the fact that it corresponds to position measurements, in practice gives such a powerful and at the same time trivial result.

This means that we can passively interconnect the two systems in such a way that independently of the sampling time and its relation with the characteristics of the interconnected systems, the two systems would be energetically consistent at each sampling time and no energy would be created by the sampling and hold procedure.
The implementation of a passivity preserving interconnection is independent of the nature of the systems interconnected. Nevertheless, the behavior of the overall system depends on the structure of the interconnected systems. Since continuous and discretized (using the algorithm proposed in Section III-A) port-Hamiltonian systems are passive, their interconnection leads to an overall system that is characterized by a passive behavior.

The only energy leakage is due to the fact that the discrete time system has no way whatsoever to predict the value of the continuous time system at the interconnection port and this implies that only at the end of the sample period will have an exact measure of the energy it supplied to the continuous time system.

This is due to the fact that with a fixed force-set point kept constant for the all sampling interval and no assumption on the dynamics of the haptic device and human, any velocity profile is in principle allowed and therefore also any energy exchange between the controller and the haptic device during the sampling interval since the controller will not react until next sample.

This gives rise to the problems reported in Section III-A2. These are structural problems due to the fact that the data obtained by sampling can never give enough information in order to causally reconstruct the physical behavior of the interconnection as it would happen with an acausal Shannon reconstructor.

They can be either compensated by a clever book-keeping of the energy in excess supplied to the continuous time system or by a continuous time damping circuit which can be easily built with a couple of operational amplifiers directly connected to the power amplifiers used to drive the continuous time system. In the PO/PC scheme proposed by Hannaford [4] a similar approach is used for coupling discrete and continuous time interacting systems but no exact measure for the produced energy is used and this leads to some assumptions on the sampling rate.

### IV. TELEMANIPULATION

In the design of a control system for telemanipulation there are two main problems to be addressed in order to avoid instability and poor performance: the communication channel and the interaction with an unknown environment.

The first problem has been approached in several manners for fixed time delays in continuous time using scattering theory [5], [6]. Scattering theory has been also used in [19], [20] to build bilateral telemanipulation systems, in [21] for dealing with the variable delay problem and in [22] to build a passive position controlled teleoperator. A very suitable tool to solve the second problem is passivity theory and the control of the energy exchange between the interacting systems using IPCs [11]. In [14] a general, geometric coordinate-free way framework for the telemanipulation of port-Hamiltonian systems in the continuous time case is proposed which has been extended in [23] for grasping applications. For an overview and a comparison of the various techniques proposed in the literature, see, for instance, [24] and [25].

The schemes consider continuous time controllers and fixed delay communication channels. The sampled data nature of the controllers can be considered by using the concepts described in Section III. In fact, we can use the discretization algorithm reported in Section III-A in order to obtain a discrete passive IPC and to interconnect it by means of the energetic consistent interconnection described in Section III-B to the continuous plant. Since now the controllers connected to the transmission line are discrete we have to define a digital transmission line through which master and slave side will exchange energy. The proposed scheme is illustrated in Fig. 6 in a bond-graph notation [11]. The subscript $H$ indicates the power port by means of which the system interacts with the rest of the world, the subscript $R$ represents the dissipative port while the subscript $C$ the power port of interaction between the system and the environment.

Furthermore, if we consider the geometric scattering formalism for continuous time introduced in [14], we have that using the scattering decomposition, at each instant of time, we have the

\[
E_{\text{line}} = T \zeta_L^T(k) \bar{f}_L(k).
\]
following important power balance which is at the base of the scattering formalism

\[ e^T f = \frac{1}{2} |s^+ Z|^2 - \frac{1}{2} |s^- Z|^2 \]  

(18)

where

\[
\begin{align*}
  s^+ Z &= \frac{N}{2} (e + Z f) \\
  s^- Z &= \frac{N}{2} (e - Z f)
\end{align*}
\]

and \( Z = NN \) is a positive definite matrix representing the impedance of the scattering transformation. We can interpret \( s^+ Z \) and \( s^- Z \) as incoming and outgoing power waves, respectively.

Since in the discrete time analogous we can consider the system as having the port variables frozen between one sample time and the next, we can multiply the previous equation by the sample time \( T \) and obtain

\[ E_{\text{line}}(k) = \frac{T}{2} |s^+ Z(k)|^2 - \frac{T}{2} |s^- Z(k)|^2 \]

where \( T \) is the sample period. Thus, we can interpret \( (T/2)|s^+ Z|^2 \) and \( (T/2)|s^- Z|^2 \) as incoming and an outgoing energy packets respectively.

At each sample time the system will acquire the incoming energy quantum \( (T/2)|s^+ Z|^2 \) and the discrete effort \( e(k) \) and will calculate the discrete flow \( f(k) \) and the discrete energy quantum \( (T/2)s^- Z(k) \) to transmit through the communication channel. In [14] the mappings which allow to compute \( s^+ Z(k) \) and \( f(k) \) from \( s^- Z(k) \) and \( e(k) \) are reported.

1) Constant Time Delay: Let us now analyze the energetic behavior of the digital scattering-based communication channel.

We will drop the subscript \( Z \) from the scattering variables (assuming that a proper line impedance has been fixed) and we will refer to the discrete communication channel represented in Fig. 7. We will use the following notation for the discrete derivative and the discrete integral:

\[ dg(k) = \frac{g(k+1) - g(k)}{T} \quad I^k_g = \sum_{i=0}^{k-1} g(i)T \]

where \( g \) is a generic sequence.

Proposition 1: In case of fixed transmission delays and no loss of packets, the discrete communication channel is lossless in a discrete sense.

Proof: The power flow into the communication channel is

\[ P_L(k) = \frac{1}{2} |s^- Z(k)|^2 + \frac{1}{2} |s^- s(k)|^2 - \frac{1}{2} |s^+ s(k)|^2 - \frac{1}{2} |s^+ s(k)|^2 \]

but

\[ s^+ Z(k) = s^- Z(k - d_m) \quad s^- Z(k) = s^- Z(k - d_s) \]

where \( d_m \) and \( d_s \) are respectively the delays associated to the communication between master and slave and slave and master respectively. We can therefore write:

\[ P_L(k) = \frac{1}{2} |s^- Z(k)|^2 - \frac{1}{2} |s^- Z(k - d_m)|^2 + \frac{1}{2} |s^- s(k)|^2 - \frac{1}{2} |s^- s(k - d_s)|^2 \]

By trivial computations it can be shown that, in general

\[ dI^k_{s^- s} g = g(k) - g(k - h) \]

where \( g \) is a generic sequence. We can, therefore, write

\[ P_L(k) = \frac{1}{2} (|s^- Z(k)|^2) + \frac{1}{2} (|s^- s(k)|^2) \]

The power \( P_L(k) \) of the communication channel represents the variation of the discrete energy stored into the communication channel. Since \( P_L(k) \) can be written as the discrete time derivative, as shown in the previous equation, it is possible to define the discrete energy stored into the communication channel as

\[ E_L(k) = \frac{1}{2} (|s^- Z(k)|^2) + \frac{1}{2} (|s^- s(k)|^2) \]

we have that

\[ P_L(k) = dE_L(k) \]

which means that all the power flowing through the communication channel is stored. The communication channel is, therefore, lossless in a discrete sense.

In practical applications, packet switching communication channel (e.g., Internet) are unreliable because it can happen that some packets could be lost during transmission because of some traffic problems or some troubles in the servers each packet has to cross. Let us investigate the energetic behavior of the communication channel in the case one packet is lost in the transmission between master and slave. We will have that a 0 packet is received at the slave side instead of the correct value, namely \( s^- Z(k - d_m) \) and that

\[ P_L(k) = \frac{1}{2} |s^- Z(k)|^2 + \frac{1}{2} |s^- s(k)|^2 - \frac{1}{2} |s^- s(k)|^2 \]

We can write

\[ P_L(k) = \frac{1}{2} |s^- Z(k)|^2 + \frac{1}{2} |s^- s(k)|^2 - \frac{1}{2} |s^- s(k)|^2 \]

\[ = \frac{1}{2} |s^- Z(k)|^2 + \frac{1}{2} |s^- s(k)|^2 - \frac{1}{2} |s^- s(k - d_s)|^2 \]

\[ = \frac{1}{2} |s^- Z(k)|^2 + \frac{1}{2} |s^- s(k - d_m)|^2 \]

\[ = dE_L(k) + \frac{1}{2} |s^- Z(k - d_m)|^2. \]

We have an additional term which is positive definite and which represents a dissipated power. When a packet is lost in the transmission the channel dissipates an energy quantum corresponding to the value that it should have received from the master side. The behavior of the system, nonetheless, keeps on being passive. Let, now, \( \mathcal{F}_{nm} \) and \( \mathcal{F}_{mn} \) the set of time instants in which a packet in the communication between master and slave is lost and the set of time instants in which a packet in the
communication between slave and master is lost respectively. The energetic behavior of the channel is

\[ P_L(k) = dE_L(k) + \alpha \left( \frac{1}{2} || s_m^-(k-d_m) ||^2 \right) + \beta \left( \frac{1}{2} || s_s^-(k-d_s) ||^2 \right) \]

where

\[ \alpha = \begin{cases} 0, & k \notin \mathcal{F}_{ms} \\ 1, & k \in \mathcal{F}_{ms} \end{cases}, \quad \beta = \begin{cases} 0, & k \notin \mathcal{F}_{sm} \\ 1, & k \in \mathcal{F}_{sm} \end{cases} \]

and \( \alpha \) and \( \beta \) are coefficients that activate a power dissipation of the channel when a packet gets lost.

2) \textbf{Variable Time Delay}: Let us now consider the case in which the delay between master and slave is variable. Suppose that \( h \) is the minimum delay of the transmission between master and slave. Because of the variable delay, it can happen that some packets are so much delayed that the receiving queue is empty for some sample periods. In these cases we can always write

\[ P_L(k) = \frac{1}{2} || s_m^-(k) ||^2 + \frac{1}{2} || s_s^-(k) ||^2 - \frac{1}{2} || s_m^+(k) ||^2 \]

\[ = \frac{1}{2} || s_m^-(k) ||^2 + \frac{1}{2} || s_s^-(k) ||^2 - \frac{1}{2} || s_m^+(k-h) ||^2 \]

\[ + \frac{1}{2} || s_m^-(k-h) ||^2 = dE_L(k) + \frac{1}{2} || s_m^-(k-h) ||^2 = dE_L(k) + P_d(k) \]

where now we define

\[ E_L(k) = \left[ \sum_{j=0}^{k-h} \left( \frac{1}{2} || s_m^+(j) ||^2 \right) \right] \]

as the energy function. We dissipate the energy quantum corresponding to the packet we were expecting. At a time \( k + j \) the system receives the packet whose corresponding energy quantum was dissipated at time \( k \). In this case it will be

\[ P_L(k+j) = dE_L(k+j) - \frac{1}{2} || s_m^-(k-h) ||^2 \]

\[ + \frac{1}{2} || s_s^-(k+j-h) ||^2 = dE_L(k+j) + P_p(k+j) + P_d(k+j) \]

At sampling period \( k+j \), the delayed incoming packet injects an extra energy \( TP_p(k+j) \), on the other hand the missed packet \( (1/2) || s_m^-(k+j-h) ||^2 \), since we are assuming that only one packet can be transmitted per each sample period, causes the dissipation of \( TP_p(k+j) \) energy.

We can see that the delay of a packet first implies a dissipation of an energy quantum and then an energy injection of the same energy quantum. It is, then, clear that

\[ \sum_{n=0}^{\infty} P_p(n) + P_d(n) = 0 \]

and, therefore, there is no global production of extra energy.

Both in case of fixed and variable delay the scattered communication channel is lossless; the main difference is that when we have a constant delay energy is neither produced nor dissipated but simply stored, while when we have a variable delay the energy quanta associated to the delayed packets are first dissipated and then injected back to the system. Since the variable delay introduces a finite extra-delay on the packets, passivity is preserved. One could expect that the energy injection leads to some nonpassive (and therefore potentially unstable) behavior but this is not the case since before being injected the extra energy has already been dissipated. In case some packets are lost the behavior of the communication channel is dissipative since we do not have any energy injection to recover the dissipated quanta. It is now straightforward to state the following.

\textbf{Proposition 2}: The scattered communication channel is passive even in case of variable time delay and of loss of packets.

We can conclude, therefore, that the scheme for telemanipulation proposed in Fig. 6 is intrinsically sampled data passive disregarding loss of packets and variable delays in the communication between master and slave.

V. HAPTICS

In the implementation of every control algorithm for interaction tasks, stability is the key issue. Several researches have shown that passivity theory is a very suitable tool for the study of interaction tasks [11]. Furthermore, Hogan [26] proved that the human operator behaves as a passive system in the frequency range of interest in haptics. Colgate [27] has introduced the idea of \textit{virtual coupling}, to guarantee passivity for arbitrary passive virtual environment and even for a class of nonpassive ones [28]. Hannaford noted that a fixed parameters virtual layer can decrease performances of the system because of an excess of energy dissipation in some working conditions. He introduced a \textit{variable virtual layer}, loosely speaking a virtual damper which is made active only when some energy production is detected (PO/PC strategy, [4]). Furthermore a lot of studies have been also done on the implementation of virtual environments, see for example [29].

An haptic interface can be modeled as the energetic interconnection of four systems as shown in Fig. 8 where bond-graph notation has been used.

The human operator is a passive system in the range of frequencies of interest. The majority of haptic devices is constituted by mechanical passive systems but their passivity can be gravely affected when the system is actuated. Nevertheless active haptic devices could be made passive by standard control techniques and then the control scheme proposed in the paper can still be applied. Some extra energy injection can derive both from the Sample & Hold device (SH in Fig. 8) and from the discrete virtual environment.

Loosely speaking, both Hannaford’s and Colgate’s approach consists in adding a layer between the virtual environment and the haptic device. This extra layer has to dissipate the extra energy that can be introduced either from the hold device or from
the discretization of a certain system to be used as a virtual environment.

In the scheme proposed in the paper each possible source of extra energy is implemented passively. The main advantage is that the evolution of the virtual environment, and not only its behavior at the power port, is controlled to be passive; the only unavoidable production of energy takes place when there is the energy leap. This minimizes the need of acting on the system through extra dissipating dynamic (i.e., energy book-keeping or extra damping on the haptic device), increasing thus the transparency of the haptic interface. Furthermore passivity is ensured independently of the sample period used to implement the virtual environment. The concepts illustrated in Section III can be used to implement an haptic display without the introduction of any extra layer to dissipate energy. By means of the port-Hamiltonian formalism and of the discretization algorithm reported in Section III-A it is possible to built a discrete passive model of any physical system. The Sample & Hold algorithm reported in Section III-B can then be used to interconnect in an energetic consistent way (i.e., without the introduction of any extra energy) the continuous haptic display and the discrete virtual environment. The whole haptic chain will be sampled data passive independently of the sample period used to implement the discrete virtual environment (if good care is taken with energy book-keeping).

### A. Delayed Virtual Environments

It can happen that the virtual environment dynamics are very complex and that the computation time needed to run its simulation exceeds the sample period. In these cases we speak of delayed virtual environment. Several researchers addressed this problem and various methodologies have been proposed: in [30] an extension of the virtual coupling technique, based on input and output strict passivity has been proposed, and in [31] a wave-model based approach has been proposed. The aim of this section is to analyze the effect of a delay on the output on the passivity of a port-Hamiltonian system both the interaction port is represented by a pair of power conjugated variables and in the case the interaction port is given by a pair of scattering waves.

Let us consider a port-Hamiltonian system represented by (2) where the power port by means of which the system energetically interacts with the rest of the world in represented by an effort/flow pair. Assume, furthermore, that the system has impedance causality (i.e., flow in/effort out). In case of delay we have that the output power variable at the interaction port is:

\[ e_{is}(t) = e_I(t - \delta) \]

The nondelayed system would be passive with respect to the input/output pair \((e_I, f_I)\). It can be easily proven that delay in the output destroys passivity of the port-Hamiltonian. In fact

\[
P(t) = -e_{is}(t)f(t) = -\left( e_I(t) + e_{is}(t) - e_I(t) \right)^T f(t)
\]

\[
= \frac{dH}{dt} + f_k(t)R(x)f_R(t) - \mathbf{e}^T(t)f(t).
\]

Specific choices of the input variable can lead to a negative value of \(P_{\text{dis}}\) and therefore to a production of extra energy and to a loss of passivity.

We can therefore conclude that when there is a certain delay in the computation of the output (i.e., in case of delayed virtual environment), port-Hamiltonian systems with an interaction power port represented by an effort/flow pair cannot be safely used because they are not passive since the conjugated power variables are not time-collocated. Consider a power port \((e, f)\) where \(e\) and \(f\) represent an effort and a flow respectively. A power port represents an exchange of energy between the system and the rest of the world and (18) shows that this exchange can be equally represented both by an effort/flow pair and by scattering variables. A definition of passivity based on scattering variables can be given. If \((s^+, s^-)\) is the scattering representation, we have that a system is passive iff \(\exists \beta > 0\) such that

\[
\int_0^t \frac{1}{2} ||s^-(\tau)||^2 d\tau \leq \int_0^t \frac{1}{2} ||s^+(\tau)||^2 d\tau + \beta.
\]

Loosely speaking, a system is passive iff the outgoing energy bounded by the incoming energy, namely iff there is no internal production of energy.

One could think to deal with delayed virtual environments by simply discretizing a port-Hamiltonian system with power variables as input/output and then to treat the delay in the same way as in telemanipulation. In Fig. 9 we can see how the problem can be tackled in telemanipulation. The power variables of the port of the port-Hamiltonian system are coded into scattering variables and then sent through the communication channel. The port-Hamiltonian system is passive and it has a passive behavior at the power port. By scattering the power port, and transmitting scattering waves, this passive behavior is simply conserved during the communication, independently of any delay.

Unfortunately, when dealing with delayed virtual environments, the power variables at the power port are not consistent and this causes a nonpassive behavior of the system at the port. If we used the scheme in Fig. 9, the scattering waves would simply replicate the nonpassive behavior of the systems, leaving the problem unsolved. The delay has to be treated therefore in a different way in case of delayed virtual environment. The reason of this discrepancy is that while in telemanipulation the problem concerning delay is in the transmission of power variables and, therefore, something external to the system, in case of delayed port-Hamiltonian systems the delay is intrinsic into the dynamics of the system, internal to the system, and the scattering framework has to be embedded in the model of the system in order to deal with this kind of delay in a similar way as in [14] for defining impedance matching.

In order to deal with this internal delay we will model a port Hamiltonian system modeling the power port \((e_{1f}, f_I)\), by means of which it interacts with the rest of the world, by the corresponding equivalent scattering representation \((s^+_I, s^-_I)\). Since (18) holds, we can write

\[
P_I + P_C + P_R = \frac{1}{2} ||s^+_I||^2 - \frac{1}{2} ||s^-_I||^2 + e^T_C f_C + e^T_R f_R = 0
\]
we compute. In order to notice that now where we reasonably assumed that when the output is not yet (22) and suppose that there is a delay in the computation of the interaction power port. By straightforward calculation we can get
\[
\begin{pmatrix}
    s^- \\
    f_C
\end{pmatrix} =
\begin{pmatrix}
    S_1 & S_2 \\
    S_3 & S_4
\end{pmatrix}
\begin{pmatrix}
    s^+ \\
    e_C
\end{pmatrix}
\tag{22}
\]
where
\[
S_1 = (BN^{-1} + N)^{-1}(BN^{-1} - N)^{-1}
\tag{23}
\]
\[
S_2 = \sqrt{2}(BN^{-1} + N)^{-1}A
\tag{24}
\]
\[
S_3 = \frac{CN^{-1}}{\sqrt{2}}(I - (BN^{-1} + N)^{-1}(BN^{-1} - N))
\tag{25}
\]
\[
S_4 = D - CN^{-1}(BN^{-1} + N)^{-1}A
\tag{26}
\]
and now
\[
\dot{\mathcal{H}} + f_R^T R(x) f_R = - \left( \frac{1}{2} \|s_I^+(k)\|^2 - \frac{1}{2} \|s_I^-(k)\|^2 \right) = P
\]
Let us now consider a port-Hamiltonian system in the form of (22) and suppose that there is a delay in the computation of the delay in the computation of the output. We have that
\[
\begin{cases}
    s_I^-(t) = 0 & t < \delta \\
    s_I^-(t) = s_I^-(t - \delta) & t \geq \delta
\end{cases}
\]
where we reasonably assumed that when the output is not yet ready because of the delay, the virtual environment presents 0 on the output buffer.

**Proposition 3:** The delayed scattered port-Hamiltonian system is passive for any delay \( \delta > 0 \).

**Proof:** Since the nondelayed system is passive we have that condition (20) holds and therefore that
\[
\int_0^t \frac{1}{2} \|s_I^-(\tau)\|^2 d\tau \leq \int_0^t \frac{1}{2} \|s_I^+(\tau)\|^2 d\tau + \beta \quad \forall t > 0.
\tag{27}
\]
Let us now consider the delayed output \( s_{I\delta}^-(t) = s_I^-(t - \delta) \). We have that
\[
s_{I\delta}^-(t) = 0 \quad \forall t \in [0, \delta]
\]
We can write
\[
\int_0^t \frac{1}{2} \|s_{I\delta}^-(\tau)\|^2 d\tau \leq \int_0^t \frac{1}{2} \|s_I^-(\tau)\|^2 d\tau \\
\leq \int_0^t \frac{1}{2} \|s_I^+(\tau)\|^2 d\tau + \beta
\]
which implies
\[
\int_0^t \frac{1}{2} \|s_{I\delta}^-(\tau)\|^2 d\tau \leq \int_0^t \frac{1}{2} \|s_I^+(\tau)\|^2 d\tau + \beta
\]
and therefore the delayed system is passive.

Therefore, considering the scattering representation of the interaction power port, passivity is preserved even in case of delay on the output.

We can modify the passivity preserving discretization algorithm proposed in Section III-A in order to passively discretize a port-Hamiltonian system with scattered interaction power port. If we rewrite (21) for the discrete case, we have
\[
\frac{1}{2} \|s_I^+(k)\|^2 + \frac{1}{2} \|s_I^-(k)\|^2 + c_e^C(k) f_C(k) + c_e^R(k) f_R(k) = 0.
\tag{28}
\]
We have that, during a sample period, the dissipated energy will be equal to \( T f_R^T(k) R(x(k)) f_R(k) \) and the supplied energy will be equal to \(-T((1/2) \|s_{I\delta}^+(k)\|^2 - (1/2) \|s_I^-(k)\|^2)\). In order to conserve passivity, similarly to what done in Section III-A we need a jump in internal energy \( \Delta H(k) \) from instant \( kT \) to instant \( (k + 1)T \) such that:
\[
\Delta H(k) = -T f_R^T(k) R(x(k)) f_R(k) - T \left( \frac{1}{2} \|s_I^+(k)\|^2 - \frac{1}{2} \|s_I^-(k)\|^2 \right)
\]
This implies that the new discrete state \( x(k+1) \) should belong to an energetic level such that:
\[
H(x(k+1)) = H(x(k)) + \Delta H(k)
\]
The same considerations about the set of allowed states and about consistency with continuous dynamics made in Section III-A hold in this context. Hereafter we algorithmically explain the way the discrete system with scattered power port can be integrated

1) Given an initial state \( x(0) \), we set \( e_C(k) = (\partial H)/(\partial x)(x_0) \).
2) Using the value of the system input \( s_I^+(k) \) and the previously calculated \( e_C(k) \), we can calculate \( s_I^-(k) \), the output of the interaction port, and \( f_C(k) \) using the discrete representation of (22)
3) \( f_C(k) \) is then used to calculate the next state \( x(k+1) \) in the same way as in Section III-A.

In Fig. 10 is represented the general scheme for an intrinsically passive port-Hamiltonian based haptic interface.

Since Proposition 3 holds, the discrete system is passive (in a discrete sense) even in the output power wave is delayed because of computational delay. The interconnection between continuous and discrete domain is made through the element \( SIH \) which is the passive Sample & Hold described in Section III-B. Since the interaction of the human operator with the virtual environment will have place through power variables (i.e., effort and flow) we endowed the scheme with a coding block which is used to interface the power variables based port with the scattering based port. In case (very frequent in haptics) that the virtual environment has an impedance causality, we have that from \( f_I(k) \) and \( s_I^-(k) \) we compute \( s_I^+(k) \) and \( e_C(k) \). Notice that now the coding procedure is safe. In fact the coding/decoding procedure is, by definition, such that the energetic behavior at the port
Remark 4: In case there is no computational delay on the output, we have that using either power variables or scattering waves leads to the same behavior of the system. The scheme in Fig. 10 can be, therefore, considered a generalization of the scheme proposed for nondelayed virtual environments.

Remark 5: Since the proposed haptics scheme is passive independently of the sample period, one could think to avoid the delayed output problem by simply increasing the sample period. This is true but performances of the system are affected by the sample period used: the higher is the sampling rate, the more realistic will be the simulations. In order to have a realistic haptic interface, therefore, it is necessary to keep the sample period as small as possible taking into account, in the implementation, possible computational delays.

VI. SIMULATIONS

In this section, we will show some simulations in order to validate the results of the paper. Let us consider, first, a simple telemanipulation scheme built up using the concepts of the paper: each robot (master and slave) is a 1 DOF system, a simple mass,
and is controlled by a discretized IPC, connected in a power consistent way to the continuous robot; the sample period is $T = 10$ msec. The communication channel is implemented by means of the digital scattering strategy. In the first simulation we implemented a variable transmission delay (with a mean of 0.5 sec.) and an unreliable communication: 10 packets are lost every 2 s and 20 packets every 3 s are lost in the communication between master and slave and slave and master respectively. In the first simulation the human operator applies an impulsive force at the master side; the behavior of the system is represented in Fig. 11. The dashed line represents the position of master and slave in case of constant delay (0.5 s) and of no loss of packets. We can notice that the performances decrease but the stability is maintained. In fact when packets are lost it means that some energy is not delivered either to the master or to the slave side. Performances in case of loss of packets are deteriorated since some of the energy required for performing the tracking task is lost in the communication. A possible way of improving performances is to interpolate the received packets in order to estimate the lost ones, as shown, for example, in [32].

In the next simulation we implemented an interaction task. The master is pushed with a constant force $F = 0.1$ N and the slave interacts with a wall (implemented with a spring-damper system, $K = 1000 \text{ N/m}, b = 100 \text{ Ns/m}$) posed at position $x = 0.3$ m; the communication channel used is the same of the previous simulation. The position of master and slave are shown in Fig. 12(a). We can see that the slave stops when it touches the wall. The force applied by the environment is reported in Fig. 12(b). The force applied by the remote environment exhibits a peak when the slave gets in touch with the remote environment and then the force applied by the environment becomes constant to equate the force applied on the master. The force of interaction is, therefore, reflected back to the master side and compensates the force applied to the master. In fact we can see that the position of the master is constant even if the operator is keeping on applying a force. The scheme exhibits therefore a good force reflection despite of the loss of packets in the communication.

The next kind of simulation is an haptic application of our scheme. We have a mass; a continuous haptic device, and a discrete virtual environment; a virtual wall. The amount of energy that can be introduced in the haptic interface because of the computational delay depends on the parameters characterizing the virtual environment. Very stiff and even very dissipative environments can inject big amounts of energy even for small computational delays. In order to prove the validity of the proposed scheme also in these cases, we implemented the virtual wall as a discrete port-Hamiltonian made up of a parallel of a very stiff spring ($k = 1000000 \text{ N/m}$) and of a large damper ($b = 300 \text{ Ns/m}$). The simulation is one-dimensional: the wall is at the position 1 m and the haptic device is at an initial position $x_0 = 0$ m and is pushed by a constant force toward the wall; the sample frequency is $f = 25 \text{ Hz}$ and there is a computational delay of 3 sample periods. The virtual environment is obtained by means of passivity preserving discretization proposed in Section III.A while the computational delay is handled as explained in Section V.A. We can see from Fig. 13(a) that the position of the haptic device increases until it meets the wall; when the haptic device gets in touch with the virtual wall it stops when the force applied by the virtual wall balances the force applied to the system by the human operator. A stable behavior is achieved even if the sample time is quite big, the environment dynamics are quite fast and there is computational delay. The force exerted by the virtual wall is reported in Fig. 13(b). We can notice that when the haptic device gets in contact with the virtual wall there is a peak and after that the force tends to equate the action exerted by the operator on the haptic device.

VII. CONCLUSION

In this paper, we have shown how it is possible to discretise a port-Hamiltonian system preserving, in a discrete sense, its passivity. Furthermore we described how to interconnect discrete and continuous port-Hamiltonian systems in an energetically consistent way. These concepts can be successfully applied both in telemanipulation and haptics. We have shown that
it is possible to explicitly take into account the discrete nature of IPCs and packet-switching communication channels in geometric telemanipulation. Passivity of the telemanipulation is granted independently of the sample period and of variable delay and loss of packets in the transmission line. Furthermore we can use the proposed techniques to obtain an haptic display which is passive for any physical virtual environment and for any sample period. Moreover, by using scattering formalism, we can handle also computational delays in virtual environments. Future work will be focused on practical experimentation of these techniques both to telemanipulation techniques and to haptic interfaces.
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