Computational inference of replication and transcription activator regulator activity in herpesvirus from gene expression data
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Abstract: One of the main aims of system biology is to understand the structure and dynamics of genomic systems. A computational approach, facilitated by new technologies for high-throughput quantitative experimental data, is put forward to investigate the regulatory system of dynamic interaction among genes in Kaposi’s sarcoma-associated herpesvirus network after induction of lytic replication. A reconstruction of transcription factor activity and gene-regulatory kinetics using data from a time-course microarray experiment is proposed. The computational approach uses nonlinear differential equations. In particular, the quantitative Michaelis–Menten model of gene-regulatory kinetics is extended to allow for post-transcriptional modifications and synergic interactions between target genes and the Rta transcription factor. The kinetic method is developed within a Bayesian inferential framework using Markov chain Monte Carlo. The profile of the Rta transcriptional regulator, other post-transcriptional regulatory genes and gene-specific kinetic parameters are inferred from the gene expression data of the target genes. The method described here provides an example of a principled approach to handle a wide range of transcriptional network architectures and regulatory activation mechanisms to reconstruct the activity of several transcription factors and activation kinetic parameters in a single regulatory network.

1 Introduction

A key aim of system biology is to understand the nature of intra- and intercellular dynamics and to develop mathematical models that describe quantitatively the functional activity and biological interactions among a large number of genes, proteins and other small molecules [1, 2]. By combining experimental and computational approaches, such as high-throughput microarray data and ordinary differential equations (ODEs), we can begin to understand the structure and dynamics of the complex biological systems [3].

Wolkenhauer [4] distinguishes the natural and formal systems, whereby a formal system is an abstract and mathematised representation of the natural system, that is, reality [5]. A common model representation of a dynamical system is via ODEs [6, 7]. One particular use of such ODEs models has been to simulate complex biochemical pathways or pathways with the aim to describe and explain the structure of such biological systems and the resulting data from it. Embedding such models in a statistical inference context has two additional advantages. First, it provides a systematic and principled mechanism for reverse engineering such systems from data. Second, it allows the system itself and, more importantly, the measurements of that system to be subject to random fluctuations, which could make deterministic reconstruction methods inherently unstable.

In recent years, there have been interesting developments in work on inferring transcriptional regulatory networks using ODEs from expression data. Barenco et al. [8] used a linear ODE model to find potential targets of a particular transcription factor. Nachman et al. [9] proposed a probabilistic method for reconstructing and inferring dynamical model of gene transcription. They used a regulation function to describe the quantitative transcription
rates, assuming a form of Michaelis–Menten (MM) kinetics in which the transcription factor levels were known. Khanin et al. [10, 11] developed a statistical framework to reconstruct regulatory activity using an extended MM kinetic model with unknown transcription factor levels. Their model has been implemented for the case of a single-input network motif, consisting of several target genes regulated by a single transcription factor. The kinetic parameters of the gene regulatory model were estimated by maximising the likelihood. Izumiya [12] used the same kinetic MM approach for possible saturation effects at high levels of the transcription factor. Our kinetic model allows a very general shape of the transcription factor levels, thereby extending the work by Nachman et al. [9]. At the same time, it extends the previous work of Khanin et al. [10–12] by considering not only the single-input motifs, but more complicated network structures. Indeed, our model suits network motifs consisting of target genes regulated by one or more transcription factors, which recruits other proteins to form a co-regulating transcriptional process. This model not only infers direct reactions between transcription factor and target genes but also between co-regulating proteins and the activation process itself. In other words, this approach reflects and tests specific biological properties of complex interaction kinetics.

In this article, we construct and analyse a dynamic model that captures the kinetics of a main genetic module activated in the lytic infection phase of Kaposi’s sarcoma-associated herpesvirus (KSHV). This module is centred around the Rta transcription factor. We describe the reconstruction of transcription factor activity and gene regulation kinetics. We use data from a designed time-course microarray experiment to quantify mRNA levels and to analyse the herpesvirus gene expression patterns. Our aim is (i) to formalise, (ii) to test and (iii) to extend the existing biological knowledge of the Rta module, embedding a collection of nonlinear ODEs in a statistical framework. The computational approach uses Gibbs sampling and is implemented in a standard and freely available computer package.

2 Rta pathway in lytic infection

The KSHV, also called human herpesvirus eight (HHV-8), was first discovered in 1994 [13] from a Kaposi’s sarcoma lesion of an AIDS patient. KSHV is a member of the lymphotropic gamma-herpesvirus subfamily with homology to Epstein–Barr virus and Herpesvirus saimiri. Infection by KSHV is a causative agent of three proliferative disorders: Kaposi’s sarcoma (KS), primary effusion lymphoma and multicentric Castelman’s disease.

The KSHV genome has a double-stranded DNA form of ~165 kb organised into at least 90 open reading frames (ORFs) [14]. Genes in the KSHV genome encode structural proteins that are required for the replication and assembly of new virions. KSHV has two distinct phases in its life cycle, to wit, a latent phase and a lytic replication phase, as shown in Fig. 1. They are characterised by distinct gene expression programmes. During latency only a small subset of viral genes, referred as latent genes, is expressed in an ordered cascade to prevent the death of the infected cell and to maintain the viral genome in a circular, episomal state. Once the virus is reactivated from latency and enters the lytic cycle, many viral genes are transcribed, leading to the production of progeny virions [15]. However, despite its importance for viral propagation and pathogenicity, the nature of the switch from latent infection to lytic replication is still unclear.

Based on their transcriptional kinetics, KSHV genes can be categorised into four more or less distinct classes of genes that were expressed during the lytic replication cycle. These are latent, immediate early, early and late genes [16, 17]. The immediately early genes are expressed after primary infection or reactivation in the initial stage of lytic replication in the presence of inhibitors of protein synthesis. These genes encode regulatory proteins that activate the cascade of early gene expression essential for viral DNA replication and for the regulation of late gene expression. In [18] the lytic genes are temporally similarly classified as primary (activated within 0–10 h after lytic infection), secondary (10–24 h) and tertiary (48–72 h), based on gene expression pattern by DNA arrays. This classification suggests that genes with the same function tend to have similar expression profiles.

The switch from latency to lytic KSHV infection is initiated by the Rta. Rta is an immediately early viral transcript product of the open reading frame 50 (ORF50) that affects the expression of viral and host cellular genes. Ectopic overexpression of the Rta protein alone is both necessary and sufficient to disrupt viral latency and to induce a lytic reaction [19–23].

![Figure 1. Simplified life cycle of KSHV](image)

(i) The virus attaches the host cell surface; (ii) inside the host cell the DNA viruses are uncoated and transported to the host nucleus; (iii) the establishment of the latent phase; (iv) the start of the lytic phase because of the expression of viral genes leading to the synthesis of virus proteins and (v) the virions are transported from nucleus outside the host cell in order to infect a new cell. This phase of lytic replication leads to the death of the host cell.
Numerous studies suggest that Rta transactivates the cellular and viral promoters of a multitude of lytic genes, which have been implicated in virus replication.

In this article, we examine the Rta protein activation of a set of target lytic virus genes, namely K8 (KbZIP), ORF57 (Mta), polyadenylated nuclear (PAN) RNA (nut-1, T1.1, K7), Kaposin (K12), viral interleukin-6 (vIL-6 or K2), K5, K9 (vILRF1), ORF59 (PF8), thymidine kinase (TK or ORF21), viral G protein-coupled receptor (vGPCR or ORF74), K14, ORF6 (single-stranded DNA binding protein) and its own transcript ORF50 [20, 24–28]. We also investigate the role of some regulatory proteins that modify the Rta-induced expression of these target genes. Fig. 2 shows the schematic overview of the regulatory Rta pathway in KSHV. Oval shapes represent proteins and rectangles represent RNA transcripts. All target genes are activated by the transcription factor, Rta, indicated by an arrow. Arrows from RNA transcripts to their associated proteins represent the natural translation process, whereas arrows from secondary proteins, KbZIP, ORF57 and ORF74, to RNA transcripts represent transcription modification by these proteins of the RNA transcription process. The literature suggests that KbZIP down-modulates its own expression and expression of ORF57 [29–31], ORF74 protein down-modulates Rta expression [32], and ORF57 protein up-modulates ORF59 and PAN expression [33].

3 Modelling the Rta pathway

The aims of this paper are to encapsulate the existing biological knowledge, described in the previous section, into a mathematical model and via time-course transcriptional data to test the accuracy of this knowledge and to give it a quantitative context.

3.1 Microarray time-course experiment

As part of this study, Dr. P. Kellam’s Lab (University College, London) performed a microarray experiment, in which totally 68 dual-channel cDNA microarrays were hybridised. The hybridised samples consisted of a human cell-line 293T (clone 6) infected with KSHV and was sampled at 30 different time points after the induction of lytic infection with a mixture of 12-o-tetradecanoyl phorbol-13-acetate (TPA) (20 ng/ml) and Butyrate (3 mM) in 0.5 ml medium (10% foetal calf serum (FCS), P/S, 6 µl/ml hygromycin).

Thirty time points were sampled, equally spaced between 0 and 58 h after the start of the lytic infection. Each time point was sampled twice (biological replicates) and each sample was hybridised twice (technical replicates). Furthermore, 16 reference hybridisation samples were prepared and inserted into an interwoven loop design [34, 35] at regular intervals. Together this provided the original 136 hybridisation samples required.

After the experiment, 10 microarrays were omitted from further analysis, because of low cell numbers and loss of samples during extraction. Among those 10 arrays were all the four arrays that contained samples obtained at 6 h after lytic infection. The remaining 116 channels were subjected to data cleansing methodologies, such as spatial correction, dye normalisation and a form of global quantile normalisation described in [36], using the sm.2da R package [37]. The resulting data were used for the analysis described in the following sections.

3.2 Differential equation model for mean expression levels

Typically, microarray experiments destructively sample their hybridisation samples. Therefore the time-course data from the experiment described above cannot be interpreted as a usual time-series data, in which correlations between nearby observations play a crucial role. In fact, in principle, all of our observations are completely independent, except for dependence induced by using technical replicates and the bivariate structure of dual-channel microarrays. For this reason, we extend the nonlinear ODE framework introduced by Khanin et al. [10] to model the mean kinetics of these time-course data.

As is well-known from general enzyme kinetics, the average rate of change in expression of a regulated gene is described by the number of RNA molecules ‘produced’ by the transcription factor and the amount of RNA decay per unit of time. In other words, a simple model for the average kinetic expression $\mu_i(t)$ of gene $i$ at time $t$ is described via the following differential equation

$$\frac{d\mu_i(t)}{dt} = p_i(t, \eta) - \delta_i \mu_i(t)$$

Figure 2 Schematic representation of the Rta pathway in KSHV

Rta transcription factor activates 13 target genes – for two of these targets, ORF57 and ORF74, the schematic shows their protein translation. The dashed lines represent the transcription modification by KbZIP, ORF57, ORF74 proteins of some of the target gene activations by Rta.
in which \( p_i(t, \eta) \) represents an RNA production term or transcription rate of gene \( i \) in the presence of an amount \( \eta \) of its transcription factor, \( \delta_i \) the linear RNA decay rate of gene \( i \) and \( \mu_i(t) \) represents the derivative of \( \mu_i(t) \). The production term depends on the activity of transcription factor \( \eta \) and gene-specific kinetic parameters. We propose to use an extension of the MM kinetics

\[
p_i(t, \eta) = \alpha_i + \beta_i \frac{\eta(t)}{\gamma_i + \eta(t)}
\]

where \( \alpha_i, \beta_i, \) and \( \gamma_i \) are the gene kinetic parameters of the target gene \( i \). The additive constant \( \alpha_i \) accounts for the basal level of transcription in the absence of the regulator and possibly for nuisance background effects from microarray, which have been unaccounted for. The value \( \beta_i \) is the maximum induction in the rate of production of gene \( i \) by the transcription factor and \( \gamma_i \) is the half-saturation constant for gene \( i \), reflecting how efficiently and quickly the transcription factor is able to induce the production of RNA of gene \( i \). The general solution of an ODE given by (1) and (2) is given as

\[
\mu_i(t) = \left( \mu_{0i} - \frac{\alpha_i}{\delta_i} \right) e^{-\delta_i t} + \frac{\alpha_i}{\delta_i} + \frac{\alpha_i}{\delta_i} \int_0^t \beta_i e^{-\delta_i(t-s)} \frac{\eta(t)}{\gamma_i + \eta(t)} \, ds
\]

where \( \mu_{0i} \) is an arbitrary constant. This model is used for all target genes without synergistic interactions to K12, ORF6, TK, K9, ORF74, K14, vIL6 and K5, which are all activated via the unobserved Rta transcription factor levels, \( \eta_{Rta} \). By allowing \( \eta \) to have a quite general functional form, there is typically no explicit solution to the integral, but simple numeric methods can be used to solve it in practice.

For target genes with synergistic relationships with other modulating proteins, we extend the MM model by allowing the maximum amount of transcription, \( \beta_i \), to depend on additional regulators. We propose a parsimonious functional form of \( \beta_i \) for a given gene \( i \) and a given modulating protein \( \eta_m \) by

\[
\beta_i(t) = \max \{ \psi_{0i,j} + \psi_{1i,j} \times \eta_m(t), 0 \}
\]

which is linear in the amount of protein of the gene that modifies the activation by the transcription factor Rta. It is only sensible that \( \beta_i \) cannot become negative and therefore we impose saturation when \( \beta_i \) hits 0. In this model, the sign of the parameter \( \psi_{1i,j} \) has a natural interpretation of whether or not the modulating protein is a down-modulator or up-modulator of Rta activation. Table 1 summarises the equation terms used in the proposed model.

In our method, we model explicitly the activation of Rta transcription by the Rta transcription factor, but leave out the translational relationship between the two, which anyway is poorly identifiable without any strong modelling assumptions due to the absence of any data of the Rta protein.

### 3.3 Statistical model

Given a model for the mean expression levels of all the genes involved in the Rta pathway, the next step is to relate the actual observations of the designed experiment to this model. It is generally accepted that log-transformed microarray data have their variances approximately stabilised [36]. Moreover, the fact that dual-channel microarray data come in pairs, as a result of the natural channel pairing on each array, means that we have to account for possible correlation between the Cy3 and Cy5 channel data on the arrays. Therefore we propose here to model the data via a nonlinear mixed effects model. For each of the 13 target genes \( i \) of the Rta pathway,
we model the logarithm of the two channels for a particular microarray as

\[
\log y_i(t_{Cy3}) = \log \mu_i(t_{Cy3}) + \epsilon_s + \epsilon_T
\]

\[
\log y_i(t_{Cy5}) = \log \mu_i(t_{Cy5}) + \epsilon_s + \epsilon_T
\]

where \( t_j \) is the condition, that is, time point or reference, in channel \( j \), \( \mu_i(t) \) the deterministic gene expression model from Section 3.2, \( \epsilon_s \sim N(0, \sigma_s^2) \) a random spot effect and \( \epsilon_T \sim N(0, \sigma_T^2) \) random technical variation.

### 3.4 Inference

As done previously in [12], we use a Bayesian inferential framework to estimate the profile of Rta transcriptional regulator, other regulatory protein levels and gene-specific kinetic parameters of our kinetic model. The inference code was written in the WinBUGS programming language, a freely available software [38].

We define the parameter vector, \( \mathbf{\theta}_i = (\alpha_i, \beta_i, \gamma_i, \delta_i, \mu_0, \psi_{0_i}, \psi_{1_i}) \), for each gene \( i (i = 1, \ldots, p) \) and the overall parameter vector of the model,

\[
\mathbf{\theta} = (\mathbf{\theta}_1, \ldots, \mathbf{\theta}_p, \eta_{Rta}, \eta_{KbZIP}, \eta_{ORF57}, \eta_{ORF74}, \sigma_T, \sigma_S)
\]

The parameters have a joint posterior probability density

\[
p(\mathbf{y} | \mathbf{\theta}) \propto p(\mathbf{y} | \mathbf{\theta}) p(\mathbf{\theta}), \text{ where the likelihood expression is given by}
\]

\[
p(\mathbf{y} | \mathbf{\theta}) = \prod_{j=1}^{n} p((y(t_j,Cy3), y(t_j,Cy5)) | \theta)
\]

and where we assume a simple jointly independent prior distribution for \( \mathbf{\theta} \). We take inverse gamma priors on the variance parameters \( \sigma_S \) and \( \sigma_T \), exponential priors on the gene-specific kinetic parameters, \( \alpha_i, \gamma_i, \delta_i \) and \( \mu_0_i \). We

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>MC error</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>basal level of production</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha_{OK9} )</td>
<td>2.85</td>
<td>2.44</td>
<td>0.12</td>
<td>0.10</td>
<td>9.26</td>
</tr>
<tr>
<td>( \alpha_{K5} )</td>
<td>3.37</td>
<td>2.84</td>
<td>0.12</td>
<td>0.13</td>
<td>10.78</td>
</tr>
<tr>
<td>( \alpha_{K12} )</td>
<td>7.55</td>
<td>5.47</td>
<td>0.28</td>
<td>0.44</td>
<td>21.25</td>
</tr>
<tr>
<td>( \alpha_{ORF6} )</td>
<td>3.00</td>
<td>2.78</td>
<td>0.12</td>
<td>0.10</td>
<td>10.46</td>
</tr>
<tr>
<td>( \alpha_{ORF21} )</td>
<td>3.90</td>
<td>3.46</td>
<td>0.16</td>
<td>0.12</td>
<td>12.81</td>
</tr>
<tr>
<td>( \alpha_{K14} )</td>
<td>0.99</td>
<td>1.01</td>
<td>0.02</td>
<td>0.03</td>
<td>3.88</td>
</tr>
<tr>
<td>( \alpha_{K2} )</td>
<td>1.00</td>
<td>1.00</td>
<td>0.02</td>
<td>0.02</td>
<td>3.63</td>
</tr>
<tr>
<td>( \alpha_{ORF57} )</td>
<td>2.04</td>
<td>1.39</td>
<td>0.06</td>
<td>0.09</td>
<td>5.37</td>
</tr>
<tr>
<td>( \alpha_{ORF74} )</td>
<td>4.16</td>
<td>3.91</td>
<td>0.19</td>
<td>0.12</td>
<td>14.91</td>
</tr>
<tr>
<td>( \alpha_{ORF59} )</td>
<td>1.01</td>
<td>1.01</td>
<td>0.02</td>
<td>0.03</td>
<td>3.80</td>
</tr>
<tr>
<td>( \alpha_{KbZIP} )</td>
<td>1.77</td>
<td>1.41</td>
<td>0.05</td>
<td>0.07</td>
<td>5.28</td>
</tr>
<tr>
<td>( \alpha_{PAN} )</td>
<td>1.01</td>
<td>0.99</td>
<td>0.02</td>
<td>0.03</td>
<td>3.72</td>
</tr>
<tr>
<td>( \alpha_{Rta} )</td>
<td>1.06</td>
<td>1.04</td>
<td>0.02</td>
<td>0.03</td>
<td>3.84</td>
</tr>
<tr>
<td><strong>maximum rate of production</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta_{OK9} )</td>
<td>17.68</td>
<td>2.70</td>
<td>0.09</td>
<td>12.27</td>
<td>22.81</td>
</tr>
<tr>
<td>( \beta_{K5} )</td>
<td>20.13</td>
<td>3.12</td>
<td>0.09</td>
<td>13.76</td>
<td>25.85</td>
</tr>
<tr>
<td>( \beta_{K12} )</td>
<td>18.49</td>
<td>5.08</td>
<td>0.22</td>
<td>6.59</td>
<td>27.33</td>
</tr>
<tr>
<td>( \beta_{ORF6} )</td>
<td>21.75</td>
<td>3.27</td>
<td>0.09</td>
<td>15.48</td>
<td>28.44</td>
</tr>
<tr>
<td>( \beta_{ORF21} )</td>
<td>16.96</td>
<td>3.41</td>
<td>0.11</td>
<td>9.80</td>
<td>23.03</td>
</tr>
<tr>
<td>( \beta_{K14} )</td>
<td>0.95</td>
<td>0.97</td>
<td>0.02</td>
<td>0.03</td>
<td>3.65</td>
</tr>
<tr>
<td>( \beta_{K2} )</td>
<td>1.00</td>
<td>0.97</td>
<td>0.02</td>
<td>0.03</td>
<td>3.75</td>
</tr>
</tbody>
</table>
Table 3 Posterior-estimates of kinetic parameters $\delta$, $\gamma$, $\psi_1$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>MC error</th>
<th>2.5%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>rate of linear mRNA degradation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{OK9}$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>$\delta_{K5}$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>$\delta_{K12}$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>$\delta_{ORF6}$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>$\delta_{ORF21}$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>$\delta_{K14}$</td>
<td>1.01</td>
<td>1.00</td>
<td>0.02</td>
<td>0.03</td>
<td>3.69</td>
</tr>
<tr>
<td>$\delta_{K2}$</td>
<td>1.04</td>
<td>1.02</td>
<td>0.02</td>
<td>0.04</td>
<td>3.64</td>
</tr>
<tr>
<td>$\delta_{ORF57}$</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>$\delta_{ORF74}$</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>$\delta_{ORF59}$</td>
<td>2.18</td>
<td>1.17</td>
<td>0.09</td>
<td>0.65</td>
<td>5.28</td>
</tr>
<tr>
<td>$\delta_{KbZIP}$</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>$\delta_{PAN}$</td>
<td>1.92</td>
<td>1.12</td>
<td>0.05</td>
<td>0.48</td>
<td>4.82</td>
</tr>
<tr>
<td>$\delta_{Rta}$</td>
<td>2.21</td>
<td>1.08</td>
<td>0.06</td>
<td>0.74</td>
<td>4.96</td>
</tr>
<tr>
<td><strong>half saturation constant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{OK9}$</td>
<td>0.54</td>
<td>0.33</td>
<td>0.01</td>
<td>0.14</td>
<td>1.42</td>
</tr>
<tr>
<td>$\gamma_{K5}$</td>
<td>0.52</td>
<td>0.30</td>
<td>0.01</td>
<td>0.14</td>
<td>1.28</td>
</tr>
<tr>
<td>$\gamma_{K12}$</td>
<td>0.45</td>
<td>0.34</td>
<td>0.01</td>
<td>0.08</td>
<td>1.35</td>
</tr>
<tr>
<td>$\gamma_{ORF6}$</td>
<td>0.51</td>
<td>0.30</td>
<td>0.01</td>
<td>0.14</td>
<td>1.29</td>
</tr>
<tr>
<td>$\gamma_{ORF21}$</td>
<td>0.52</td>
<td>0.35</td>
<td>0.01</td>
<td>0.11</td>
<td>1.37</td>
</tr>
<tr>
<td>$\gamma_{K14}$</td>
<td>0.98</td>
<td>0.98</td>
<td>0.02</td>
<td>0.02</td>
<td>3.71</td>
</tr>
<tr>
<td>$\gamma_{K2}$</td>
<td>0.99</td>
<td>1.03</td>
<td>0.02</td>
<td>0.02</td>
<td>3.75</td>
</tr>
<tr>
<td>$\gamma_{ORF57}$</td>
<td>0.63</td>
<td>0.57</td>
<td>0.02</td>
<td>0.08</td>
<td>2.12</td>
</tr>
<tr>
<td>$\gamma_{ORF74}$</td>
<td>0.51</td>
<td>0.31</td>
<td>0.01</td>
<td>0.12</td>
<td>1.33</td>
</tr>
<tr>
<td>$\gamma_{ORF59}$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>$\gamma_{KbZIP}$</td>
<td>0.56</td>
<td>0.46</td>
<td>0.01</td>
<td>0.06</td>
<td>1.81</td>
</tr>
<tr>
<td>$\gamma_{PAN}$</td>
<td>0.02</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>$\gamma_{Rta}$</td>
<td>0.05</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>expression per protein per hour</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{1,ORF57}$</td>
<td>5.65</td>
<td>1.43</td>
<td>0.06</td>
<td>3.29</td>
<td>8.79</td>
</tr>
<tr>
<td>$\psi_{1,ORF59}$</td>
<td>2.12</td>
<td>0.90</td>
<td>0.07</td>
<td>0.72</td>
<td>4.21</td>
</tr>
<tr>
<td>$\psi_{1,KbZIP}$</td>
<td>7.47</td>
<td>1.59</td>
<td>0.06</td>
<td>4.66</td>
<td>11.02</td>
</tr>
<tr>
<td>$\psi_{1,PAN}$</td>
<td>1.79</td>
<td>0.88</td>
<td>0.04</td>
<td>0.51</td>
<td>3.80</td>
</tr>
<tr>
<td>$\psi_{1,Rta}$</td>
<td>3.23</td>
<td>1.27</td>
<td>0.07</td>
<td>1.25</td>
<td>6.02</td>
</tr>
</tbody>
</table>
place an exponential prior on $\beta_i$ of target genes without synergic relationship and activated only by Rta transcription factor, normal priors on the parameters $c_0$ and $c_1$ for genes, which are synergically regulated by Rta and a modifying protein.

The WinBUGS package implements a clever Gibbs sampling algorithm to generate samples from the joint posterior distribution [39]. We run two separate chains with different initial values. The chains convergence speed seems to be affected by the initial values, but after 50,000 iterations, the Markov Chain Monte Carlo (MCMC) sampler in both chains seems to be sufficient to reach the convergence.

4 Results

Tables 2 and 3 report the posterior means, posterior standard deviations, with 95% posterior credible intervals, of the MM kinetic parameters for each gene of Rta pathway. The MC error in these tables indicates the error associated with the random nature of the MCMC, which decreases as the number of MCMC samples increases. In all cases, the MC
errors seem ignorable. Parameter names are related to the model in Section 3.2.

From the results, it is clear that K2 and K14 do not seem to be regulated by Rta, as was predicted in the literature. The level of $b$ is extremely small, effectively consistent with no Rta activation whatsoever. In fact, it seems that there is very little other information about these genes in the data, as the estimates for most of its kinetic parameters are consistent with the original prior.

The degradation rates $d$ for several genes (OK9, K5, K12, ORF6, ORF21, ORF57, ORF74 and KbZIP) are quite small ($d \approx 0.01$), which given the overall absolute expression levels of about 500, almost cancel out their basal production rates. Other genes (PAN, ORF59 and ORF50) degrade much faster ($d \approx 2$), which makes their degradation an integral part of their expression profile.

The half-saturation constants, $g$, suggest that all target genes, except K14 and K2, are immediately early or early genes, supporting the kinetic gene classification during the lytic cycle. From our results, we can roughly make a distinction between two groups of genes. We find that ORF59, Rta and PAN respond very quickly to changes in Rta ($\gamma \approx 0.01$), whereas the other eight genes have significantly slower response rates ($\gamma \approx 0.5$). These results are in qualitative agreement with those obtained in [17, 21, 31], except that [40, 41], respectively, classify PAN and ORF59 as early, rather than an immediate-early genes, such as Rta.

The immediate reaction of the target genes at induction into lytic replication, generated by Rta, is shown in Fig. 3. The Rta transcription factor rapidly induces the up-regulation of PAN expression and its own gene Rta. The dashed line represents the PAN expression and the solid line the transcription factor expression after lytic infection. During the first hours, both genes show a rapid decrease of their expression, with a peak level observed between 2 and 3 h, following an immediate increase in maximum expression at 4 and 5 h. The expression of both genes is high in 4–20 h and during the last hours decrease.

The basal level of production, $\alpha$, for the target genes may indicate whether the expression of some genes might be influenced by some additional transcription factors other than Rta. We obtained relatively high values for genes K12, ORF74, K9 and K5 ($\alpha \approx 5$), which may indicate an additional regulator. However, the posterior standard errors of these estimates are quite large and therefore there is very little evidence to support this in one way or another.

The parameters $\psi_1$ capture the synergistic relationship between the transcription factor Rta and several of its potential modulators. Fig. 4 shows the posterior density estimate of $\psi_{1,\text{PAN}}$ for the two MCMC chains. Both estimates $\hat{\psi}_{1,\text{ORF59}} = 2.1(\text{SD}0.9)$ and $\hat{\psi}_{1,\text{PAN}} = 1.8(\text{SD}0.9)$ suggest a positive synergic relationship between Rta and ORF57, which is confirmed in the existing literature [33]. However, the estimates $\hat{\psi}_{1,\text{Rta}} = 3.2(\text{SD}1.3)$, the effect of ORF74 on the transcription of Rta [32, 42], $\hat{\psi}_{1,\text{KBZIP}} = 7.5(\text{SD}1.6)$, the effect of KbZIP on its own transcription [30, 31] and $\hat{\psi}_{1,\text{ORF57}} = 5.6(\text{SD}1.4)$, the effect of KbZIP on the transcription of ORF57 [29], are all positive, in contrast to the quoted literature, which suggest that genes are down-regulated, respectively, by ORF74 and KbZIP.
The reconstructed profile by MCMC approach of the main transcription factor of the target genes is shown in Fig. 5. The reconstructed Rta profile (Fig. 5) shows a periodic trend, properly reflecting the periodic nature of Rta profile (Fig. 3). The solid line represents the inferred mean profile, whereas the dashed lines are the 2.5 and 97.5 percentiles. The reconstructed Rta profile shows high activity at the very beginning of the lytic infection until about 10 h afterwards, which then drops down to zero by 18 h. This is followed by a period, in which the transcription factor activity is essentially zero, until around 50 h post-infection it rises again. Although some of the target genes show up-regulation of expression at the end of the experimental period (e.g. Fig. 6), there is no obvious biological reason for this late flare of Rta activity. It is hypothesised that perhaps a secondary lytic infection wave has been the cause of this.

Comparing the transcription factor reconstruction in Fig. 5 and its associated transcription profile in Fig. 3, it is clear that the Rta activity anticipates its expression by 2 h.

Fig. 6 compares the transcription data relative to the reconstructed expression profiles for four genes, PAN, ORF57, ORF59 and KbZIP. In general, we notice that the inferred profiles for these genes show a good fit with the observed expression data, keeping in mind the non-trivial correlation structure in the data. It may seem that there is a lot of variation in the data, but it should be remembered that there are various variance components in the data, each of which can be estimated from the data.

There is some correlation between the parameters, summarised in Fig. 7. It shows the correlation matrix for all the parameters in the model in a schematic fashion. Roughly, black indicates negative, grey positive and white no or low correlations. The x- and y-axes represent the parameters ordered in an alphabetic fashion. The strongly correlated parameters are explicitly indicated on the graph. The high values along the diagonal suggest, not surprisingly, that there is a lot of internal (time) autocorrelation for the parameters.

**Figure 6** Microarray data and reconstructed expression profiles for four target genes

a PAN  
b ORF57  
c ORF59  
d KbZIP  

The marks are the observed data for four technical replicates generated for each gene, the solid lines stand for the estimated gene profile.
expression profile reconstructions are functions of simple network motifs [9–12]. Our method does not effects and technical variations. gene expression profiles, and random effects, such as spot incorporating a mixture of fixed effects, such as the average channel microarrays in a nonlinear mixed effects model, available genomic data. The method uses data from two–such is an example of what can be achieved with routinely sacrificed network complexity for statistical tractability and as network in KSHV. Previously published statistical models quantifying and inferring the transcriptional regulatory have introduced a novel extension for reconstructing, dynamics and (iii) a statistical model to capture the structure of the system and the nature of its dynamics, biological literature to identify general information about means of a combination of (i) carefully sifting through the beginning to understand a complex biological system by In this paper, we have set out a computational approach for Building forth on the existing MM kinetic models, we on the matter, whereas others are novel and need to be tested further. In particular, from the posterior estimations, we have that: the two genes K2 and K14 are immediately early genes and are not regulated by Rta transcription factor [18]; ORF59, Rta and PAN have significantly higher response rates [17, 21, 31]; the positive synergic relationship between Rta and ORF57 [33] and KbZIP protein has an effect on its transcription and on ORF57 [29–31]; this in contrast to the repression of KbZIP and ORF74 [29, 32, 42].

Our study also provides novel estimates for degradation rates, which are not available in the literature. Results indicate that some genes, such as OK9, K5, K12, ORF6, ORF21, ORF57, ORF74 and KbZIP, degrade slowly; others, such as PAN, ORF59 and ORF50, degrade much faster. Therefore we believe that our model, although initially set out to model the existing biological information, adds useful qualititative information. The statistical approach proposed in this paper provides a principled approach to handle microarray data for a wide range of transcriptional network architectures and regulation functions to reconstruct the activity of several transcription factors in a complex regulatory network.

5 Conclusions

In this paper, we have set out a computational approach for beginning to understand a complex biological system by means of a combination of (i) carefully sifting through the biological literature to identify general information about the structure of the system and the nature of its dynamics, (ii) an appropriate mathematical model to capture this dynamics and (iii) a statistical model to capture the sampling scheme and the variability of the data.

Building forth on the existing MM kinetic models, we have introduced a novel extension for reconstructing, quantifying and inferring the transcriptional regulatory network in KSHV. Previously published statistical models for describing regulatory activity levels, either tended to use simple linear ODEs [8] or restricted their attention on simple network motifs [9–12]. Our method does not sacrifice network complexity for statistical tractability and as such is an example of what can be achieved with routinely available genomic data. The method uses data from two–channel microarrays in a nonlinear mixed effects model, incorporating a mixture of fixed effects, such as the average gene expression profiles, and random effects, such as spot effects and technical variations.

The main aim of this study was to examine the central role of the Rta transcription factor in the initiation of lytic KSHV infection. We found that Rta triggers the lytic infection cycle and that it quickly activates the transcription of Rta, PAN and ORF59, before, more slowly, activating the transcription of another eight genes. Contrary to what was known from the literature, two of the genes, namely K14 and K2, do not seem to be activated by Rta at all. We have shown that Rta expression induces the up-regulation of its target genes, besides being involved in synergetic relationships with KbZIP, ORF74 and ORF57 in the transactivation of several target genes. Some of these results correspond to the existing literature on the matter, whereas others are novel and need to be tested further. In particular, from the posterior estimations, we have that: the two genes K2 and K14 are immediately early genes and are not regulated by Rta transcription factor [18]; ORF59, Rta and PAN have significantly higher response rates [17, 21, 31]; the positive synergic relationship between Rta and ORF57 [33] and KbZIP protein has an effect on its transcription and on ORF57 [29–31]; this in contrast to the repression of KbZIP and ORF74 [29, 32, 42].
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