Automatic detection of vascular bifurcations in segmented retinal images using trainable COSFIRE filters
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Abstract
Background: The vascular tree observed in a retinal fundus image can provide clues for cardiovascular diseases. Its analysis requires the identification of vessel bifurcations and crossovers.

Methods: We use a set of trainable keypoint detectors that we call Combination Of Shifted Filter Responses or COSFIRE filters to automatically detect vascular bifurcations in segmented retinal images. We configure a set of COSFIRE filters that are selective for a number of prototype bifurcations and demonstrate that such filters can be effectively used to detect bifurcations that are similar to the prototypical ones. The automatic configuration of such a filter selects given channels of a bank of Gabor filters and determines certain blur and shift parameters. The response of a COSFIRE filter is computed as the weighted geometric mean of the blurred and shifted responses of the selected Gabor filters. The COSFIRE approach is inspired by the function of a specific type of shape-selective neuron in area V4 of visual cortex.

Results: We ran experiments on three data sets and achieved the following results: (a) a recall of 97.88% at precision of 96.94% on 40 manually segmented images provided in the DRIVE data set, (b) a recall of 97.32% at precision of 96.04% on 20 manually segmented images provided in the STARE data set, and (c) a recall of 97.02% at precision of 96.53% on a set of 10 automatically segmented images obtained from images in the DRIVE data set.

Conclusions: The COSFIRE filters that we use are conceptually simple and easy to implement: the filter output is computed as the weighted geometric mean of blurred and shifted Gabor filter responses. They are versatile keypoint detectors as they can be configured with any given local contour pattern and are subsequently able to detect the same and similar patterns.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Retinal fundus images provide a unique possibility to take a non-invasive look at the eye and the systemic status of the human body. Besides ocular diseases, such as age-related macular degeneration and glaucoma that are two of the leading causes of blindness, other systemic diseases are also manifested in the retina. Complications of such diseases include diabetic retinopathy from diabetes mellitus (Frank, 2004), hypertension (Tso and Jampol, 1982) and atherosclerosis from cardiovascular disease (Chapman et al., 2002), as well as brain diseases and neuropathies, such as multiple sclerosis (Parisi et al., 1999) and Huntington’s disease (Paulus et al., 1993). The retina can thus be considered as a mirror of the health status of a person.

Here we focus on retinal image analysis for the diagnosis of cardiovascular diseases, while for a comprehensive review on retinal image analysis we refer to Abramoff et al. (2010). The vascular geometrical structure in the retina is known to conform to structural principles that are related to certain physical properties (Zamir et al., 1979; Sherman, 1981). For instance, the studies of Murray (1926a,b) revealed that the most efficient blood circulation is achieved when the blood flow is proportional to the cubed power of the vessel’s radius; this is known as Murray’s law. The branching angle between the two child vessels is also important to optimize the efficiency of the entire vascular network (Zamir et al., 1992).

The analysis of the geometrical structure of the vessel tree is thus important as deviations from the optimal principles may indicate (increased risk of) signs for vascular pathology; a thorough review is given by Patton et al. (2006). The detection of junctions in the vessel tree of a retinal fundus image, commonly referred to as vascular bifurcations and crossovers, is one of the basic steps in this analysis, and it is typically carried out in a time-consuming manual procedure (Chapman et al., 2002). The automation of such a tedious process is thus important to improve the efficiency and to avoid inaccuracies due to human fatigue.
The existing attempts to automate the detection of retinal vascular bifurcations can be categorized into two classes; geometrical-feature based and model based approaches. The former methods are highly dependent on the segmentation and skeletonization techniques. They also involve extensive local pixel processing and branch point analysis (Martinez-Perez et al., 2002; Chanwimaluang and Guoliang, 2003; Eunhwa and Kyungho, 2006; Bhuian et al., 2007; Ardizzone et al., 2008; Aibinu et al., 2010; Calvo et al., 2011). Incomplete bifurcations, which are commonly produced by automatic segmentation techniques, are generally not detected by such skeleton based approaches. On the other hand, model-based approaches are usually more adaptive and have smaller computational complexity that makes them more appropriate for real-time applications (Ali et al., 1999; Shen et al., 2001; Tsai et al., 2004). However, model based approaches suffer from insufficient generalization ability as they are usually unable to model all the features of interest. Consequently, these methods may fail to detect atypical bifurcations.

Besides the diagnosis of pathologies, retinal fundus images have also been used for person verification as the geometrical arrangement of the vascular bifurcations is an effective biometric (Bevilacqua et al., 2009; Ortega et al., 2009). Moreover, vascular bifurcations may also be used as key features to find correspondences between the retinal images of the same eye taken from different views, i.e. for registration of retinal images (Becker et al., 1998; Shen et al., 2003; Tsai et al., 2004; Chen et al., 2011).

We use the COSFIRE (Combination Of Shifted Filter Responses) filters, which we have introduced elsewhere (Azzopardi et al., 2012a), for the detection of bifurcations in segmented retinal images. COSFIRE filters are trainable keypoint detection operators, which are selective for given local patterns that consist of combinations of contour segments. These operators are inspired by the properties of some neurons in area V4 of visual cortex, which are selective for parts of (curved) contours or for combinations of line segments (Pasupathy and Connor, 1999, 2002). In this work we focus on one application and provide more elaborate experiments to demonstrate the robustness and generalization capability of the COSFIRE filters.

The response of a COSFIRE filter in a given point is computed as a function of the shifted responses of simpler filters. Using shifted responses of simpler filters – Gabor filters in the concerned application – corresponds to combining their respective supports at different locations to obtain a more sophisticated filter with a bigger support. The specific function that we use here to combine the responses of simpler filters is weighted geometric mean, essentially multiplication, which has specific advantages regarding shape recognition.

Two-dimensional (2D) Gabor filters (Daugman, 1985) that we use as input to our COSFIRE filters have been extensively used to detect oriented structures (lines and/or edges) in many computer vision applications, including retinal image analysis. For instance, these filters have been found effective in detecting signs of glaucoma (Bodis-Wollner and Brannan, 1997; Sun et al., 2006; Muramatsu et al., 2009) detecting the optic nerve head of the retina (Rangayyan et al., 2010), and mostly for the segmentation of the vessel tree in retinal fundus images (Soares et al., 2006; Li, 2006; Usman Akram et al., 2009; Moin et al., 2010; Xiaojun Du et al., 2010; Yavuz et al., 2010, 2011; Fraz et al., 2011; Selvathi et al., 2011). Apart from Gabor filters, other state-of-the-art methods have also been found effective for the segmentation of the vessel tree (Chauduri et al., 1989; Jiang and Mojon, 2003; Staal et al., 2004; Niemeijer et al., 2004; Mendonca and Campilho, 2006; Ricci and Perfetti, 2007).

The rest of the paper is organized as follows: In Section 2 we present our method and demonstrate how it can be used to detect retinal vessel features. In Section 3, we evaluate the effectiveness of the COSFIRE filters on manually and automatically segmented retinal images from the DRIVE and STARE data sets. In Section 4 we provide a discussion of some aspects of our approach and finally we draw conclusions in Section 5.

2. Method

A COSFIRE filter for the detection of local combinations of lines is conceptually simple and straightforward to implement: it requires the application of selected Gabor filters, blurring of their responses, shifting the blurred responses by specific, different vectors, and multiplying the shifted responses. The questions of which Gabor filters to use, how much to blur them and how far to shift them are answered in a filter configuration process in which a local pattern of interest that defines a keypoint is automatically analyzed. The configured COSFIRE filter can then detect the same and similar patterns.

2.1. Overview

In Fig. 1a we illustrate a typical vascular bifurcation encircled in a segmented retinal fundus image. We use this feature as a prototype bifurcation, which is shown enlarged in Fig. 1b, to automatically configure a COSFIRE filter that will respond to the same and similar bifurcations.

The three ellipses shown in Fig. 1b represent the dominant orientations in the neighborhood of the specified point of interest. We detect such orientations by Gabor filters. The central circle represents the overlapping support of a group of such filters. The response of a COSFIRE filter is computed by combining the responses of the concerned Gabor filters by a weighted geometric mean. The preferred orientations of these filters and the locations at which we take their responses are determined by automatically analyzing the local prototype pattern used for the configuration of the concerned COSFIRE filter. Consequently, the COSFIRE filter is selective for the presented local spatial arrangement of lines of specific orientations and widths. Taking the responses of Gabor filters at different locations around a point can be implemented by shifting the responses of these Gabor filters by different vectors before using them for the pixel-wise evaluation of a function which gives the COSFIRE filter output.

Such a design is inspired by electrophysiological evidence that some neurons in area V4 of visual cortex are selective for moderately complex stimuli, such as curvatures, that receive inputs from a group of orientation-selective cells in areas V1 and V2 (Pasupathy and Connor, 1999, 2001, 2002). Moreover, in a psychophysical experiment, Gheorghiu and Kingdom, 2009 show that curved contour parts are likely detected by a nonlinear operation that combines the responses of afferent orientation-selective filters by multiplication. Since a COSFIRE filter makes use of such multiplication, it produces a response only when all its afferent inputs from Gabor filters are stimulated; i.e. all constituent parts (in this case lines) of a vascular bifurcation are present.

In the following sections we explain the automatic configuration process of a COSFIRE filter that will be selective for the prototype bifurcation shown in Fig. 1b. The configuration process determines which responses of which Gabor filters in which locations need to be combined in order to obtain the output of the filter.

2.2. Detection of dominant orientations by 2D Gabor filters

We build the COSFIRE filter using as input the responses of 2D Gabor filters, which are known to serve as line and edge detectors.

1 The image used in this example is named 40_manual1.gif in the DRIVE data set (Staal et al., 2004).
We denote by \( h_{\lambda,\theta}(x, y) \) a Gabor function of preferred wavelength \( \lambda \) and orientation \( \theta \):

\[
h_{\lambda,\theta}(x, y) = \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right) \cos \left( 2\pi \frac{x}{\lambda} + \phi \right),
\]

where \( \sigma \) represents the aspect ratio that specifies the ellipticity of the support of the Gabor function, and \( \phi \) is the phase offset of the sinusoidal wave function. Here, we set \( \sigma = 0.5 \), as suggested by Petkov (1995), and we set the other parameters to \( \sigma = 0.31 \) and \( \phi = 0 \).

We denote by \( g_{\lambda,\theta}(x, y) \) the response\(^2\) of a symmetric Gabor filter to a given grayscale image \( I \):

\[
g_{\lambda,\theta}(x, y) = I * h_{\lambda,\theta}(x, y)
\]

The responses of a symmetrical \( (\phi = 0, \pi) \) and an antisymmetrical \( (\phi = \frac{\pi}{2}, \frac{3\pi}{2}) \) Gabor filter can be combined in a quadrature filter, commonly referred to as Gabor energy filter. Moreover, surround suppression can be applied as a post-processing step to Gabor (energy) filter responses to reduce responses to texture and improve the detection of object contours. For brevity of presentation we do not consider all these aspects of Gabor filters here and we refer to Petkov and Kruizinga (1997), Kruizinga and Petkov (1999), Grigorescu et al. (2002, 2003a,b), Petkov and Westenberg (2003) for technical details and to our online implementation.\(^3\)

We re-normalize all Gabor functions that we use in such a way that all positive values of such a function sum up to 1 while all negative values sum up to \(-1\). Among other things, this ensures that the response to a line of width \( w \) will be largest for a symmetrical filter of preferred wavelength \( \lambda = 2w \). It also ensures that the response to an image of constant intensity is 0. Without re-normalization, this is true only for antisymmetrical filters. For the specific application at hand, we use symmetrical Gabor functions \( (\phi = 0) \) as they respond best to line structures which makes them appropriate to detect the presence of vessels in retinal fundus images.

Fig. 2 illustrates the area of support of a symmetrical Gabor filter, that is selective for elongated line structures with a preferred vertical orientation and a preferred width of four pixels.

In our experiments, we apply a bank of Gabor filters with six wavelengths equidistantly spaced on a logarithmic scale \( \lambda \in \{2(2^i) | i = 0 \ldots 5\} \) and eight equidistant orientations \( \theta \in \{\frac{\pi}{8}i | i = 0 \ldots 7\} \) on segmented retinal fundus images of size \( 565 \times 848 \) pixels and of size \( 605 \times 700 \) pixels. In such images, the blood vessels have widths that vary from 1 to 7 pixels.

We threshold the responses of Gabor filters at a given fraction \( t_1 \) \((0 \leq t_1 \leq 1)\) of the maximum response of \( g_{\lambda,\theta}(x, y) \) across all combinations of values \((\lambda, \theta)\) used and all positions \((x, y)\) in the given image, and denote these thresholded responses by \( [g_{\lambda,\theta}(x, y)]_{t_1} \). The choice of the threshold value depends on the contrast of the input images. For the binary segmented images that we use, a threshold value of \( t_1 = 0.2 \) proves sufficient to eliminate responses achieved on the background while preserving responses to features of interest. Fig. 3a illustrates the maximum value superposition of the thresholded responses of the concerned bank of Gabor filters obtained for the vascular bifurcation shown in Fig. 1b.

2.3. Configuration of a COSFIRE filter

A COSFIRE filter uses as input the responses of a number of Gabor filters, each characterized by a pair of parameter values \((\lambda_i, \theta_i)\), around certain positions \((\rho_i, \phi_i)\) with respect to the center of the COSFIRE filter. A set of four parameter values \((\lambda_i, \theta_i, \rho_i, \phi_i)\) characterizes the properties of a contour part that is present in the specified area of interest \((\lambda/2)\) represents the width, \(\theta_i\) represents the orientation and \((\rho_i, \phi_i)\) represents the location in polar coordinates. In the following we explain how we obtain the parameter values of such contour parts around a given point of interest.

We consider the responses of the bank of Gabor filters along a circle of a given radius \( \rho \) around a point of interest \((x, y)\) that is specified by a user, Fig. 3. In each position along that circle, we take the maximum of all responses across the possible values of \((\lambda, \theta)\). The positions that have values greater than the corresponding values of the neighboring positions along an arc of angle \( \pi/8 \) are chosen as the points that characterize the dominant orientations.

---

\(^1\) We use \(*\) to denote convolution.

\(^2\) <http://matlabserver.cs.rug.nl>.
around the point of interest. We determine the polar coordinates \((\rho_i, \phi_i)\) for such point with respect to the center of the filter. For each such location \((\rho_i, \phi_i)\), we then consider all combinations of \((\lambda, \theta)\) for which the corresponding thresholded Gabor responses \(g_{\lambda}(x + \rho_i \cos \phi_i, y + \rho_i \sin \phi_i)\) are greater than a fraction \(t_2 = 0.75\) of the maximum of \(g_{\lambda}(x', y')\) across the different combinations of values \((\lambda, \theta)\) used and across all locations in the given image. The threshold parameter \(t_2\) implements a condition that the selected Gabor responses are significant and comparable to the strongest possible response. For each value \(\theta\) that satisfies this condition, we consider a single value of \(\lambda\), the one for which \(g_{\lambda}(x + \rho_i \cos \phi_i, y + \rho_i \sin \phi_i)\) is the maximum of all responses across all values of \(\lambda\). For each distinct pair of \((\lambda, \theta)\) and location \((\rho_i, \phi_i)\), we obtain a tuple \((\lambda, \theta, \rho_i, \phi_i)\). Multiple tuples can thus be formed for the same location \((\rho_i, \phi_i)\).

We denote by \(S_\theta = \{((\lambda, \theta, \rho_i, \phi_i)|i = 1 \ldots n_\theta\}\) the set of parameter value combinations, where \(n_\theta\) represents the number of contour parts which fulfill the above conditions. The subscript \(\theta\) stands for the prototype bifurcation. Every tuple in the set \(S_\theta\) specifies the parameters of some contour part in \(f\).

For the point of interest shown in Fig. 3a and two given values of the radius \(\rho (\rho \in \{0, 10\})\), the selection method described above results in the following set:

\[
S_\theta = \begin{cases} 
(4) & \lambda_1 = 8\sqrt{2}, \theta_1 = 5\pi/8, \rho_1 = 1, \phi_1 = 0, \\
(5) & \lambda_2 = 4\sqrt{2}, \theta_2 = 5\pi/8, \rho_2 = 10, \phi_2 = 0.3316, \\
(6) & \lambda_3 = 4, \theta_3 = \pi/4, \rho_3 = 10, \phi_3 = 2.4260, \\
(7) & \lambda_4 = 4, \theta_4 = 3\pi/8, \rho_4 = 10, \phi_4 = 2.4260, \\
(8) & \lambda_5 = 4\sqrt{2}, \theta_5 = 5\pi/8, \rho_5 = 10, \phi_5 = 3.7001, \\
(9) & \lambda_6 = 4\sqrt{2}, \theta_6 = 3\pi/4, \rho_6 = 10, \phi_6 = 3.7001.
\end{cases}
\]

The second tuple in the above set \(S_\theta\), \((\lambda_2 = 4\sqrt{2}, \theta_2 = 5\pi/8, \rho_2 = 10, \phi_2 = 0.3316)\), for instance, describes a contour part with a width of \(2\sqrt{2}/2 = 2.83\) pixels and an orientation of \(\theta_2 = 5\pi/8\) that can be detected by a Gabor filter with preferred wavelength of \(\lambda_2 = 4\sqrt{2}\) pixels and preferred orientation of \(\theta_2 = 5\pi/8\), at a position of \(\rho_2 = 10\) pixels to the north east, \(\phi_2 = 0.3316\), of the point of interest; this location is marked by the label ‘a’ in Fig. 3. This selection is the result of the presence of a diagonally oriented blood vessel to the north east from the center of the prototype bifurcation that is used for the configuration of the COSFIRE filter.

### 2.4. Blurring and shifting Gabor filter responses

The above analysis of the given prototype bifurcation \(f\) indicates that this pattern produces six strong responses \(g_{\lambda,\theta}(x,y)\) of Gabor filters with parameters \((\lambda, \theta)\) in the corresponding positions with polar coordinates \((\rho_i, \phi_i)\) with respect to the center of the COSFIRE filter. Next, we use these responses to compute the output of the COSFIRE filter. Since the concerned responses are in different positions \((\rho_i, \phi_i)\) with respect to the filter center, we first shift them appropriately so that they come together in the filter center. The COSFIRE filter output can then be evaluated as a pixel-wise multivariate function of the shifted Gabor filter responses.

Before these shift operations, we blur the Gabor filter responses in order to allow for some tolerance in the position of the respective contour parts. We define the blurring operation as the computation of maximum value of the weighted responses of a Gabor filter. For weighting we use a Gaussian function \(G_\sigma(x,y)\), the standard deviation \(\sigma\) of which is a linear function of the distance \(\rho\) from the center of the COSFIRE filter: \(\sigma = \sigma_0 + \alpha \rho\). Here we use \(\sigma_0 = 0.67\) and \(\alpha = 0.1\). The choice of the linear function that we use to determine the standard deviation \(\sigma\) of the blurring function is explained in Section 4.

Next, we shift the blurred responses of each selected Gabor filter \((\lambda, \theta)\) by a distance \(\rho\) in the direction opposite to \(\phi\). In polar coordinates, the shift vector is specified by \((\rho, \phi, \rho + \phi)\), while in cartesian coordinates it is \((\Delta x, \Delta y)\) where \(\Delta x = -\rho \cos \phi\) and \(\Delta y = -\rho \sin \phi\). We denote by \(s_{\lambda,\theta,\rho,\phi}(x,y)\) the blurred and shifted thresholded response of the Gabor filter that is specified by the \(i\)th tuple \((\lambda_i, \theta_i, \rho_i, \phi_i)\) in the set \(S_\theta\):

\[
s_{\lambda,\theta,\rho,\phi}(x,y) = \max_{\rho,\phi} \left|g_{\lambda,\theta}(x - \Delta x, y - \Delta y)\right|_{\rho,\phi} \leq t_3
g_{\lambda,\theta}(x', y')
\]

where \(-3\sigma < x', y' < 3\sigma\).

Fig. 4 illustrates the blurring and shifting operations for this COSFIRE filter, for an input pattern that is cropped from the central region of the image in Fig. 1a. For each tuple in the configured set \(S_\theta\), we first compute the thresholded responses of the corresponding Gabor filters and then we blur and shift these responses accordingly.

### 2.5. COSFIRE filter response

We define the response \(r_{\lambda,\theta}(x,y)\) of a COSFIRE filter as the weighted geometric mean of all the blurred and shifted thresholded responses of Gabor filters \(s_{\lambda,\theta,\rho,\phi}(x,y)\) that correspond to the properties of the contour parts described by set \(S_\theta\):

\[
r_{\lambda,\theta}(x,y) = \left(\prod_{i=1}^{n_\theta} s_{\lambda_i,\theta_i,\rho_i,\phi_i}(x,y)\right)^{1/n_\theta}
\]

where \(\theta\) stands for the maximum value of the given set of \(\rho\) values. We make this choice in order to achieve a maximum value \(\omega = 1\) of the weights in the center (for \(\rho = 0\)), and a minimum value \(\omega = 0.5\) in the periphery (for \(\rho = \rho_{\text{max}}\)).

Fig. 4 shows the output of a COSFIRE filter, which is defined as the weighted geometric mean of six blurred and shifted images from the thresholded responses of five Gabor filters. Here, the maximum response is reached in the center of the prototype bifurcation that was used to configure this COSFIRE filter and the other three local maxima points correspond to bifurcations that are similar to the prototype bifurcation.

### 2.6. Tolerance to rotation, scale and reflection

In the following we provide details on how we achieve tolerance to rotation, scale and reflection.

We achieve rotation and scale tolerance by manipulating the set of parameter values in \(S_\theta\), rather than by computing them from the responses to rotated and resized versions of the prototype pattern. Using the set \(S_\theta\) that defines the concerned filter, we form a new set \(\mathcal{R}_{\lambda,\theta}(S_\theta)\) as follows:

\[
\mathcal{R}_{\lambda,\theta}(S_\theta) = \{((\lambda, \theta, \rho, \phi), (\lambda, \theta, \rho, \phi)) \mid (\lambda, \theta, \rho, \phi) \in S_\theta\}
\]

For each tuple \((\lambda, \theta, \rho, \phi)\) in the original filter \(S_\theta\) that describes a certain local contour part, we provide a counterpart tuple \((\lambda, \theta, \rho, \phi, \psi)\) in the new set \(\mathcal{R}_{\lambda,\theta}(S_\theta)\). The preferred orientation of the concerned contour part and its polar angle position with respect to the center of the filter are offset by an angle \(\psi\) rel-
Fig. 4. (a) Part of the segmented retinal image shown in Fig. 1a. The enframed inlay images show (top) the enlarged bifurcation encircled in the given image and (bottom) the structure of the COSFIRE filter that is configured by this prototype bifurcation. This COSFIRE filter is trained to detect the local spatial arrangement of six contour parts. The ellipses illustrate the orientations and wavelengths of the selected Gabor filters, and the bright blobs are intensity maps of 2D Gaussian functions that are used to blur the responses of the corresponding Gabor filters. The blurred responses are then shifted by the corresponding vectors. (b) Each contour part of the prototype pattern is detected by a Gabor filter with a given preferred wavelength $\lambda_i$ and orientation $\theta_i$. Two of these parts ($i = 2, 5$) are detected by the same Gabor filter. (c) We then blur the thresholded response (here at $t_1 = 0.2$) of each concerned Gabor filter $g(x, y)$ and subsequently shift the resulting blurred image by a polar coordinate vector $(\rho_i, \phi_i)$ or $\pi$. (d) Finally, we obtain the output of the COSFIRE filter (here $t_3 = 0$) by computing the weighted geometric mean of all the blurred and shifted Gabor filter responses $s_i g(x, y)$. This COSFIRE filter gives local maximum responses in four points; the point with the strongest response corresponds to the prototype bifurcation and the other three points correspond to three bifurcations that are similar to the prototype bifurcation.
utive to the values of the corresponding parameters of the original tuple. Moreover, the width of the concerned contour part and its distance to the center of the filter are scaled by a factor \( v \) relative to the values of the corresponding parameters of the original tuple.

A rotation- and scale-tolerant response is then achieved by taking the maximum value of the responses of filters that are obtained with different values of the parameters \( \psi \) and \( v \):

\[
\hat{r}_{S_k}(x, y) = \max_{\psi, v \in \Omega} \{ r_{\psi, v}(x, y) \}
\]

where \( \Psi \) is a set of \( n_\psi \) equidistant orientations defined as \( \Psi = \{ \psi \mid 0 \leq i \leq n_\psi \} \) and \( \Omega \) is a set of \( v \) scale factors equidistant on a logarithmic scale defined as \( \Omega = (2^i) \). According to Eq. 6 a COSFIRE filter will produce the same response for local patterns that are versions of each other, obtained by rotation at discrete angles \( \psi \in \Psi \) and resizing by given scale factors \( v \in \Omega \). As to the response of the filter to patterns that are rotated at angles of intermediate values between those in \( \Psi \), it depends on the orientation selectivity of the filter that is influenced by the orientation bandwith of the involved Gabor filters and by the value of the parameter \( x \), mentioned above. For \( x = 0.1 \) that we use, \( n_\psi = 16 \) equidistant preferred orientations ensure sufficient response for any orientation of the local prototype pattern that is used to configure the COSFIRE filter.

As to reflection tolerance, we first form a new set \( S_j \) from the set \( S_k \) as follows:

\[
S_j = \{(\mathbf{\ell}_i, \pi - \theta_i, \rho_i, \phi_i) | (\mathbf{\ell}_i, \theta_i, \rho_i, \phi_i) \in S_k\}.
\]

The new filter, which is defined by the set \( S_j \), is selective for a reflected version of the prototype pattern \( f \) about the \( y \)-axis.

Finally, a combined rotation-, scale-, and reflection-tolerant response is computed as the maximum value of the rotation- and scale-tolerant responses of the filters \( S_j \) and \( S_k \) that are obtained with different values of the parameters \( \psi \) and \( v \):

\[
\hat{r}_{S_j}(x, y) = \max \{ \hat{r}_{S_k}(x, y), \hat{r}_{S_k}(x, y) \}
\]

3. Experimental results

We use the DRIVE (Staal et al., 2004) and the STARE (Hoover et al., 2000) data sets of retinal fundus images to evaluate the performance of the COSFIRE filters by quantifying their effectiveness in detecting vessel features.

3.1. Data sets and ground truth

The DRIVE data set, which was obtained from a screening programme of diabetic retinopathy in the Netherlands, comprises 40 color images each of size 565 \( \times \) 584 pixels. The STARE data set contains 20 retinal color images each of size 605 \( \times \) 700 pixels, ten of which are of patients with no pathology and the other ten contain pathology.

These data sets are mainly used for the evaluation of algorithms for segmentation of the vessel tree. For this reason, next to the original photographic images the data sets also include the corresponding manually segmented binary images. The ground truth\(^4\) data, which comprises the coordinates of bifurcations and crossovers of the manually segmented retinal images\(^5\) was defined by the authors of this paper.

Fig. 5a and b show the grayscale version of the color retinal image with filename 40_training.tif and its segmentation in blood vessels and background, respectively, which are both taken from the DRIVE data set (Staal et al., 2004). Fig. 5b contains 101 blood vessel features, shown encircled, which present Y- or T-form bifurcations or crossovers.

3.2. Configuration of COSFIRE filters

We configure COSFIRE filters in an iterative mode. In the first iteration, we use the prototype bifurcation \( f_1 \) illustrated in Fig. 1 to configure a COSFIRE filter denoted by \( S_{t_1} \) with three values of the radius parameter \( \rho \) (\( \rho \in \{0, 4, 10\} \)). Fig. 6f illustrates the structure of the filter \( S_{t_1} \).

We then apply filter \( S_{t_1} \) to the same training image and show the obtained results in Fig. 7. We set the value of its threshold parameter \( t_1(S_{t_1}) \) to a fraction that produces the largest number of correctly detected bifurcations and no false positives. For COSFIRE filter \( S_{t_1} \), this criterion is satisfied for \( t_1(S_{t_1}) = 0.39 \). The encircled regions\(^6\) are centered on the local maxima of the filter response and if two such regions overlap by more than 75%, only the one with the stronger response is shown.

Without provisions for rotation and scale tolerance (\( (\Psi = \{0\}, \Omega = \{0\}) \) COSFIRE filter \( S_{t_1} \) detects five vascular bifurcations, one of which is the prototype bifurcation that was used to configure this filter, Fig. 7a. When rotation tolerance is introduced (\( (\Psi = \{\pi i \mid i = 0...15\}, \Omega = \{0\}) \), the number of correctly detected bifurcations is increased to 38, Fig. 7b. With the addition of scale tolerance (\( (\Psi = \{\pi i \mid i = 0...15\}, \Omega = \{-1, 0, 1\}) \), filter \( S_{t_1} \) correctly detects 62 bifurcations, Fig. 7c. Finally, a total of 85 (out of 101) bifurcations are correctly detected when the filter is applied in rotation-, scale- and reflection-tolerant mode, Fig. 7d.

This high number of detected features illustrates the strong generalization capability of our approach because 84.1% of the features of interest are detected by a single COSFIRE filter. Notable is the fact that for the selected threshold \( t_1(S_{t_1}) = 0.39 \) the filter does not produce any false positive responses, which means that this result is achieved at precision of 100%. Fig. 7e–h show the features that are detected by the concerned COSFIRE filter rendered as enlarged and isolated patterns. Each gray dot indicates the location at which filter \( S_{t_1} \) achieves a local maximum response. Qualitatively, the indicated locations closely match the real branching points of interest.

In the second iteration of the training process, we randomly choose one of the bifurcations, which we denote by \( f_2 \), that has not been detected by filter \( S_{t_1} \) and use it to configure a second COSFIRE filter \( S_{t_2} \). With this second filter we detect 82 features of interest of which 70 coincide with the features detected by the first filter \( S_{t_1} \) and are newly detected features \( (t_2(S_{t_1}) = 0.21) \). Merging the responses of both filters results in the detection of 97 distinct bifurcations.

We repeat this procedure of configuring filters using features that have not been detected by the previously trained filters until all the vessel features in the training image are detected. In this case, a set of five filters that are configured by the prototype bifurcations shown in Fig. 6a–e proves sufficient to detect all 101 retinal features in the concerned training image. An important aspect of this training procedure is that the values of the threshold parameter \( t_3(S_{t_j}) \) are chosen in such a way to produce a recall of 100% and a precision of 100%\(^7\) for the training retinal image.

---

\(^4\) The ground truth data can be downloaded from the following website: http://www.cs.rug.nl/ imaging/databases/retina_database.

\(^5\) Named in DRIVE "_manual1.tif", and named in STARE "_ah.ppm.

\(^6\) The radius of the circle is the sum of the maximum value of the radial parameter \( \rho \) and blur radius used at this value of \( \rho \).

\(^7\) Recall is the percentage of true bifurcations or crossovers that are successfully detected. Precision is the percentage of correct bifurcations or crossovers from all local maximum filter responses that exceed the corresponding \( t_1 \) threshold values.
3.3. Performance evaluation

We evaluate the effectiveness of the above five COSFIRE filters, which were configured from bifurcations selected from a single retinal image, on the entire data set of 40 manually segmented retinal images taken from the DRIVE data set. For this data set and for the determined values of the threshold parameters \( t_3(S_{fi}) \) of the corresponding filters we achieve a total recall \( R \) of 97.38% and a total precision \( P \) of 95.75%. Changing the values of the corresponding parameters \( t_3(S_{fi}) \) yields different performance results: \( P \) increases and \( R \) decreases with increasing values of \( t_3(S_{fi}) \). For each COSFIRE filter we add to (or subtract from) the corresponding learned threshold value \( t_3(S_{fi}) \) the same offset value in steps of 0.01. With the referred five COSFIRE filters, the harmonic mean \( \frac{2PR}{P+R} \)
of the precision and recall reaches a maximum at a recall $R$ of 98.26% and a precision $P$ of 94.98% when each value of the threshold parameter $t_3(S_f)$ is offset by the same value of $-0.01$ from the corresponding learned threshold value, Fig. 8b.

### 3.4. Effects of the number of COSFIRE filters

In the above experiments we made no assumptions on the required number of COSFIRE filters. The performance results may, however, change with a different number of such filters. We consider this aspect and configure more COSFIRE filters as follows. First, we use the same training retinal image and apply to it the above set of five COSFIRE filters, but this time with the value of their respective threshold parameters $t_3(S_f)$ offset by $+0.1$. For this offset value the COSFIRE filters become more selective and achieve a recall of 81.19% at a precision of 100% for the training retinal image. Then, we use the iterative training procedure described above to configure more COSFIRE filters until all the features of interest are detected in the training retinal image. It turns out that by configuring another five COSFIRE filters, Fig. 6k–t, and applying them together with the first five filters to the concerned image we achieve a recall of 100% at a precision of 100%.

We evaluate the effectiveness of the set of 10 COSFIRE filters by executing 10 experiments on the same data set of 40 retinal images. In the first experiment we only apply the first COSFIRE filter $S_f$ and in the subsequent experiments we increment the number of COSFIRE filters one by one, in the same order that they are configured, Fig. 6. For each experiment we compute the maximum harmonic mean and show it in the plot in Fig. 8a. The maximum harmonic mean is achieved with only six COSFIRE filters for a recall of 97.81% at a precision of 96.60%, Fig. 8b. This point is achieved when the learned value of each threshold parameter $t_3(S_f)$ is offset by the same value of $+0.03$. In Fig. 8b we show the corresponding precision-recall plot for these six filters together with the one for five filters.

### 3.5. Effects of the training data

We achieve the above performance results by applying six COSFIRE filters that were configured by using bifurcations that we selected from a single retinal image. Here we test whether the training retinal image that we use has an effect on the performance of the COSFIRE filters. For this purpose we repeat the entire experimental procedure for another two training retinal images.
For the first of the two new experiments we use the training retinal image with filename 21_manual1.gif that we randomly choose from the DRIVE data set. In this case, we achieve a maximum harmonic mean for a recall of 98.46% and a precision of 96.66% for the entire data set of 40 images with only five COSFIRE filters. For the second experiment, in which we use the training retinal image with filename 38_manual1.gif, it turns out that the best performance is also achieved with five COSFIRE filters: recall of 97.36% at a precision of 97.57%.

Our conclusion is that the selection of the training retinal image does not effect the overall performance of the COSFIRE filters. Table 1 shows the comparable performance results that we achieve for the three experiments.

### 3.6. Evaluating the generalization ability of COSFIRE filters

We use the STARE data set to evaluate the generalization ability of the six COSFIRE filters that we configured above. We apply the concerned six filters and evaluate their performance by varying the originally learned corresponding threshold values $t_{S_i}(S_j)$ by given offsets.

For the 20 manually segmented retinal images of the STARE data set we reach a maximum harmonic mean at a recall of 97.83% and a precision of 95.64% when the threshold values $t_{S_i}(S_j)$ are offset by $+0.02$. For the same offset value of $+0.03$ which contributed to the maximum harmonic mean that we achieved for the DRIVE data set, we achieve a recall of 97.32% at a precision of 96.04% for the STARE data set.

We carry out further experiments on binary retinal images that are automatically segmented by a program. We use the state-of-the-art algorithm proposed by Soares et al. (2006) to automatically segment the fundus images of the DRIVE data set. We randomly select 10 binary images that are automatically segmented with the concerned algorithm and use them to evaluate the generalization ability of the same six COSFIRE filters. Fig. 9b illustrates an example of one vessel tree that is automatically extracted from the original retinal image shown in Fig. 9a. For these 10 images and for the same six COSFIRE filters we achieve a maximum harmonic mean at a recall of 97.02% and a precision of 96.53% when the threshold values $t_{S_i}(S_j)$ are also offset by a value of $+0.03$.

Similar to other algorithms, the automatic segmentation technique that we use suffers from insufficient robustness to preserve the connectedness of certain bifurcations. This problem is typically addressed by applying some morphological operations, such as closing. However, such enhancements do not consider the orientation of the involved contours before filling the gaps, and thus they usually introduce artefacts. Bifurcation detection approaches that are based on the skeleton of the vessel tree, such as the ones proposed in (Martinez-Perez et al., 2002; Chanwimaluang and Guoliang, 2003; Eunhwa and Kyungho, 2006; Bhuiyan et al., 2007; Ardzizzone et al., 2008; Aibinu et al., 2010; Calvo et al., 2011) fail to detect incomplete bifurcations. Here, we do not apply any post-processing techniques to the resulting binary image that is obtained by the concerned segmentation algorithm because the COSFIRE filters are robust to such incomplete bifurcations. This robustness is attributable to the tolerance that we allow in the position of the involved contour parts. Fig. 9c shows few examples of incomplete bifurcations that are nevertheless correctly detected by the COSFIRE filters.

The results that we achieve for the STARE images and for the automatically segmented DRIVE images are similar to the best results that we achieve on the DRIVE data set of manually segmented images. These results demonstrate the generalization ability of the six COSFIRE filters that we configured on a single manually segmented retinal image that we selected from the DRIVE data set.

### 4. Discussion

In our work we are concerned with the shape-recognition performance of the proposed COSFIRE approach and we choose to isolate this from low contrast effects that come with color/grayscale retinal images. We evaluate the performance of the COSFIRE filters that we use on manually segmented retinal images provided in the DRIVE (Staal et al., 2004) and in the STARE (Hoover et al., 2000) data sets but also on segmented retinal images that are automatically produced by the state-of-the-art algorithm that was introduced by Soares et al. (2006).

We showed that by using a single training retinal image we could configure a small set of COSFIRE filters, in this case six, and subsequently use them to effectively detect the vessel features in segmented retinal images. We demonstrated that the training retinal image that we randomly chose did not effect the performance of the resulting COSFIRE filters. We also showed that the COSFIRE filters have strong generalization ability as they achieved comparable performance across three data sets. As to the localization accuracy, we showed some qualitative results but did not compute it quantitatively because the ground truth was not provided by medical experts. Nevertheless, the precision and the localization accuracy can be improved by performing additional analysis of the features that are detected by the COSFIRE filters.

The performance results (harmonic mean of 97.20%; recall of 97.81% and precision of 96.60%) that we achieve on the manually segmented images of the DRIVE data set outperform the ones (harmonic mean of 96.83%; recall of 98.52% and precision of 95.19%) that we obtained with a preliminary method (Azzopardi and Petkov, 2011). Moreover, the results that we report are comparable to the ones obtained by other studies but they do not report results for the entire data sets of DRIVE and STARE. For instance, Bhuiyan et al. (2007) report a recall of 95.82% on a small data set of five retinal images only. Aibinu et al. (2010) report a total recall of 98.35% and a total precision of 95.22% on a small set of five retinal images taken from the STARE data set. Other studies (Ali et al., 1999; Shen et al., 2001; Martinez-Perez et al., 2002; Chanwimaluang and Guoliang, 2003; Tsai et al., 2004; Eunhwa and Kyungho, 2006; Ardzizzone et al., 2008; Calvo et al., 2011) that also investigated the detection of vessel features do not provide results on the DRIVE and on the STARE data sets.

In the iterative training process we start by randomly selecting a typical bifurcation to configure the first filter and in every subsequent iteration we configure a filter by a bifurcation that is randomly selected from the bifurcations that are not detected by the

---

8 The Matlab code of Soares et al. (2006) can be downloaded from [this link](http://sourceforge.net/apps/mediawiki/retinal/index.php?title=Software).

9 The segmented images that we use are produced from the color retinal images named: 02_test.tif, 04_test.tif, 07_test.tif, 09_test.tif, 10_test.tif, 12_test.tif, 13_test.tif, 16_test.tif, 18_test.tif, 19_test.tif.
The multivariate function that we use to combine the responses of Gabor filters is weighted geometric mean. In future work, we plan to experiment with other functions. The way we determine the standard deviation of the blurring function is inspired by neurophysiological evidence that the average diameter of receptive fields of V4 neurons increases with the eccentricity (Gattass et al., 1988).

The COSFIRE filters that we use differ from other bifurcation detection approaches in two main aspects. First, in comparison to skeleton-based approaches our method is more robust for the detection of incomplete junctions that are typically incorrectly produced by automatic segmentation algorithms. Skeleton-based approaches also involve some pre-processing techniques, such as morphological operations and skeletonization, which are not required by the COSFIRE approach. Second, the model-based approaches suggested in the literature (Ali et al., 1999; Shen et al., 2001; Tsai et al., 2004) design a fixed model with a priori knowledge and pre-define it in the implementation. This is also the case for skeleton-based approaches that use a pre-defined set of template kernels. On the contrary, a COSFIRE filter is trainable as it is configured with any local pattern that is specified by a user. Thus, the COSFIRE approach is more versatile and can be used to detect patterns other than bifurcations and crossovers.

In future work we will evaluate the COSFIRE filters on grayscale retinal images and we will extend this work to create a descriptor of certain properties, such as angle measurement, of the detected bifurcations. Another direction for future research is to extend this approach to 3D COSFIRE filters that can be applied, for instance, to tubular organ registration and bifurcation detection in X-ray computed tomography (CT) medical images.

5. Conclusions

We demonstrated that the trainable COSFIRE filters that we use are an effective means to automatically detect vascular bifurcations in manually and automatically segmented retinal fundus images. We achieve an average recall of 97.88% at an average precision of 96.94% on the DRIVE data set of 40 manually segmented retinal images, a recall of 97.32% at a precision of 96.04% on the STARE data set of 20 manually segmented retinal images, and a recall of 97.02% at a precision of 96.53% on 10 automatically segmented retinal images from the DRIVE data set.

\[\text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}\]
\[\text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}\]

Several Matlab scripts for the configuration and application of COSFIRE filters can be downloaded from http://matlabserver.cs.ru.nl/

\[\text{http://matlabserver.cs.ru.nl/RetinalVascularBifurcations} \]
The COSFIRE filters are versatile detectors of contour related features because they can be trained with any local contour prototype pattern and are subsequently able to detect patterns that are identical or similar to the prototype pattern. Furthermore, they are conceptually simple and easy to implement: the filter output is computed as the weighted geometric mean of blurred and shifted Gabor filter responses.
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