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ABSTRACT

In this paper, we investigate the correlation between design pattern application and software defects. In order to achieve this goal we conducted an empirical study on java open source games. More specifically, we examined several successful open source games, identified the number of defects, the debugging rate and performed design pattern related measurements. The results of the study suggest that the overall number of design pattern instances is not correlated to defect frequency and debugging effectiveness. However, specific design patterns appear to have a significant impact on the number of reported bugs and debugging rate.

Categories and Subject Descriptors
D.2.10 [Software Design]: Methodologies

General Terms
Design
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1. INTRODUCTION

In recent years, computer game design is a rapidly growing field of computer science [18]. Until the first half of the 90’s, game applications were written from scratch in Assembly language and game developers did not aim at creating reusable code [19]. Later on, the concept of code reuse was introduced as a major breakthrough in game development because games started becoming more complex and the process of their production was much more time consuming. In [2], it is suggested that game development companies have altered game lifecycle and their project management process. More specifically, it is suggested that due to the reduction of development time, games may be delivered to market with bugs. For this reason, software patches have become a common practice, which deals with debugging, i.e. repairing errors. In order for this problem to be tackled, frameworks and game engines have been produced. A framework is a collection of components that can be widely reused and be integrated with others components [20 and 22]. Usually frameworks implement mechanisms that are parts of many games (e.g. such as input management, file management (texture, models, audio etc), 3D rendering etc.). Game engines are programs that give developers the opportunity to design game levels, handle player and oppositional behaviour, by handling scripting languages and powerful GUIs. Consequently, if frameworks and game engines are “well-structured”, they can be maintained without marginal effort and be adapted so as to support a variety of game genres.

Design patterns are generic, reusable solutions to frequent problems in software design [6]. Patterns’ purpose is to capture design knowledge in a form that can be easily reused. According to [6], object-oriented design patterns usually present relationships and interplay between classes or objects. In [6] the authors imply that design pattern employment strengthens software maintenance, flexibility and makes future adoptions, an easy task. In contrast to that, many studies propose that design pattern applications do not end up being beneficial as far as software quality is concerned [11]. Currently there are two approaches on the term of game design patterns, i.e. the use of patterns on game mechanics and the use of object-oriented design patterns in game programming.

In this paper, we examine the relationships among (1) design pattern application, (2) game defect frequency and (3) game debugging efficiency. In section 2, we present a review of the current state of the research on game development and design patterns. In section 3, we deal with the methodology of our study. In section 4, we present our results and in section 5, we discuss the research questions of our study. Finally, sections 6 and 7 supply a discussion about threats to validity, future research plans and conclusions.
2. BACKGROUND INFORMATION

In this section, we present the results from a literature review focused on the effect of object-oriented design patterns to software quality attributes. In [11] the authors gathered and presented information on every GoF design pattern and several high level quality attributes, by conducting a survey on a group of professional software engineers. Additionally, in [16 and 23], professional software engineers participated in experiments in order to evaluate how several design patterns like abstract factory, composite, decorator, observer and visitor affect quality attributes such as maintainability, understandability and stability. Although the results show that design patterns are usually the best solution for common design problems, their application must be in accordance with the discretion of each software designer. In [7] the authors discuss how the application of patterns affects the system’s change proneness and report their conclusions. In [9] the usability of abstract factory pattern in API design was investigated and the results were validated by professional programmers who participated in a controlled experiment.

Moreover, the maintainability and understandability of the visitor pattern is discussed by the author of [10]. In [17], the authors performed a case study on java open source software in order to explore the reusability and the modularity of the GoF design patterns. The results show that the reusability of code is adversely affected by patterns such as bridge, flyweight, interpreter, mediator, memento, singleton, state and visitor whereas patterns such as singleton, bridge, flyweight, memento and state lag with respect to modularity. In [8] the authors discusses the stability of four structural patterns by thoroughly examining and qualitatively evaluating their class diagrams. In [24], the author investigates how the application of patterns such as abstract factory, decorator, observer, singleton and template method affects the defect frequency of systems. The results indicate that the application of abstract factory and template method decrease the system defect frequency, while extended use of the observer pattern tends to have adverse effects. Additionally, the article examines whether the combination of patterns affects the stability of a system. In [4], authors utilize a formal approach in order to study the testability of mediator, observer and visitor pattern. The maintainability of the proxy design pattern is investigated in [13] through a case study on open source software, whereas in [25] the author investigates design patterns’ understandability and the negative effects of their removal in industrial software.

Regarding computer game development, two studies [1 and 15] attempted to investigate how the application of object-oriented design patterns affects the quality of the derivative software. More specifically, in [1], the authors analyzed existing systems and examined how the application of patterns affects the game structure and maintainability. The analysis indicated that using patterns improves attributes such as complexity and coupling of the game and cohesion of the code, although affecting the project’s size by increasing its lines of code. In [15], the authors attempted to create a pattern-based game and suggested that using design patterns is an optimal solution to achieve decoupling and abstractions in a game. Authors in [14] describe how mechanisms of virtual reality systems can be implemented in game development. Finally, in [5] the authors report that in large project development like computer games, difficulties appear in the collaboration among staff with different expertise. The study suggests that patterns should be used as a tool in order to deal with these difficulties effectively and efficiently.

3. METHODOLOGY

According to the authors of [26], three major empirical investigation approaches exist, surveys, case studies and experiments. Considering the nature, the subject of our research and the plethora of available open-source projects we believe that a case study is the most suitable for our research needs.

In this section of the paper we describe the methodology of our case study. The case study of our research was based on the guidelines described in [12]. According to [12] the steps for conducting a case study include:

(a) Define hypothesis
(b) Select projects
(c) Method of comparison selection
(d) Minimization of confounding factors
(e) Planning the case study
(f) Monitoring the case study and
(g) Analyze and report the results

The hypotheses, i.e. step (a), are defined in section 3.1. Steps (b) and (d) which deal with project selection protocol and minimizing confounding factors are presented in section 3.2, accompanied with step (e). The methods used in analyzing the data, i.e. step (c), is presented in section 3.3, step (f) as it is described in [12] is discussed in section 6. Finally, concerning step (g), we report the results on section 4 and discuss them in section 5.

3.1 Research Questions

In this section of the paper we state the research questions that are investigated in our study.

RQ1: Is design pattern usage related to number of defects in java open source games?

RQ2: Is design pattern usage related to successful debugging activities in java open source games?

3.2 Case Study Plan

According to [3], in order to produce a solid methodology for an empirical validation method, a study plan should be thoroughly designed. In this case study the plan involved a five step procedure:

1. identify a number of projects that fulfill certain selection criteria in the domain of computer games
2. perform pattern detection for every selected project (the detected patterns are Abstract Factory, Singleton, Composite, Adapter, Observer, State, Strategy, Template Method, Decorator, Prototype and Proxy).
3. perform bug tracking analysis for every selected project in order to identify the number of bugs open and bugs fixed
4. tabulate results
5. analyze data with respect to the research questions

From the available OSS games we have selected projects that fulfilled the following criteria:

1. software written in java, due to limitations of a pattern detection tool [21]
2. software that provides binary code, due to limitations of the pattern detection tool
3. software that had more than 10 reported bugs for each of its releases

A possible confounding factor of this study is that both design pattern use intensity and defect frequency are correlated to the size of the software. So, larger programs are expected to have more bugs and more pattern instances. Thus, results which
suggest that design pattern instances are positively correlated to number of defects should be cautiously adopted. Additionally, another factor that should be considered during the interpretation of the results is the degree of pattern knowledge of open-source game developers. It is believed that more experienced developers are more probable to use more complex patterns and less experienced developers to use rather simpler, such as State, Strategy, and Adapter. Additionally, we believe that more experienced developers are more probable to write bug-free code.

3.3 Data Analysis Methods
The resulted dataset after design pattern detection and bug tracking analysis included only numerical data. However, some techniques that were employed during data analysis need categorical or binary variables. Thus, certain data transformations have taken place. On the completion of the pre-processing phase each project was characterized by 64 variables:

1. name
2. version
3. defect frequency (bugs open)
4. bugs fixed
5. debugging efficiency (i.e. bugs fixed divided by bugs opened)
6. number of classes
7. three variables for each pattern (number of pattern instances, count of classes that participate in the pattern, i.e. pattern participants, percentage of project classes that participate in every instance of the pattern). That is 33 variables
8. two categorical variables for each pattern. That is 22 variables
9. overall pattern participants percentage. That is the number of classes’ percent of project classes that are employed in at least one pattern
10. two categorical variables for characterizing the project according to the total number of pattern participating classes.

The analysis phase of our study has employed statistical methods, such as descriptive statistics, independent sample t-tests and boxplots. The statistical analysis and the two-step clustering have been performed with SPSS©.

4. RESULTS
Our dataset consists of ninety seven (97) java open source games of various size, defect frequency, bug fixing efficiency and design pattern use intensity. The descriptive measurements that outline our dataset are presented in Table 1 (minimum, maximum, mean value and standard deviation).

<table>
<thead>
<tr>
<th>Variable</th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>std. dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>bugs opened</td>
<td>10</td>
<td>253</td>
<td>59.82</td>
<td>48.20</td>
</tr>
<tr>
<td>bugs fixed</td>
<td>3</td>
<td>228</td>
<td>59.76</td>
<td>44.49</td>
</tr>
<tr>
<td>bugs fixed / bugs opened</td>
<td>0.15</td>
<td>3.26</td>
<td>1.10</td>
<td>0.572</td>
</tr>
<tr>
<td>number of classes</td>
<td>37</td>
<td>1964</td>
<td>909.38</td>
<td>464.42</td>
</tr>
<tr>
<td>overall pattern participants</td>
<td>12.46%</td>
<td>50.51%</td>
<td>30.74%</td>
<td>6.99</td>
</tr>
<tr>
<td>factory instances</td>
<td>0</td>
<td>24</td>
<td>4.95</td>
<td>4.73</td>
</tr>
<tr>
<td>factory participants</td>
<td>0</td>
<td>136</td>
<td>19.44</td>
<td>28.14</td>
</tr>
<tr>
<td>factory participants in %</td>
<td>0.00%</td>
<td>6.95%</td>
<td>1.53%</td>
<td>1.63%</td>
</tr>
</tbody>
</table>

Additionally, we performed Pearson 𝑥² tests, so as to investigate the correlation between dependent variables (i.e. defect frequency and debugging efficiency) and the numerical independent variables (i.e. pattern instances, pattern participants in classes, and percentage of project classes that participate in every instance of the pattern). The statistically significant results are presented in Table 2.

In order to visualize the impact of each independent variable on the dependent variables we created boxplots on the most important correlations. The boxplots are presented in Figures 1 – 11. In a boxplot the bold line inside the box represent the mean value of the dependent variable (y-axis) in the corresponding value of the grouping-independent variable (x-axis). Additionally, the box covers 50% of the cases. The rest 50% of the cases are divided into two equal groups (25% each) that are represented by the lines starting from the top and the bottom of the box. Finally, outliers, when they exist, are represented by circles outside the boxes.
Table 2. Descriptive Statistics of Dataset

<table>
<thead>
<tr>
<th>Variable</th>
<th>test</th>
<th>bugs opened</th>
<th>debugging efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factory instances</td>
<td>pearson correlation</td>
<td>-0.367**</td>
<td>0.011</td>
</tr>
<tr>
<td>Factory participants</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.918</td>
</tr>
<tr>
<td>Factory percentage</td>
<td>pearson correlation</td>
<td>-0.270**</td>
<td>-0.037</td>
</tr>
<tr>
<td>Singleton participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.008</td>
<td>0.721</td>
</tr>
<tr>
<td>Singleton instances</td>
<td>pearson correlation</td>
<td>-0.293**</td>
<td>0.039</td>
</tr>
<tr>
<td>Singleton participants</td>
<td>sig. (2-tailed)</td>
<td>0.004</td>
<td>0.705</td>
</tr>
<tr>
<td>Composite instances</td>
<td>pearson correlation</td>
<td>-0.524**</td>
<td>0.045</td>
</tr>
<tr>
<td>Composite participants</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.663</td>
</tr>
<tr>
<td>Composite participation pct</td>
<td>pearson correlation</td>
<td>-0.234*</td>
<td>-0.106</td>
</tr>
<tr>
<td>Composite participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.021</td>
<td>0.304</td>
</tr>
<tr>
<td>Observer instances</td>
<td>pearson correlation</td>
<td>-0.397**</td>
<td>0.185</td>
</tr>
<tr>
<td>Observer participants</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.070</td>
</tr>
<tr>
<td>Observer participation pct</td>
<td>pearson correlation</td>
<td>-0.259*</td>
<td>0.163</td>
</tr>
<tr>
<td>Observer participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.010</td>
<td>0.111</td>
</tr>
<tr>
<td>Observer participation pct</td>
<td>pearson correlation</td>
<td>-0.338**</td>
<td>0.219*</td>
</tr>
<tr>
<td>Observer participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.001</td>
<td>0.032</td>
</tr>
<tr>
<td>State/Strategy instances</td>
<td>pearson correlation</td>
<td>-0.355**</td>
<td>0.173</td>
</tr>
<tr>
<td>State/Strategy instances</td>
<td>sig. (2-tailed)</td>
<td>0.001</td>
<td>0.091</td>
</tr>
<tr>
<td>Template participants</td>
<td>pearson correlation</td>
<td>0.253*</td>
<td>0.014</td>
</tr>
<tr>
<td>Template participants</td>
<td>sig. (2-tailed)</td>
<td>0.012</td>
<td>0.891</td>
</tr>
<tr>
<td>Template participation pct</td>
<td>pearson correlation</td>
<td>0.511**</td>
<td>-0.014</td>
</tr>
<tr>
<td>Template participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.892</td>
</tr>
<tr>
<td>Decorator participation pct</td>
<td>pearson correlation</td>
<td>0.191</td>
<td>-0.212*</td>
</tr>
<tr>
<td>Decorator participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.060</td>
<td>0.037</td>
</tr>
<tr>
<td>Prototype participants</td>
<td>pearson correlation</td>
<td>-0.205*</td>
<td>-0.103</td>
</tr>
<tr>
<td>Prototype participants</td>
<td>sig. (2-tailed)</td>
<td>0.044</td>
<td>0.315</td>
</tr>
<tr>
<td>Prototype participation pct</td>
<td>pearson correlation</td>
<td>-0.242*</td>
<td>-0.038</td>
</tr>
<tr>
<td>Prototype participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.017</td>
<td>0.710</td>
</tr>
<tr>
<td>Proxy instances</td>
<td>pearson correlation</td>
<td>-0.448**</td>
<td>0.193</td>
</tr>
<tr>
<td>Proxy instances</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.058</td>
</tr>
<tr>
<td>Proxy participants</td>
<td>pearson correlation</td>
<td>-0.427**</td>
<td>0.140</td>
</tr>
<tr>
<td>Proxy participants</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.173</td>
</tr>
<tr>
<td>Proxy participation pct</td>
<td>pearson correlation</td>
<td>-0.365**</td>
<td>0.132</td>
</tr>
<tr>
<td>Proxy participation pct</td>
<td>sig. (2-tailed)</td>
<td>0.000</td>
<td>0.198</td>
</tr>
</tbody>
</table>

Figure 1. Boxplot on Defect Frequency and Factory Pattern Usage

Figure 2. Boxplot on Debugging and Singleton Pattern Usage

Figure 3. Boxplot on Defect Frequency and Composite Pattern Usage
Figure 4. Boxplot on Defect Frequency and Adapter Pattern Usage

Figure 5. Boxplot on Debugging and Adapter Pattern Usage

Figure 6. Boxplot on Defect Frequency and Observer Pattern Usage

Figure 7. Boxplot on Debugging and Observer Pattern Usage

Figure 8. Boxplot on Defect Frequency and Template Pattern Usage

Figure 9. Boxplot on Debugging and Decorator Pattern Usage
Finally, in order to explore if there is a statistically significant difference in the debugging efficiency among different pattern application intensity we performed several independent sample t-tests. The most important findings are reported in Table 3.

Table 3. Difference in Mean Values of Debugging Efficiency among Patterns and their Application Intensity

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Application Intensity</th>
<th>diff</th>
<th>sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factory</td>
<td>Partial Use – Average Use</td>
<td>-0.441</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Partial Use – Fair Use</td>
<td>-0.366</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Limited Use – Fair Use</td>
<td>-0.374</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Limited Use – Extensive Use</td>
<td>0.294</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Average Use – Fair Use</td>
<td>-0.484</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Average Use – Extensive Use</td>
<td>0.184</td>
<td>0.00</td>
</tr>
<tr>
<td>Singleton</td>
<td>Partial Use – Extensive Use</td>
<td>0.428</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Fair Use – Extensive Use</td>
<td>0.403</td>
<td>0.01</td>
</tr>
<tr>
<td>Adapter</td>
<td>Limited Use – Extensive Use</td>
<td>-0.560</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Average Use – Extensive Use</td>
<td>-0.444</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Fair Use – Extensive Use</td>
<td>-0.412</td>
<td>0.05</td>
</tr>
<tr>
<td>Prototype</td>
<td>Limited Use – Average Use</td>
<td>-0.365</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Partial Use – Average Use</td>
<td>-0.262</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Partial Use – Fair Use</td>
<td>-0.121</td>
<td>0.01</td>
</tr>
<tr>
<td>Proxy</td>
<td>Partial Use – Average Use</td>
<td>-0.262</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Partial Use – Fair Use</td>
<td>-0.121</td>
<td>0.01</td>
</tr>
</tbody>
</table>

5. DISCUSSION

This section of the paper discusses the findings of our study concerning the research questions stated in section 3.1.

5.1 Design Patterns and Defect Frequency

The empirical results of our study indicate that design pattern application frequency is related to a significant extent to the defect frequency of computer games. The fact that the overall number of pattern instances and the overall number of classes that participate in patterns is not significantly correlated to the number of defects (\( \text{sig}_{\text{instances}} = 0.06 \) and \( \text{sig}_{\text{participants}} = 0.35 \)), suggests that there are certain characteristics of specific design patterns, which influence defect frequency.

More specifically, Abstract Factory, Singleton, Composite, Observer, State, Strategy, Prototype and Proxy have been indicated as patterns that are negatively correlated to defect frequency. Thus, it appears that as the number of instances of such patterns increases the number of open bugs in a project decreases.

On the other hand, the simplicity of Factory, Singleton, Proxy, State and Strategy seems to help developers avoid implementation defects.

On the contrary, the extended use of the Adapter pattern might insert defects in the system, because of the code that is being reused. Firstly, often the developers of the system are not familiar with the piece of code that they are adapting and secondly, the defects of the adapted code are added to the defects of the target system. Similarly, Template Method might produce errors that derive from the pattern’s structure, i.e. the deep inheritance tree it involves.

5.2 Design Patterns and Bug Fixing

Similarly to the correlation of total number of open bugs, the bug fixing rate is not correlated to the total number of pattern instances and participants (\( \text{sig}_{\text{instances}} = 0.86 \) and \( \text{sig}_{\text{participants}} = 0.15 \)). However, there are some patterns that appear to have an effect on bug fixing rate. More specifically, Singleton, Adapter, Observer and Decorator appear to be statistically significantly correlated to debugging rate.

Singleton pattern appear to be negatively correlated to debugging efficiency, i.e. as the number of singleton instances increase, the rate of bug fixing decreases. The use of a singleton pattern is
similar to global variables, in the sense that the instance returned by the singleton pattern is accessible from many objects and changes to singleton are expected to have large impact on the system. Therefore, debugging a system that involves many singleton pattern instances is expected to be more complicated and hence difficult to manage.

Additionally, the extensive use of adapter pattern instances appears to hamper bug fixing activities. The most obvious explanation of this phenomenon is that the developers are not fully aware of the code that they are reusing and therefore bug fixing on such code fragments is harder. Moreover, the Decorator pattern was found to be negatively correlated to debugging efficiency. This result may occur because the call graph of a decorator pattern structure is difficult to understand and maintain. On the other hand, using the observer pattern enhances the debugging procedure, since it provides a well structured way of managing with interaction among application layers, such as user interfaces, game controls and game logic. Such interactions are expected to be quite complex without the existence of the pattern, since the discrimination of layers increase system’s modularity. Therefore, the higher the number of classes that participate in the observer is, the higher the debugging efficiency.

6. THREATS TO VALIDITY
This section deals with presenting the threats to the validity of our work. In any empirical study there are several threats to validity if one attempts to generalize the results outside the scope of the study. In our study, the results cannot be generalized to all 23 GoF patterns, but only to the 11 that we have examined. Additionally, the results cannot be straightforwardly valid for closed source software, for games written in programming languages other than Java and for open-source domains, other than games.

7. CONCLUSIONS – FUTURE WORK
This work aimed at identifying possible correlations between the application rate of design patterns, the defect frequency and the debugging efficiency in open-source games. For this reason we conducted a case study on 97 open-source Java games. The results of our study suggested that several design patterns are correlated to the number of bugs that are reported in Java open source games, while others are correlated to the rate of bug fixing activities. For instance, the Adapter pattern is indicated as a pattern that has negative effect on both defect frequency and debugging efficiency. A possible intuitive explanation of this result is that adapter is most commonly used in code reuse activities. More specifically, when reusing code a developer might not have a full understanding of the code that he is reusing. Thus, he has problems in fixing bugs in a piece of code that he is not fully aware of. Simultaneously, possible bugs of reused parts are added in open bugs of the target system. On the other hand, an increased amount of Observer pattern instances lead to a decrease in the bugs that are open in an open source game and accelerate the debugging procedure. A possible explanation on this is that developers who are using the Observer pattern are experienced on design activities, and therefore less error prone. Additionally, observer clearly demarcates the modules of the game and therefore debugging activities are enhanced.

It is not clear however, whether the use of design patterns is the root-cause of the defect detection and removal performance of Java open source games. It might be the case that the use of design patterns is related to other critical project characteristics, such as community level of experience, project vivacity etc. Such issue is subject of further investigation.

Future research plans include the replication of the case study on a greater variety of projects, across different domains. Such an attempt will provide deeper understanding on whether the results of this study are game related or not. Additionally, the type of defects is going to be assessed and their severity is going to be correlated to patterns as well.
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