Using narratives and numbers in performance prediction: Attitudes, confidence, and validity
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Abstract
In a preregistered prediction-task experiment, we investigated the effect of narrative versus quantified information on decision-maker perceptions, confidence, predictor weighting, and predictive accuracy when making performance predictions. We also investigated the effect of who quantifies information (the decision maker or someone else). As expected, we found higher perceived informativeness and use intentions for narrative than quantified information. Information presented narratively was also weighted somewhat more heavily than quantified information. Using quantitative information quantified by decision makers themselves yielded higher perceived autonomy and use intentions than quantitative information quantified by someone else. However, no differences in prediction confidence were found and self- and other-produced quantifications received identical weight. Moreover, unexpectedly, differences in weighting did not translate to differences in predictive accuracy.
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Practitioner points
• Several authors suggested that narrative information is perceived as richer, and hence, is more influential in judgments and predictions, than quantitative information.
• Additionally, quantified information was suggested to be more influential when the decision-makers quantify information themselves.
• We found that narrative information was perceived as more informative, yielded higher use intentions, and was weighted somewhat more heavily than quantified information. We also found higher perceived autonomy and use intentions for self-quantified, than for other-quantified information, but no differences in assigned weight.
• Notably, we found no differences in confidence or predictive accuracy.
• Since we did not find the expected effects on predictive accuracy, the implications for selection practice remain unclear.
1 | INTRODUCTION

Predictions of future performance and behavior are the core of hiring and admission decisions. Usually, these predictions are made using several sources of information such as test scores, resumes, cover letters, and interviews. Traditionally, the field of performance prediction has focused on investigating relations between quantitative or quantified ratings derived from assessment instruments and future performance (Van Iddekinge & Ployhart, 2008), typically using correlations and multiple regression analyses. However, information derived from some commonly used instruments, such as cover letters and interviews, is often not formally quantified in practice (Highhouse, 2008), but observed and interpreted in qualitative or narrative form. Moreover, even when information derived from assessment instruments is quantified, optimal statistical models are usually not used to make decisions in practice (Kuncel, 2008; Ryan & Sackett, 1987; Slaughter & Kausel, 2013). Instead, information is combined holistically, without applying weights explicitly, optimally, or consistently (Dawes, 1979; Highhouse & Kostek, 2013; Karelaia & Hogarth, 2008; Yu, 2018). Therefore, typical validity studies may not accurately reflect the validity of these types of instruments when used in practice (Kuncel et al., 2013; Slaughter & Kausel, 2013).

2 | NARRATIVES AND NUMBERS

Information can be presented quantitatively (as numeric scores or ratings, such as test scores or interview ratings) or qualitatively (in behavior, words or images, such as responses to interview questions or written personal statements). Narrative information is qualitative information in the form of a story about oneself (first-person; Beach, 2010) or about someone else (third-person; Winterbottom et al., 2008).

It has been suggested that information presented in narrative form is perceived as richer in information than quantitative information (Kuncel, 2018). This could explain the generally high face validity of instruments with narrative characteristics (e.g., interviews), compared to instruments that generally yield quantitative outcomes (e.g., cognitive ability tests, Anderson et al., 2010; Niessen et al., 2017). Quantification is seen as dehumanizing (Dawes, 1979) and reductionistic, removing relevant information that reflects the context and the uniqueness of an individual (Boswell et al., 2003; Longoni et al., 2019; Meehl, 1954; Newman et al., 2020). Therefore, we expect that narrative information is perceived as more informative for making predictions of future performance than quantified information. Moreover, this perceived richness elicits “sense-making” (Dana et al., 2013; Pennington & Hastie, 1992); narratives allow the construction of a coherent story about a person, which makes human judges more confident in their predictions about those persons (Kahneman, 2011; Slaughter & Kausel, 2013). Consequently, we expect that decision makers are more inclined to use narrative information than quantified information, both in terms of use intentions in prediction procedures, and in terms of weight given to information when making holistic predictions (Kuncel, 2018). When we refer to “weight” in holistic predictions, we mean weight from a Brunswikian Lens model perspective (Brunswik, 1956): the relative importance or impact of certain information on performance predictions.

Research on patient decision-making (Winterbottom et al., 2008) and the acceptance of general conclusions (Allen & Preiss, 1997) showed mixed findings on the effect of narrative versus quantitative information. However, when it comes to making individual decisions rather than conclusions about general principles, it seems that information presented in narrative form was more influential than quantitative information, especially when narratives were written in the first-person (Winterbottom et al., 2008). Such first-person narratives are common in performance prediction, for example in hiring interviews, cover letters, and personal statements. Moreover, in a study on predicting finishing times of marathon runners, Sanfey and Hastie (1998) found differences in how information was weighted depending on presentation format of all provided information (textual vs. tabular or graphical), demonstrating that these format differences can indeed affect how information is weighted.

However, although it has been suggested and theorized (Kuncel, 2018, p. 476), we were unable to identify empirical evidence that supports overweighting of narrative information in the context of performance prediction. Therefore, the first aim of this study was to investigate if presenting information in narrative or quantified form affects decision makers’ perceptions of the information presented, their confidence, and the way they use information. We have the following expectations:

Information presented in narrative form will (a) be perceived as more informative, (b) result in higher prediction confidence, (c) yield higher use intentions, and (d) will be weighted more heavily, than information presented in quantified form when making holistic predictions.

3 | QUANTIFICATION AND “QUANTIFIERS”

If using information in quantitative form indeed has benefits, narrative indicators of performance would have to be quantified first. It has also been argued that the influence of quantified information depends on who does the quantifying, and hence, processes the narrative information (Kausel et al., 2016). Kahneman (2011, p. 225) asserted that quantified information is more influential when the decision maker is the one who quantifies narrative information. For this reason, Kuncel (2018, p. 476) recommends that those involved in data combination should not be involved in data collection (e.g., quantifying), to mitigate overweighing quantified narrative information that is perceived as having a “rich” basis. However, we were unable to find direct empirical studies that provide support for this recommendation. Therefore, a second aim of this study was to investigate whether the person who quantifies narrative information (the decision maker or someone else), affects decision-maker perceptions and how they weight information.

The recommended separation of data collection and data combination likely hurts the perceived autonomy of decision makers (i.e.,
perceived control over an outcome), because the decision maker has no control over how the narrative information was processed and quantified (Dalal & Bonaccio, 2010). Perceived autonomy is considered a central human need (Deci & Ryan, 1991), and prior studies have found that it was related to use intentions of performance prediction procedures (Dipboye & Jackson, 1999; Dipboye, 1997; Nolan & Highhouse, 2014). The advice-taking literature suggests that reduced autonomy, and thus, control over the judgment process could result in lower use intentions. This occurs because of a lack of insight in how another person interpreted the information when quantifying it, which reduces confidence in the validity of the quantified information (Yaniv & Kleinberger, 2000; Yaniv, 2004). Indeed, several studies show that people have more confidence in, and rely more on, their own judgment than the judgments of others (Bonaccio & Dalal, 2006; Yaniv, 2004). Consequently, we expect that decision makers are more inclined to use quantified information when they quantified it themselves, both in terms of use intentions for prediction procedures, and in terms of weight given to information when making predictions. We have the following hypotheses:

Self-produced quantifications will yield (a) more perceived autonomy, (b) higher prediction confidence, (c) higher use intentions, and (d) will be weighted more heavily, than other-produced quantifications when making holistic predictions.

4 | NONVALID INFORMATION AND PREDICTIVE ACCURACY

Decision makers concerned with performance prediction usually have access to both valid and nonvalid information regarding the performance prediction at hand (e.g., Highhouse, 1997). This is not problematic when information is combined based on mechanical, data-based methods such as regression models, which is the default approach in academic research on the predictive validity of predictors and procedures. Regression models are excellent at ignoring nonvalid information by assigning small weights, so the only disadvantage is inefficiency caused by collecting redundant information. In contrast, access to nonvalid information is problematic when information is combined holistically, because human decision makers are unable to ignore nonvalid information (Kemmelmeier, 2004). This results in overweighting non- or less valid information, which “dilutes” the valid information and hurts predictive accuracy (Hall et al., 2007; Nisbett et al., 1981). From a Brunswikian Lens model perspective (Brunswik, 1956), this would result in a mismatch between how decision makers weight the information (subjects model) versus how the information should be weighted to yield accurate predictions (ecological model), resulting in low validity of decision makers’ predictions.

Importantly, the most valid indicators of performance, such as scores on standardized ability tests and assessment center ratings, tend to be quantitative in nature, while indicators that are typically observed and used in narrative form, such as unstructured hiring interviews, cover letters, and personal statements, tend to have substantially lower validity (Sackett et al., 2017; Schmidt & Hunter, 1998). Therefore, if narrative information indeed has more influence on judgments and decisions, as hypothesized above, nonvalid information presented in narrative form would be expected to “dilute” other, more valid information to a larger extent than quantitative information. Similarly, if information quantified by decision makers themselves receives more weight than information quantified by someone else, larger dilution effects would be expected for self-quantified than for other-quantified information.

Two studies (Dana et al., 2013; Kausel et al., 2016) directly investigated the effect of adding nonvalid information to valid information on predictive accuracy in the context of human performance prediction, both using the unstructured interview as the less valid (e.g., Huffcutt et al., 2014) additional predictor. In Dana et al. (2013), decision makers observed interviews in narrative form; while in Kausel et al. (2016) they received information on the interview as quantitative ratings made by someone else. Both found evidence of reduced predictive accuracy, and Kausel et al. (2016) demonstrated that reduced predictive accuracy was related to overweighting the interview ratings and underweighting valid information (dilution). Thus, both studies demonstrated that predictive accuracy suffered as a result of adding less valid information to valid information, when that additional information was presented in narrative form or numeric form quantified by others. Nevertheless, little research has been conducted on factors that influence the weighting of information in performance predictions, despite calls for more studies on decision making and information utilization on performance predictions (Kuncel, 2018; Neumann et al., 2021). Furthermore, these studies do not allow for a comparison in terms of the extent of negative effects on predictive accuracy, because of the different designs and analytical approaches used. Therefore, we investigate the differences depending on information format (narrative vs. quantified) and quantification source (decision maker vs. someone else) on predictive accuracy. We have the following hypotheses:

When less valid information is presented in addition to valid information...

(a) Presenting information in narrative form will result in lower predictive accuracy, compared to presenting information in quantified form.

(b) Using self-produced quantifications will result in lower predictive accuracy, compared to other-produced quantifications.

5 | PRESENT STUDY

The preregistration protocol is available on OSF. Personal statements of applicants to an undergraduate psychology program were used as the focal stimulus material. To investigate the effect of information format (narrative vs. quantified) and quantification source (decision maker vs. someone else) on decision-maker perceptions, information weighting, and accuracy, we used a within-subjects design in which participants predicted academic success of 10 applicants, using their personal statements in the form of (1) narratives, (2) self-produced
quantifications, and (3) quantifications produced by someone else (other-produced quantifications). Additionally, a planned exploratory mediation analysis is conducted to investigate relations between information format and quantification source, and perceived informativeness, autonomy, confidence, and use intentions.

It is not possible to use self-produced quantifications to make predictions without first being exposed to the personal statements in narrative form. To ensure that the self-produced quantifications (and not the statements in narrative form) would be the most salient basis of participants’ predictions, we asked participants to provide ratings of 10 personal statements about one week before participating in the prediction tasks, assuming that this time lag is long enough to prevent remembering the exact narrative content of the statements. Those ratings were presented to participants as the self-produced quantifications in the focal part of the experiment.

To be able to investigate information weighting, other predictors than the personal statements had to be included in the prediction task. We chose to include high school GPA and an admission test score. These are valid predictors of academic success, allowing for an investigation of dilution, and commonly used, making the prediction task representative for selection decisions in practice.

6 | METHOD

6.1 | Participants

Based on a power analysis (see the preregistration), we planned to collect responses of at least \( n = 65 \) usable participants, so the responses to the attention checks were inspected during data collection. Because the number of required usable participants was not met before the predetermined deadline (see the preregistration protocol), we extended the data collection by one week to meet the minimum number of participants. In total, 87 participants completed both parts of the study, of whom 19 did not pass at least one of the attention checks in one of the parts of the study (see Supporting Information S1 for details). These participants were excluded from the dataset. The final sample size was \( n = 68 \). A sensitivity analysis showed that, as intended, this resulted in small to moderate detectable minimum effect sizes with statistical significance (\( n^2_p = 0.05 \) for omnibus tests and \( d = 0.43 \) for contrasts, when correlations between the measures are conservatively set to zero). Since all participants made 10 predictions in each condition, \( k = 680 \) predictions per condition were collected. All participants were 1st year Psychology students and had the Dutch nationality. Their mean age was 19 (SD = 1.73), and 93% was female.

6.2 | Stimulus material and criterion variables

The material used in the prediction task included high school GPA, scores on an admission test, and the personal statement of 192 students who applied to and were accepted for the psychology undergraduate program in 2014. High school GPA was the mean grade obtained in high school and the admission test was an exam about introductory psychology material. Both were shown using the Dutch grading scale (1–10, with 10 being the highest grade) and were good predictors of academic achievement (Niessen et al., 2018). The personal statement was about 250 words in length and was meant to demonstrate motivation for the program. Identifiable information such as names and addresses were omitted to ensure anonymity of the applicants. In addition, ratings of personal statements made by the participants approximately one week before performing the prediction tasks were used as the self-produced quantifications, and ratings of the personal statements made by participants in a prior study among similar participants, using the same question, were used as the other-produced quantifications.

First year GPA and dropout were obtained from the university administration to evaluate predictive accuracy. First year GPA was the mean grade across all 1st year courses, and dropout was recorded as a binary variable.

6.3 | Procedure and design

Participants were informed that the study consists of two parts and signed up for both parts at the same time. In part I, participants were asked to rate personal statements of 10 applicants to a psychology undergraduate program. This task was conducted online. The applicants were distributed randomly among participants. Before providing ratings, they were informed that they would use these ratings again in part II of the study to make predictions about the applicants’ academic performance. They also learned that they could earn up to 5 euros depending on their performance in part II. Attentive responding was checked using two attention checks (see the preregistration protocol). The median time between participating in part I and part II was 6 days.

Part II of the study was conducted in a lab space at the university and utilized a within-subjects design with three conditions. Participants were informed that they would make predictions of 10 applicants’ academic performance in each condition, and (again) that they could earn up to 5 euros depending on their predictive performance in the study (see the OSF project page for examples of the prediction task and the reward scheme). In each condition, participants were presented with the applicants’ high school GPA, admission test score, and personal statement information that varied in format across conditions. Participants were told that high school GPA and the admission test score were good predictors of academic performance, and that the personal statement was a poor predictor of academic performance. They were asked to predict each applicant’s 1st year GPA, and whether the applicant would drop out in the 1st year. They also indicated how confident they were about each prediction. To provide a common frame of reference, mean, minimum and maximum scores for high school GPA and the admission test scores were presented on the screen, as was the mean, minimum, and maximum 1st year GPA and the percentage of students who drop out in the 1st year.

In the narrative condition, participants were presented with each applicant’s personal statement. They were first asked to rate it (without seeing the admission test score and high school GPA), using the same
scale as in part I, before making their predictions. In the self-produced quantification condition, participants were presented with the same applicants whose personal statements they rated in part I (when they only saw and rated the personal statement). They were presented with the rating they provided in part I, but not with an applicant’s personal statement in narrative form. In the other-produced quantification condition, they were presented with ratings provided by others. The order of conditions was randomized and participants saw unique applicants in each condition.

After making all predictions in a single condition, participants completed questions about their perceived autonomy, the informativeness, and use intentions of the information they could use to make their predictions. After completing all conditions, they ranked the three types of information in terms of preference to use for future admission decisions. The median time it took to complete the study was 13 min for part I and 42 min for part II. Attentive responding for part II was checked using two attention checks after study was 13 min for part I and 42 min for part II. Attentive responding for part II was checked using two attention checks after general instructions and one attention check after presenting the instructions in each condition (see the preregistration protocol for details). All materials were presented in Dutch.

6.4 | Measures

6.4.1 | Personal statement ratings

In part I and in the narrative condition in part II, participants rated the personal statements of each applicant they judged based on the following question: How do you rate the motivation of this applicant to study psychology at the University of Groningen? Ratings were provided on a seven-point scale, from not motivated at all to very motivated.

6.4.2 | Predicted academic performance

For each applicant, participants were asked: Based on the information provided, what do you think this applicant’s first year GPA will be? The response was given on the Dutch grading scale (1 to 10, with increments of 1 decimal point). They were also asked: Based on the information provided, do you think this applicant will drop out in the first year? (Yes, No).

6.4.3 | Prediction confidence

Participants were asked to indicate their confidence in each prediction they made. For this purpose, the GPA predictions were dichotomized as being higher or lower than 6. This grade was chosen because it is the minimum passing grade (69% of the applicants had a GPA of 6 or higher). Depending on their prediction, participants answered the following question: You predicted a GPA of (6 or higher/ lower than 6) for this applicant. How confident are you that this applicant will obtain a GPA of (6 or higher/lower than 6)? Depending on their prediction of dropout, they also answered: You predicted that this applicant will/will not drop out in the first year. How confident are you that this applicant will/will not drop out? Both questions were answered using a slider ranging from 50% to 100%.

6.4.4 | Informativeness

After each condition, participants indicated their perceived informativeness of the information they could use, using a two-item scale based on Dana et al. (2013): I am able to infer a lot about this person given the information provided and I got information that was valuable in making predictions. Responses were provided on a five-point scale (strongly disagree–strongly agree). Across conditions, the scale yielded a reliability of $\bar{\alpha} = .63$.

6.4.5 | Perceived autonomy

After each condition, participants indicated how much autonomy they perceived when making their predictions using a six-item scale adapted from Nolan and Highhouse (2014). An example item is: The information I could use to make my predictions gave me a sense of control. Responses were provided on a five-point scale (strongly disagree–strongly agree). Across conditions, the scale yielded a reliability of $\bar{\alpha} = .72$.

6.4.6 | Use intentions

After each condition, participants indicated if they would use the information they just used to make future admission decisions, using a three-item scale based on Nolan and Highhouse (2014). An example item is I would choose to use this information to make future admissions decisions. Responses were provided on a five-point scale (strongly disagree–strongly agree). Across conditions, the scale yielded a reliability of $\bar{\alpha} = .74$. As a measure of use intentions based on joint evaluation (Hsee et al., 1999) participants also ranked the information they received in the three conditions in order of preference for use in future admission decisions, after completing all conditions.

6.5 | Analyses

Means of respondents’ confidence were computed across the 10 cases judged in each condition. These means were used in repeated measures (RM) ANOVAs, and planned contrasts (H1b, 2b) were conducted when a significant difference was found in the omnibus test. RM-ANOVAs and planned contrasts were also used to investigate differences in informativeness, autonomy, and use intentions (H1a, 2a, 1c, and 2c). Differences in preference rankings (H1c, 2c) were analyzed using a Friedman test, and follow-up tests were conducted using Wilcoxon’s signed-rank tests.

To investigate if information format and quantification source (H1d, 2d) affected the weight assigned to the personal statements,
the weighting policies of participants were analyzed by creating judgmental bootstrapping models (Armstrong, 2001, also referred to as "models of man," e.g., Goldberg, 1970) using multiple and logistic regression and relative weights analysis. One model per condition was created using all 680 predictions made by participants as the dependent variable and the three predictors as independent variables. For the relative weights analyses we used the relaimpo package in R (Grömping, 2006) for GPA predictions and the code for logistic regression models provided by Tonidandel and LeBreton (2015) for dropout predictions. Differences were not formally tested for statistical significance, but were interpreted based on differences in relative weights.

To test differences in predictive accuracy (H3a, 3b), correlations were computed between predicted GPA and actual GPA, and predicted dropout and actual dropout, in each condition. The differences were tested for statistical significance using the test for dependent correlations with different variables (Steiger, 1980) using the psych R package (Revelle, 2019). To compare participants’ predictive accuracy to optimal predictions, multiple (logistic) regression analyses were performed for each condition.

Finally, we explored relations between information format and quantification source and perceived informativeness, autonomy, confidence, and use intentions based on correlations and mediation analysis using the MEMORE macro for mediation and moderation analysis in within-subjects designs (Montoya & Hayes, 2017).

## 7 | RESULTS

Table 1 shows that the randomized distribution of stimulus cases resulted in very similar distributions of scores and ratings and similar predictive validities for the criterion measures. High school GPA was a good predictor of both criteria, with \( r = .47 \) for GPA and \( r = -.24 \) for dropout. The admission test score was also a good predictor, with \( r = .41 \) for GPA and \( r = -.28 \) for dropout. The quantitative ratings of the personal statements had more variable but consistently low to near-zero predictive validity, with \( r = .06 \) for GPA and \( r = .03 \) for dropout.

### 7.1 | Perceptions

Descriptive statistics for perceived informativeness, autonomy, confidence, and use intentions are shown in Supporting Information S2. Checking the assumptions for RM-ANOVA showed no serious violations of the normality assumption. For the informativeness and autonomy scales, one substantial outlier was detected (extreme standardized score and residual accompanied by a high Cook’s distance in one of the conditions). All analyses were repeated with the outlier excluded and the results were virtually identical. Therefore, results on the full sample are reported (results with the outlier removed are available on the OSF project page).

### 7.1.1 | Informativeness

Figure 1 shows that personal statements in narrative form were perceived as most informative and quantifications provided by others were perceived as least informative. The omnibus test of an RM-ANOVA indeed showed significant differences in perceived informativeness between the conditions (\( F_{2,134} = 18.81, p < .001, \eta^2_p = 0.22 \)). A planned contrast comparing the narrative personal statements to both quantified forms showed a moderate difference (\( t_{134} = 5.48, p < .001, d = 0.52 \)), providing support for H1a.

### 7.1.2 | Autonomy

Figure 1 shows that participants perceived most autonomy when they used personal statements in narrative form, and least autonomy when they used quantifications provided by others. Significant differences in perceived autonomy between the conditions were found (\( F_{2,134} = 25.25, p < .001, \eta^2_p = 0.27 \)). A planned contrast showed a moderate difference in autonomy perceptions between the self-produced quantifications and the other-produced quantifications (\( t_{134} = 5.13, p < .001, d = 0.48 \)), providing support for H2a.

---

**Table 1** Descriptive statistics and predictive validity of the stimulus material in each condition

<table>
<thead>
<tr>
<th>Variable</th>
<th>Condition</th>
<th>Self-produced quantifications</th>
<th>Other-produced quantifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>High school GPA</td>
<td>M</td>
<td>6.61</td>
<td>6.63</td>
</tr>
<tr>
<td>SD</td>
<td>0.45</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>r GPA</td>
<td>0.49</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>r dropout</td>
<td>-0.24</td>
<td>-0.24</td>
<td></td>
</tr>
<tr>
<td>Admission test score</td>
<td>M</td>
<td>6.31</td>
<td>6.49</td>
</tr>
<tr>
<td>SD</td>
<td>1.77</td>
<td>1.79</td>
<td></td>
</tr>
<tr>
<td>r GPA</td>
<td>0.41</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>r dropout</td>
<td>-0.29</td>
<td>-0.28</td>
<td></td>
</tr>
<tr>
<td>Personal statement rating</td>
<td>M</td>
<td>5.35</td>
<td>5.36</td>
</tr>
<tr>
<td>SD</td>
<td>1.14</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>r GPA</td>
<td>0.11</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>r dropout</td>
<td>-0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>First year GPA</td>
<td>M</td>
<td>6.35</td>
<td>6.29</td>
</tr>
<tr>
<td>SD</td>
<td>1.09</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>Proportion dropped out</td>
<td>0.11</td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>
7.1.3 | Confidence

Participants reported the highest confidence when they used their own quantifications for both criterion measures (see Figure 1). For predicting GPA, the omnibus test showed no significant differences in confidence between conditions \(F(2, 134) = 1.72, p = .18, n^2_p = 0.03\), so no planned contrast tests were conducted. For predicting dropout, the omnibus test did show significant differences in confidence between the conditions \(F(2, 134) = 5.03, p = .01, n^2_p = 0.07\). Small differences in confidence were found between using narrative personal statements and quantifications \(t(134) = -3.09, p = .003, d = -0.32\), but in the opposite direction as expected. No statistically significant differences in confidence between predictions made using the self-produced quantifications or other-produced quantifications were found \(t(134) = 0.72, p = .47, d = 0.08\). Therefore, H1b and H2b were not supported.

7.2 | Use intentions

Figure 1 shows that participants reported the highest use intentions when they used personal statements in narrative form, and lowest use intentions when they used quantifications provided by others. Mauchly’s test indicated a violation of the sphericity assumption \(\chi^2(2) = 0.88, p = .92\), so the Greenhouse-Geiser correction was applied. The omnibus test showed significant differences in use intentions between the conditions \(F(1.79, 119.95) = 16.53, p < .001, \ n^2_p = 0.13\).
Moderate differences in use intentions were found between narrative and quantified information ($t_{134} = 4.49, p < .001, d = 0.53$), and between self-produced quantifications and other-produced quantifications ($t_{134} = 3.59, p < .001, d = 0.43$), both in the expected direction.

Figure 1 also shows the results for the joint-evaluation preferences rankings. Most participants preferred to use personal statements in narrative form for future decisions and ranked using quantifications made by others last. A Friedman test showed significant differences in mean ranks between conditions ($X^2(2) = 70.97, p < .001, w = .52$). Follow-up Wilcoxon’s signed ranks test showed a moderate difference between using narrative personal statements and self-produced quantifications ($z = 5.19, p < .001, r = .45$), a large difference between narrative personal statements and other-produced quantifications ($z = 6.62, p < .001, r = .57$), and a moderate difference between the self-produced quantifications and the other-produced quantifications ($z = 4.52, p < .001, r = .39$). The findings based on separate and joint evaluation both provide support for H1c and H2c.

### 7.3 Correlations and exploratory mediation models

In addition to testing the hypotheses, we explored relations between perceptions of informativeness and autonomy, confidence, and use intentions. Generally, we would expect positive relations between all variables. All correlations are presented in Table 2. No substantial differences in correlations were observed between conditions (see Supporting Information S3), so they were averaged across conditions. Remarkably, confidence showed no relation with informativeness or autonomy. Also, we found no or a small negative relation between confidence and use intentions.

We also explored mediation. We intended to explore the serial indirect effect of information format (narrative or quantified) on use intentions, through perceived informativeness, via confidence, and the serial indirect effect of quantification source (decision maker vs. someone else) on use intentions, through perceived autonomy, via confidence. However, since we did not find the expected relations between confidence and any of the other variables, these models were not likely to show good fit. Therefore, we dropped confidence as a mediator in our models. Instead, we explored a model in which the effect of information format on use intentions was mediated by informativeness, and a model in which the effect of quantification source on use intentions was mediated by autonomy.

As demonstrated in Figure 2, the first model suggests that information format (narrative or quantified) had a direct effect on perceived informativeness, which had a direct effect on use intentions. The indirect effect accounted for 40% of the total effect (see Preacher & Kelley, 2011) and the bootstrapped 95% confidence interval around the indirect effect coefficient does not include zero (see Supporting Information S4). This suggests that perceived informativeness partially mediates the effect of information format on use intentions; narrative information is perceived as more informative, which in turn, is related to higher use intentions.

Furthermore, the second model suggests that quantification source (decision maker vs. someone else) had a direct effect on perceived autonomy, which in turn had a direct effect on use intentions (see Figure 3). Forty-two percent of the total effect was accounted for by this indirect effect and its 95% confidence interval excluded zero (see Supporting Information S5), suggesting at least partial mediation of the relation between quantification source and use intentions through perceived autonomy.

### 7.4 Judgmental bootstrapping models and relative weights

Linear models regressing participants’ prediction on the three predictor variables showed very good fit. For predicted GPA, these models resulted in $R = .89$ in the narrative condition, $R = .90$ in the self-produced quantification condition, and $R = .90$ in the other-produced quantification condition. For predicted dropout, the models resulted in pseudo $R^2$'s of $R_p^2 = .55$ in the narrative condition, $R_p^2 = .51$ in the self-produced quantification condition, and $R_p^2 = .42$ in the other-produced quantification condition. These results show that participants weighted the predictors quite consistently, with some but small differences between conditions for predicting dropout.

Figure 4 shows the relative weights as assigned to each predictor by participants in each condition, and the relative weights as assigned based on an optimal prediction model. These results support the expectation that narrative information would be weighted more heavily compared to information presented in

---

**Table 2** Correlations between perceptions of informativeness and autonomy, confidence, and use intentions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Informativeness</th>
<th>Autonomy</th>
<th>Confidence (GPA)</th>
<th>Confidence (dropout)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomy</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence (GPA)</td>
<td>−0.06</td>
<td>−0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence (dropout)</td>
<td>−0.07</td>
<td>−0.03</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Use intentions</td>
<td>0.63</td>
<td>0.18</td>
<td>−0.04</td>
<td>−0.14</td>
</tr>
</tbody>
</table>

Note: Averaged across conditions using Fisher’s z transformation.
quantified form (H1d), most notably when predicting dropout. For predicting GPA, the personal statements received little weight in all conditions, but were weighted twice as heavily when presented in narrative form (4%), compared to quantified form (2% in both quantification conditions). For predicting dropout, the personal statement was weighted more heavily and the difference was larger, with 17% in the narrative condition and 6% in both quantification conditions. However, the relative weights
were identical in the self-produced and other-produced quantification conditions for predicting GPA and dropout, providing no support for the expectation that self-produced quantifications would be weighted more heavily than other-produced quantifications (H2d).

Figure 4 also shows that, compared to optimal weights, participants overweighted the personal statements, most notably when predicting dropout based on narrative and self-produced quantitative information. Participants also overweighted the admission test score and underweighted high school GPA. However, the latter is unlikely to affect predictive accuracy substantially due to their comparable predictive validities and high intercorrelation.

7.5 Predictive accuracy

Correlations between the predictions of academic success made in each condition and the actual outcome measures are shown in Tables 3 and 4. When checking the assumptions, several outliers with extreme standardized residuals were detected in each condition for the GPA predictions. Therefore, the analyses were conducted with and without outliers. More details on the analyses with outliers excluded are in Supporting Information S6.

For GPA, the correlations were higher when participants were presented with quantifications of the personal statements, compared to seeing the statements in narrative form. The differences in correlations between the narrative condition and the self-produced quantification condition ($z = -1.11$, $p = .13$, $r_{\text{diff}} = -.05$) or the other-produced quantification condition ($z = -1.22$, $p = .11$, $r_{\text{diff}} = -.06$) were not statistically significant based on the entire data set. However, repeating the analyses without outliers resulted in larger and statistically significant differences ($z = -2.52$, $p = .01$, $r_{\text{diff}} = -.11$ and $z = -2.05$, $p = .02$, $r_{\text{diff}} = -.09$, respectively). For predicting dropout (Table 4), the differences in correlations between the narrative condition and the self-produced quantification condition ($z = 0.52$, $p = .30$, $r_{\text{diff}} = .03$) and the other-produced quantification condition ($z = -0.02$, $p = .49$, $r_{\text{diff}} = -.01$) were not statistically significant and very small or not in the expected direction. Therefore, most of these findings do not support the hypothesis that providing information in narrative form results in lower predictive accuracy compared to providing information in quantified form (H3a).

Similarly, the differences between the correlations obtained in the self-produced and the other-produced quantification conditions were very small and not statistically significant in the complete sample ($z = -0.12$, $p = .45$, $r_{\text{diff}} = -.01$ for GPA, and $z = -0.54$, $p = .30$, $r_{\text{diff}} = -.03$ for dropout), although they were in the expected direction. Results were similar when outliers were discarded (see Supporting Information S6). These findings do not provide support for the hypothesis that predictions made using quantifications provided by others would result in higher predictive validity than predictions made using self-produced quantifications (H3b).

Comparing the predictive accuracy of participants' predictions to optimal model predictions (Tables 3 and 4) shows that predictions made by participants were substantially less accurate than those based on regression models. Furthermore, the predictability based on an optimal linear model varied somewhat between conditions, due to random sampling of the stimulus cases. When using the complete data set, the narrative condition had the highest predictability based on an optimal linear model. These differences in predictability could be an explanation for the small differences detected between predictive accuracy in the different conditions. Comparisons between predictive accuracy based on regression models and participants' predictive accuracy, using the complete sample and when outliers are removed, do suggest that the difference in predictive

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>Predictive accuracy obtained in each condition for predicting GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition</strong></td>
<td><strong>Complete data set</strong></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Narrative</td>
<td>0.38</td>
</tr>
<tr>
<td>Self-produced quantifications</td>
<td>0.43</td>
</tr>
<tr>
<td>Other-produced quantifications</td>
<td>0.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Predictive accuracy obtained in each condition for predicting dropout</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition</strong></td>
<td><strong>R</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Participants</strong></td>
</tr>
<tr>
<td>Narrative</td>
<td>0.22</td>
</tr>
<tr>
<td>Self-produced quantifications</td>
<td>0.19</td>
</tr>
<tr>
<td>Other-produced quantifications</td>
<td>0.22</td>
</tr>
</tbody>
</table>
accuracy between optimal models and participants’ predictions were largest when statements were presented in narrative form.

7.6 | Additional analyses

In addition to correlational analyses, we also analyzed predictive accuracy by computing the mean absolute percentage errors (MAPE) for the GPA predictions and the number of correct dropout predictions in each condition. All differences between conditions were small and not statistically significant (see Supporting Information S7).

8 | DISCUSSION

The aim of this study was to investigate if the nature (narrative or quantified) and source of the quantification (the decision maker or someone else) affected the weights assigned to information in performance predictions, predictive accuracy, and decision-maker perceptions and attitudes. In line with expectations (Kahneman, 2011; Kuncel, 2018), participants indeed perceived information as more informative when personal statements were presented in narrative form than when quantitative ratings based on the same information were presented, and reported higher use intentions as a result. Participants also weighted the personal statements higher in making predictions when they were presented in narrative form.

However, surprisingly, we found little evidence that these higher weights attenuated predictive accuracy; we found no evidence for this when predicting dropout, and for predicting GPA we only found the expected differences when outliers were excluded, but not in the entire sample. When results differ depending on outlier exclusion, deciding what results to trust more is difficult. Because the outlying data were apparently not erroneous, we are reluctant to mainly rely on the data with outliers excluded and believe that interpreting the results as inconclusive is most appropriate.

A possible explanation for the absence of clear effects on predictive accuracy could be that, even when the weight assigned to the personal statements was higher when they were presented in narrative form, it was still quite low, especially for predictions of GPA. This could be because asking participants to rate the statements in the narrative condition before making their predictions made the task, or participants’ approach to the task, more structured than would be the case without being asked to rate the statement first. This rating step could also have changed the way participants perceived the narrative information, even though they were presented with the personal statement in narrative form when making their predictions.

Another possible explanation is the information provided to participants, stating that the personal statement was a poor predictor, and the other two predictors were good predictors of academic achievement. Providing participants with this information resulted in a stringent performance predictions, predictive accuracy, and decision-making sensemaking; that narratives allow decision makers to construct coherent stories, which should increase confidence (Dana et al., 2013). Perhaps informing participants that personal statements have poor validity influenced their behavior more than we anticipated.

Another possible explanation is that not only the weight assigned to the predictors varied between conditions, but also how consistently participants did that. Consistency in weighting is positively related to prediction accuracy (Karelaia & Hogarth, 2008). For predicting dropout, consistency was indeed highest when participants saw the statement in narrative form. However, for predicting GPA, the differences were negligible, so it seems unlikely that consistency differences fully explain these unexpected findings. Moreover, we do not have an explanation for why consistency differences would have occurred.

As expected, participants reported higher perceived autonomy when they used their own versus others’ quantifications of personal statements to make predictions, but no evidence was found for higher confidence. Nevertheless, use intentions were higher for self-produced quantifications. However, the weights assigned to self-produced and other-produced quantifications were identical, and, in line with that finding, no predictive accuracy differences were found. The findings thus lack support for the hypothesis that self-produced quantifications would be weighted more heavily and would subsequently reduce predictive accuracy. These findings do not support the recommendation that those involved in information combination should not be involved in data collection (Kuncel, 2018).

8.1 | Strengths and limitations

We used a prediction task using stimulus material from a real selection context. To ensure a representative design (Brunswik, 1956), we asked participants to make predictions not only based on the stimuli of interest, but also other valid and commonly used predictors, and using random samples of 192 different applicants. Furthermore, two different criteria were used, one continuous and one binary. Using stimulus material and criterion measures from the context of college admissions ensured that the undergraduate participants were familiar with both the predictors and the outcome measures they were asked to predict, as is representative for hiring and admissions decisions in practice. Nevertheless, conducting a similar study with industrial-organizational psychologists, HR-practitioners, or hiring managers, using stimulus material that is representative of the prediction tasks they engage in, would be very valuable. Our sample was also heavily dominated by female participants, even more so than would be expected based on the population from which participants were sampled.

Another limitation is that we only tested our hypotheses using a within-subjects design. A between-subjects design could yield
different results, because a within-subjects design allows joint or relative evaluation, while a between-subjects design requires separate evaluation, which is often more difficult (Highhouse et al., 2017; Hsee et al., 1999). However, the comparative or joint mode is likely most representative for situations in which decisions on the adoption of selection practices are made in practice (Hsee & Zhang, 2004), which is a benefit when investigating measures such as use intentions (Nolan et al., 2020).

Moreover, it would be valuable to collect more judgments per decision maker in future research, to allow building stable judgmental bootstrapping models on the individual level, rather than on the group level.

To investigate validity and how participants weighted the predictors, we had to ask participants to provide quantitative ratings of the statements in the narrative condition. Consequently, even though participants processed the information in narrative form when making their predictions, they also knew their own quantitative rating. Producing this quantitative rating could have influenced their predictions and is not fully representative of how narrative information is typically used in practice. This limitation is unavoidable given the data needed to investigate our hypotheses.

We also used just one type of predictor that was varied in terms of format and source. Using other commonly used instruments such as (unstructured) interviews or individual assessment reports, which often contain both quantitative scores and narrative descriptions (e.g., Morris et al., 2015) could yield different results. For example, especially unstructured interviews have been hypothesized to allow "crafting the narrative" toward a coherent story by asking questions that confirm existing theories about the applicant (Dana et al., 2013). Additionally, we did not fully cross information format with information source. Using different predictors would also allow including a condition where the original, raw information is processed by some other than the decision maker and their interpretation is presented in narrative form (e.g., a narrative assessment report written by someone else).

8.2 | Conclusion, implications and future research

It should be noted that, while the hypothesized attenuating effect of narrative or self-produced quantitative information on predictive accuracy was not detected, including narrative or self-produced quantifications also did not seem to have positive effects on predictive accuracy, despite being perceived as more informative and yielding higher use intentions. In addition, for narrative compared to quantified information, the results on weights assigned to the predictors demonstrate the potential for attenuating effects on accuracy due to overweighting less valid information, even when that effect was not significantly present in this study. Overall, the jury is still out on whether, when and how information format affects information utilization and predictive accuracy. Therefore, no specific practical recommendations on what information format or quantification source to use can be provided at this point.

In general, the effect of information format on utilization and predictive accuracy is a relevant topic for future research (Kuncel, 2018). In this study, we focused on the possible detrimental effects of certain formats on predictive accuracy through overweighting predictively nonvalid, but face valid information. However, it would be interesting to investigate if certain presentation formats or collection sources could enhance the utilization of predictively valid but less face valid predictors, such as scores on standardized tests (see Zhang et al., 2019). For example, perhaps decision makers are more likely to utilize scores on standardized tests or assessment center ratings when they were involved in their administration, selection, or design.
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ENDNOTES

1Defining dilution as the underutilization of valid information in the presence of nonvalid information is somewhat controversial. Originally, the dilution effect was studied as the effect of nonvalid information on the extremity of judgments and predictions (Kemmelmeier, 2004; Nisbett et al., 1981; Troutman & Shanteau, 1977), and the definition of the dilution effect often formally includes this effect on the extremity; it is the extremity of judgments and predictions that is diluted (e.g., Highhouse et al., 2021, this issue). Later studies (Dana et al., 2013; Hall et al., 2007; Kauel et al., 2016; Waller & Zimbelman, 2003) also investigated the effect of access to nonvalid information on predictive accuracy, expecting that access to nonvalid information would reduce the utilization of valid information, resulting in reduced predictive accuracy. Some referred to this effect as dilution as well. However, whether the latter should be labeled a dilution effect is a matter of dispute (e.g., Dalal et al., 2020; Highhouse et al., 2021, this issue). We propose that the dilution effect should be defined as a weakening of the impact of valid information on judgments and predictions as a result of the presence of nonvalid information (Nisbett et al., 1981; Waller & Zimbelman, 2003). In turn, this dilution effect can affect the extremity and/or the accuracy of judgments and predictions. Hence, it is the information used to make judgments and predictions that is diluted by adding nonvalid information. This definition aligns with explanations presented in the original article by Nisbett et al. (1981, p. 251) "The effect of nondiagnostic information, then, might be to "dilute" the implications of diagnostic information..." and more recently in Highhouse et al. (2021, p. 1, this issue) "The dilution effect occurs when the presence of nondiagnostic information weakens the potency of diagnostic information in predictions about future success". Notably, Highhouse et al. (2021, this issue), found that the effect of dilution on the extremity of predictions did not replicate in a performance prediction context. However, the effects of dilution on accuracy are not expected to be (solely) driven by effects on extremity (Highhouse et al., 2021). In this study, we focus on the effects of dilution on predictive accuracy.
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