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1. Introduction

File systems are one of the richest sources of user activity information, potentially keeping track of every file created, modified, copied or deleted during the entire life span of the device. The majority of digital evidence is found within the file system (Bhat et al., 2020). Access and correct interpretation of the data structures are of core importance for the investigation of criminal cases that involve digital data. The European Network of Forensic Science Institutes (ENFSI) emphasizes that analysis of the file system is fundamental for “determining the construction of all files contained within it, and the investigation of provenance of any identified data” (European Network of Forensic Science Institutes (ENFSI), 2015). Similar to all file systems is that they organise files within directories. All file systems use some data structure to point to the location of files on media and store data in file allocation units called clusters or blocks (Kent et al., 2006).

In criminal cases, the investigators, prosecution, defence lawyers, and the court depend on accurate results from tools to interpret FS structures. However, validation and verification of the accuracy of file system interpretation by tools and examiners is still underdeveloped. The reason for this is the proliferation of proprietary or open-source file systems in different devices, each with unique features and data structures, which are described, updated, and improved for practical use and not for digital forensics purposes. Moreover, closed-source commercial digital forensics tools seldom disseminate how they interpret the structures to produce their results, or how the algorithms or methods were implemented (Bhat et al., 2020).

Digital forensic practitioners and academics expressed concerns about the lack of scientific validation in digital forensics (Casey, 2019) (Hughes and Karabiyik, 2020) (Jones and Vidalis, 2019), while the reproducibility crisis in the field was recognized by standardization and governmental bodies worldwide (US President’s Council of Advisors on Science and Technology, 2016) (Council of the European Union, 2016). Several legal scholars called for a digital forensic expert accreditation (Henseler and van Loenhout, 2018) (Kwakman et al., 2011) and discussed the absence of clear legal rules for an evidence reliability assessment and the danger of professional bias (Sunde and Dror, 2019) to the
disadvantage of all parties in the criminal trial (Risinger, 2018). The rapid advancements in digital forensics render a lot of existing validation schema outdated (Kloosterman et al., 2015), alter reproducibility studies (Horsman, 2019b) (Tully et al., 2020), disturb accuracy testing in digital forensics (Hughes and Karabiyik, 2020), and in the subsequent court evaluation (Saks and Koehler, 2005).

Highlights of the study:

- Dual-tool verification is a procedure largely employed by law enforcement to prove reliability of DF-tool results. However, the procedure is not reliable given the fact that: (i) libraries and functionalities are reused in different tools; and (ii) the procedure relies on the erroneous assumption that different programmers do not make the same errors which is disproved in a study of N-version programming (Knight and Leveson, 1986).
- Current peer-reviewed, published articles on FS interpretation are often used by law enforcement as guidelines. However, such articles are documenting mainly results and are sparse with information on the accuracy of the scientific method used when performing FS RE, the quality and quantity of testing data sets, and tools employed to reach those results.
- Peer-review cannot alone provide quality assurance for digital forensics in a law enforcement context. Instead, formal validation procedures, which are agreed and enforceable, are required.
- Tools are seldom error-free and the same holds true for validation procedures. What however is essential to be changed in practice, is that the scientific approach must be documented in terms of technology, methodology, and application level. This ensures that (i) reliability and accuracy can be tested by others with the same or different techniques; (ii) and others can build on the knowledge and reuse it.

Therefore, each law enforcement entity must perform tool verification or rely on reverse engineering to test the FS interpretation accuracy. Previous published test reports by other law enforcement entities may also be used if applicable to describe the FS interpretation accuracy for the same tool version and the same FS version, but only if the test includes the minimum documentation for reliability validation as proposed in this paper. Validation and verification are defined below, and are based on ISO/IEC 27041 (ISO/IEC, 2015).

- Validation is confirmation that the user requirements for a specific purpose (intended use) have been fulfilled, and the validation is carried out on processes (e.g., demonstrating the suitability of a selected algorithm for a specific process).
- Verification is confirmation that a product conforms to specified requirements, and these requirements are related to the product specifications (e.g., showing that the algorithm is implemented correctly).

We adopt these definitions and propose a validation methodology which can demonstrate “the accuracy and reliability of a process” (Hughes and Karabiyik, 2020) for a specific purpose (here FS RE). In addition, we identify customer requirements for law enforcement needs. Tools are evaluated only as far as they are part of, or the complete forensic method.

As examined by Horsman (2019a) there are three types of validation – following previous case work precedents, following existing published works, validation via testing. However, only validation via testing is meeting the requirements for scientific rigor (Gross and Mnookin, 2003).

This paper is part of a cross-disciplinary action research1 that combines digital forensics and legal considerations in order to identify a new framework for digital forensics reliability testing. Here we are aiming to understand issues of scientific validation of file system interpretation by addressing the following questions:

- What are the reliability validation requirements for FS interpretation in digital forensics?
- Does existing literature for FS RE comply with those requirements?

This paper is organized into seven sections. Section 1 has introduced the validation challenges of tools and methods, and then defined the difference between validation and verification. In order to identify scientific criteria for validation testing for FS RE methods, first in Section 2 we present a background on the importance of reverse engineering as a law enforcement evidence examination and validation technique; and in Section 3 the existing standards regarding process and tool validation are examined. In Section 4 we delineate concrete requirements for each criterion in order to construct a formal validation model. In Section 5 we used the validation model to evaluate several file system reverse engineering methods and to establish if the methodology is sufficiently documented, and we summarise to which degree they meet our proposed validation requirements. These results are further discussed in Section 6. Section 7 summarises the paper.

2. Reverse engineering of file systems

Reverse engineering has recently been defined as a “method for finding out how something works, how it is assembled or what the functionality is” (Arnes, 2018, p. 267). When it comes to reverse engineering of file systems it is necessary to understand the inner workings of the file system in order to port it to another operating system platform (NTFS was ported to Linux, and is based on reverse engineering (Carrier, 2005, p. 274)). However, this kind of reverse engineering is not for law enforcement purposes. Law enforcement need to understand which actions trigger a change in a structure; from where it can be triggered; when the change is performed; how the structure is updated; if other events can give identical changes. This knowledge can be used to create additional alternate hypotheses and null hypotheses for testing. It is also important for Law Enforcement Agencies (LEAs) to understand the meaning of fields in a structure, if the fields are mandatory for a functional file system, etc. This is because anti-forensics (AF) techniques can hide within file systems, and the research of Bhat et al. (2020) show that many current DF tools fail on detecting AF. Scrutinising structures on a low level in a hex viewer will show these file system AT attempts, but it requires the investigator to understand the structures.

Developers who develop a file system driver based on file system reverse engineering also need to know which actions trigger a change in a file system structure, but they may be able to design a fully functional, alternative file system driver which updates for instance the access timestamp differently compared to the original file system. From a law enforcement perspective the interpretation of the access timestamp is different if the access timestamp is updated on all access, or if it is only updated the first time a file is accessed after creation, or if it is never updated after creation, or if it is only updated if the volume is less than a particular size. For NTFS on Windows 10 the access timestamp is updated by default if the volume is 128 GiB or less, and not updated if larger than 128 GiB,
but this behaviour may be changed in the Registry or by using the fsutil command (Brink, 2020). Previous versions of Windows update access times differently.

Based on the known structures and their behaviors investigators may, during a digital evidence examination and analysis:

- discover malicious activity, for instance malware hiding in metadata structures.
- understand malicious intent and are able to interpret the data structure, for example the granularity of timestamps, what triggers update of a timestamp, if there are settings that can impact updating, etc.
- recover user data, for instance identifying signatures in metadata structures that can be used for metadata carving and easy recovery of files.

Reverse engineering can also be used as a validation technique:

- to interpret the FS, by manually assessing the structures and by performing black-box testing. Black-box testing is a technique of testing without having any knowledge of the internal working of the system (Khan and Khan, 2012).
- to verify tool results, using reverse engineering to document structures, and compare with the tool results.
- to overcome tool limitations, since not all tools interpret all relevant metadata structures, or the file system may have been updated with new features after the tool release, or not supported by any tools.
- to cross-examine FS analysis methodology, for instance by experts hired by the defence.

Law Enforcement user requirements may differ based on the intended use of the reversing process, including any reverse engineering tools or methods used as part of the process. For each intended use there should be confirmation that assures the reversing process complies with the user requirements (ISO/IEC, 2015). The user requirements may differ between jurisdictions, however, there are a few similar requirements. The most important LEA user requirements are that the results are accurate and reliable, and that risks of errors and bias are mitigated (Sunde and Dror, 2019). In addition the reverse engineering process should be documented to allow it to be peer-reviewed or challenged.

3. Validation literature review

Currently, there are no internationally agreed standards for DF tool and method validation and court requirements for reliability of digital evidence may vary strongly among jurisdictions. Several authors expressed concerns about the lack of sufficiently large, centralized validation efforts and the lack of reproducibility studies in digital forensics (Hughes and Karabiyik, 2020) (Page et al., 2019) (US President’s Council of Advisors on Science and Technology, 2016). For instance, Hughes and Karabiyik (2020) focus on the issue of tool validation. Horsman (2019b) noted several problems, including a lack of reference data sets, a lack of sufficiently large, centralized validation efforts, an inability to exhaust all imaginable testing scenarios, a lack of reproducibility studies, the inability to distinguish tool errors from user errors, rapid changes in the digital ecosystem, and the increasing expectations of examiners. Page et al. (2019) wrote: “In the context of achieving and maintaining quality standards, DF suffers from a number of governance issues. The discipline has consistently debated the omission of regulatory standards and entry requirements to be able to practice within this area.”

Therefore, we further examine guidelines by standardization bodies and academia in order to define ideal validation criteria.

3.1. Guidelines

3.1.1. NIST

The US National Institute of Standards and Technology (NIST) pioneered the development of Computer Forensics Tool Testing (CFTT) (National Institute of Standards and Technology, last accessed 22.11.2020) which consists of a specific methodology to demonstrate the reliability of forensic results, to identify potential errors, and at the same time to support admissibility of evidence. CFTT can test groups of related issues together as case studies, which are focused on the forensic function, rather than a specific type of tool. However, for now only limited digital forensic tool functionalities are tested. CFTT is a complex and time-consuming procedure which is unable to keep pace with updates, versioning and changes in forensic tools or underlying software. To speed up the process NIST also created a procedure for federated testing, where the test data is provided for each laboratory to test it separately and share the results with NIST. This creates a knowledge database about common issues with tools in different versions, the data from file systems they cannot represent or they miss. However, NIST has brief descriptions of common file systems with references to the FS vendor documentation (Kent et al., 2006). This suggests, that NIST trusts DF tool vendors to have correctly implemented the file systems they claim to support, and they also describe that the technical information provided by the tool developers are not necessarily tested (National Institute of Standards and Technology, 2020a). The CFTT tool catalogue provides information on supported FS, which is described as technical parameters reported by developers (National Institute of Standards and Technology, 2020a). It also defines some specifications for data recovery and file carving tools.

NIST states the need for every laboratory to test their own tools and to report the results back to the standardization body. NIST does not provide guidance on which validation method can be used in practice or what are the requirements for reliability testing of different tool functionalities. Currently, there is no NIST specification for validation of file system’s interpretation. Moreover, NIST performed tests for most common mobile acquisition tools routinely used by non-skilled investigators to acquire data from FS (Department of Homeland Security (DHS), 2019, Table 3b p. 12–14). The results show that the big forensic suites, such as XRY, UFED Cellebrite, etc, are interpret “not as expected” data from the most common instant messaging apps, social media services, and file systems (National Institute of Standards and Technology, last accessed 22.01.2021). Not as expected means that the mobile forensic application failed to return expected test results. This study shows that testing of tools can not rely on the tool developer, therefore, verification and validation should be performed by an independent body at European or international level. Such an independent validation is recommended by both legal-forensics scholars (Edmond, 2012) and researchers in black-box testing (Wilsson and Slay, 2006) (Flannin et al., 2014). Consequently, LEAs must also validate their DF tools and methodology for the specific purpose of criminal investigation. In addition, tool results from commercial tools must always be verified by using a known base truth image.
3.1.2. ENFSI


When it comes to lab equipment and digital forensic tools, processes need to be validated that they are meeting the requirements for the intended use by the LEAs, since software and equipment have a limited lifespan. Data sets used to test software and hardware should be meaningful, appropriate and proportionate to the test requirements. It is also an ENFSI requirement that authority should be sought in advance before publishing to avoid disclosure of intellectual property (European Network of Forensic Science Institutes (ENFSI), 2015). Further, they describe that the peer-review should be performed by other competent persons, who have not participated in the analysis. The ENFSI manual recommends proficiency testing of the lab staff. When it comes to reverse engineering of third-party software, the ENFSI guidelines advise the lab to consult their legal department to assess if it is allowed, or ask for permission from the supplier. The manual requires validation and verification of forensic methods and tools according to predefined requirements for file systems analysis (European Network of Forensic Science Institutes (ENFSI), 2015, p. 60). Those requirements demand that RE techniques to analyze a known input with the result output should always be possible (European Network of Forensic Science Institutes (ENFSI), 2015).

3.1.3. National standardisation efforts

In US and China accreditation of digital forensics laboratories and validation specifications are developed from national regulators (Guo and Hou, 2018). In the Netherlands Register for Court Experts (NRCD) certifies court experts in digital forensic according to six fields of expertise, which are computer, software, database, multimedia, device, and network forensics (Netherlands Register Grechtheilig Deskundigen, 2016, §5). Those developments are symptomatic for proliferation of general validation requirements in the absence of specific testing environments and scenarios. Moreover, only in UK the forensic regulator requires obligatory accreditation of digital forensic labs (Forensic Science Regulator, 2020), while in most countries’ standards are not legally enforced. The tendency to regulate at national level might result in a proliferation of standards and different quality levels for digital forensics. Consequently, the lack of standard validation procedures during all stages of the digital forensic process, and moreover their implementation to document the scientific approach with its objective measurements as well as the assumptions and interpretations made, impose future legislative and scientific challenge.

3.1.4. Standardisation enforcement

The UK forensic science regulator is the first independent body with power to enforce obligatory implementation of ISO/IEC 17025 (ISO/IEC, 2017) for lab accreditation and network forensics accreditation (The United Kingdom Forensic Science Regulator, 2020). The Regulator also issued the Good Practice Guide Forensic Readiness, which requires mandatory digital forensics capabilities for governmental organizations. However, several studies in the past years expressed concerns that ISO/IEC 17025 is the incorrect vehicle for regulation of standards in DF (Page et al., 2019) (Jones and Vidalis, 2019) (Sommer, 2018). The identified reasons for this are the absence of clear technical requirements within digital forensics service providers and their reluctance to disclose how they fulfill customer requirements (Marshall and Paige, 2018). Validation is reduced as the methods are embedded into use and practitioners fail to review, verify and/or justify changes to the methods, such as software updates (Tully et al., 2020). Most techniques have not satisfied the criteria of known error rates and there is lack of resources and data sets for testing (Jones and Vidalis, 2019).

Moreover, the ISO standard does not state which methods in practice can meet those requirements or what is considered sufficient testing. Despite those drawbacks, the standard is currently the only attempt for international harmonization of quality control measures in digital forensics. Importantly, ISO has a requirement to document validation testing (ISO/IEC, 2017, 5.4).

3.2. Current validation procedures

In the past, testing was mainly focused on verification of tools (Lyle, 2010) and black-box testing (Horsman, 2018; European Network of Forensic Science Institutes (ENFSI), 2015), while methodology and application level validation was largely missing. Only recently, validation research emphasized the need for more robust validation methods. Hereafter, we discuss the manifold limitations of DF tools, and also of some RE testing methods such as dual-tool verification and black-box testing in general, in order to justify the need for a formal reliability validation procedure. Friheim’s survey (Friheim, 2016) showed that 73% of DF practitioners had found errors in forensic tools at one stage or another, but only 63% verified results in their last case given time and resource limitations. This verification was either performed by using an alternative tool or a manual method, however Friheim (2016) assumes the use of alternative tools. Carrier argued (Carrier, 2002), that most digital forensic file system analysis tools show the files and directories that were recently deleted and, sometimes, can recover them. These tasks were not part of the original file system specification and there is no standard method of performing them. The paper further argues that developers must release their source code if it is used to generate evidence. If a developer is unwilling to do so, then it should be known ahead of time so that it can be a factor when purchasing an analysis tool.

3.3. Digital forensics tool testing limitations

The list below summarizes limitations with accuracy and testing of both open- and closed-source DF tools identified in the literature. Further explained are the DF tool’s limitations and the need of a more robust methodology for file system interpretation.

- Underlying FS features remain unsupported by DF tools for significant periods of time (Horsman, 2019b). Even if a DF tool claims to support a particular FS, some features in the FS may be unsupported.
- Validation results become rapidly obsolete due to versioning/ updates in all software (Horsman, 2018) (Doyle, 2019).
- Limited versions-functionalities of the same tool are tested, which therefore cover limited scenarios (Horsman, 2019b).
- Testing is time and resource consuming (Horsman, 2019b). This is discussed by Friheim (2016) stating that “using a larger, commercial tool [(X-Ways, EnCase, FTK, etc.)] for verification can be both too costly and time consuming, whereas the smaller tools available can require too much interaction”. Even where code can be accessed for analysis, it is likely that a practitioner would have neither the time or resources to effectively scrutinize its structure for error validation (Horsman, 2018).
- Reuse of libraries/functions and common errors by programmers make dual-tool verification unreliable. This is demonstrated by Friheim (2016) where he emphasizes the
3.4.1. Programming errors

- Not all DF tools report errors or inaccuracies when parsing file systems (Nordvik et al., 2019). For instance, the investigators should get a tool warning if a file system volume is not parsed/interpreted and it should be logged by the tool.
- Most DF tools cannot interpret correctly the file systems when anti-forensic attacks are present (Bhat et al., 2020, Table 3).

Given the lack of proof and verification that a tool treats all input data in the same manner, does not omit any data, processes everything according to the forensic objectives, and does not serve personal or corporate interests (Stoykova and Franke, 2020), the evaluation of the results is based on trust. The tool producers are either unable or unwilling to provide information about how they capture customer requirements, let alone disclose what those requirements are (Marshall and Paige, 2018) (Tully et al., 2020). Since results of these tools are used by law enforcement, investigators and courts have to trust that the digital forensic software/hardware was created accurately (Carrier, 2002) (Marsico, 2004) (Patel and Ciardhuâneï, 2000).

3.4. Limitations of dual-tool verification

Dual-tool verification means that a black-box study is performed by using two or more digital forensic tools and then the results from each tool are compared to establish the accuracy. These tools can be both hardware or software based, however we are focusing on software. Friheim (2016) explains that dual-tool verification can only be used if it is “performed by comparing the outcome of different tools which use different libraries, engines and methods for interpreting the same sets of data” (Friheim, 2016). For example, Sleuthkit and Autopsy are both built upon the same set of tools. However, even if the tools do not share code or functionalities, in case they give different results — it will be hard to understand which result is false. Potentially, both tools might be inaccurate if “shared flawed code libraries have been used” (Horsman, 2019b).

3.4.1. Programming errors

Dual-tool verification is equal to the idea of N-version programming (Avizienis, 1985), where \( N = 2 \). In N-version tools more than one copy of a tool/function is deciding what action to perform based on voting. However, using the copies of the same tool do not handle design faults (Avizienis, 1985). To avoid such design faults, Avizienis (1985) suggests using different implementations from the same specifications (similar to N-version programming), and uses different similar results to make a decision of action.

However some implementations based on different designs, may also produce similar errors, for instance based on not checking input values (interpretation faults) (Avizienis and Kelly, 1984). The reasons for these similar errors may be:

- The detail level of the specifications
- Communication between teams in N-version programming
- Using the same compiler
- Using the same programming manual

When digital forensic investigators use one similar software to verify the result of their first software, this is similar to 2T/1H/2 dS, where 2T = two times and 1H = one hardware, and 2 dS = two diverse software. However, in this case we will have no majority voting, since there are only two tools. Increasing this to 3-version or 5-version allows voting, but we will have examples where the majority is wrong. However, even knowing which of the tools are wrong require that we know that the input is the same, and that the investigator already knows the expected output. Avizienis and Kelly (1984) suggest using acceptance tests for each tools, but they also observed errors that were not detected by the acceptance tests.

Another resource issue is that digital forensic investigators need to have multiple digital forensic suites to verify the interpretation results of the file system under investigation.

Knight and Leveson (1986) have performed experiments where 27 different versions \((N = 27)\) independently developed based on the same specification and by different programmers, both novel and experienced, and graduated from different universities, do have correlated errors. They conclude that N-version programming often are based on the assumption that errors are independent, and this assumption is proved incorrect. Therefore, systems that use N-version programming which base their reliability analysis on the assumption on independent errors may not be as reliable as previously believed.

3.4.2. Too much trust in dual-tool verification

Independent errors are also assumed in dual-tool verification. Different tools which implement the same or a similar feature are assumed to not present the same errors when they are developed independently and tested on the same input data. We argue that dual-tool verification is similar to N-version programming, especially when focusing on similar tool features, and that correlated errors may happen. Therefore, dual-tool verification should not be used as a technique to measure the reliability of the results of another tool.

3.4.3. The popularity of a tool is no measure for quality assurance

Marshall and Paige (2018) describe that even if a large number of practitioners have been using a particular digital forensic tool, this does not mean it is validated (meet user requirements) or verified (are built correctly, and produce the correct results). The techniques or methods could be questionable and secret. Carrier describes that tool acceptance is not equal to procedure acceptance, and he argues that open source tools meet the standard requirements better than closed-source tools (Carrier, 2002). Considering the limitations of dual-tool verification, properly designed “black box” studies of the success or failure of practitioners under different test conditions can yield useful data bearing on the reliability of expert results, which can fill the gap between no formal reliability data and the much more difficult task of generating DNA-like statistical systems (Risinger, 2018). However, black-box studies are inefficient for algorithm and implementation testing (Khan and Khan, 2012). Algorithm and implementation testing require more white-box testing where the source code is scrutinised (Khan and Khan, 2012).

3.5. Dataset availability

Quality, quantity, and availability of data sets for testing in digital forensics ensures that the results are generalisable, reliable, and reproducible. Currently, NIST is the only standardisation body which introduced a large-scale black-box study (National Institute of Standards and Technology, 2020b) where participants are provided with synthetic digital evidence to answer questions that might arise in a criminal investigation with the aim “to document and consolidate information supporting the methods used in forensic analysis and identify knowledge gaps.”

Garfinkel’s dataset is one of the largest, and most commonly used for forensic testing (Garfinkel et al., 2009). No similar European initiative exists and given the EU data protection regulation even existing data sets must undergo heavy anonymisation and data minimisation scrutiny which might defeat the purpose.
Moreover, peer-reviewed digital forensic articles are used in digital investigations and are established as a reliability sound procedure. Validation limitations are related to file system being tested only on a small or non-representative data set. A study by Grajeda et al. (2017) concluded that only 3.8% of the digital forensic researchers actually released their data sets, while the majority of available data sets were synthetic and only around 1/3 originated from real-world data sets. The authors created a database repository with links to data sets available for digital forensic testing, however, some of the links do not correspond to an actual or accessible data set. The study concluded that many researchers prefer not to share their data sets given the lack of platform for publishing, high-volume testing data, but more importantly expressed were data protection and intellectual property concerns.

4. Method

This paper is focused on the FS analysis phase of digital forensics; therefore, questions of acquisition or encryption are not addressed here. It is assumed that the FS data is a result of lawful acquisition in accordance with forensically sound procedure. The Council of EU interpreted that sound digital forensics procedures must reflect the “state of art of science and technology” (Council of the European Union, 2011). It is considered that process or method are forensically sound if they adhere to established digital forensics principles, standards, and processes (Arnes, 2018, p. 13). Many file systems are proprietary, patented or a combination of open and closed source. Reverse engineering is necessary because the vendor documentation is either missing, treated as a trade secret, or is not useful for law enforcement needs. Therefore, such methods require formal reliability validation.

We have justified the need of reverse engineering for validation of file system interpretation, and we have examined the state of the art regarding validation criteria in academic literature and relevant guidelines from standardisation bodies. Since the criteria is on high-level, we further propose for each criterion specific validation requirements.

4.1. Assumptions

Further, assumption is made that reverse engineering methods are a necessity for interpreting closed source FS correctly, and many law enforcement agencies and DF tool vendors rely on the results of reverse engineering.

4.2. Daubert

Our validation model is primarily based on and elaborates further on the Daubert criteria (United States Supreme Court, 1993–1999). The Daubert standard for forensic science was formulated by the US Supreme Court. It became internationally influential for developing better reliability standards in forensics (Jasanoff, 2005). Daubert requires the forensic theory or technique to be: (1) tested, (2) peer-reviewed, (3) generally accepted in the scientific community, (4) account for error rates, (5) within the examiner’s expertise. We identify limitations for implementation of this criteria in digital forensics related to the lack of procedures and lack of standards to produce the information needed for Daubert evaluation (Stoykova, 2021). The identified limitations are as follows:

Testing

- unclear amount, quality, quantity, or type of data needed for validation (Hughes and Karabiyik, 2020)
- as already examined, dual-tool verification may fail due to reuse of libraries/functionality (Jones and Vidalis, 2019) (Marshall and Paige, 2018)
- test scenarios do not cover all functionalities of tools (Horsman, 2019b)
- lack of time and resources results in lack of quality standards (Horsman, 2018) (Horsman, 2019a)

Peer-review

- what type of peer-review is acceptable (Tully et al., 2020)
- no common understanding of what makes the reviewer an expert (Marsico, 2004)
- in DF the rate of change is faster than the time required for peer-review (Horsman, 2018)
- reference to a peer-reviewed method in the DF report is insufficient, because it does not explain how the method was applied in the particular case (Carrier, 2002).

General acceptance

- most unclear, even irrelevant requirement (Carrier, 2002). This requirement poses challenges because a general acceptance of a closed-source tool having a specific feature is something else than acceptance of the actual procedures or algorithms implemented to realise this feature.
- proliferation of methods and practices in many areas of the digital forensics, where none are considered a standard (Marsico, 2004) (Sremack, 2007) (Arshad et al., 2018)
- no existing program can demonstrate the foundational validity of digital forensic tools, nor provide an examiner or a laboratory the resources needed to perform a comprehensive validation study of a particular implementation of a tool or method (Hughes and Karabiyik, 2020).

Error rates

- lack of methodology to evaluate error rates in DF (Marsico, 2004)
- lack of reporting of errors/bias (Jones and Vidalis, 2019)
- inability to distinguish tool errors from user errors (Hughes and Karabiyik, 2020) (Horsman, 2019b)

Expert skills

- requirements for DF specialists vary among jurisdictions (Henseler and van Loenhout, 2018) (Kwakman et al., 2011)
- competence and impartiality is often assumed by the court (Cross and Mnookin, 2003) (Edmond, 2016)

The process of technology, methodology, and application level validation in our model aims to overcome those limitations.
4.3. Framework for reliable experimental design - FRED

We base the method level of our approach on FRED (Horsman, 2018). FRED includes four stages: planning, test of environment, implementation, and evaluation. In the planning stage outlined is the importance of a hypothesis formulation and preparedness for unforeseen issues, events and newly acquired knowledge from preliminary findings. The Test setup documentation requires control parameters and objective measurements. Importantly, during the implementation stage the author discusses the need for suitable testing data sets, but also documenting the examiner interaction with the data set and tool as a set of actions or inputs. In the final evaluation stage, the examiner must be able to trace back the steps taken, repeat or modify some examination steps by simultaneously ensuring reproducibility. The aim of FRED is to ensure the results of a digital forensic investigation are reliable and derived from sound research. However, a limitation of the model is that it is focusing on verifying results, not on a validation for a specific use. No consideration is given to how a DF examiner can trace back the identified steps of the experiment in a tamper-proof way. To enable such evaluation, practitioners must document and implement validation measurements on the design stage of the experiment.

4.4. Proposed validation model

The proposed validation model describes the information that needs to be documented in order to assess the validity of reverse engineering of file systems for investigation purposes.

A recent study developed the theoretical background and a reliability-challenges taxonomy that explains in detail and supports the selected structure as a generalisable framework for documenting any digital forensic process for any type of validation (Stoykova and Franke, 2021). The reliability validation framework is not guaranteeing that the quality standards are fulfilled, but maps minimum documentation to enable reliability validation testing to make the forensic process accountable and testable. Here we summarize the components of this general framework and adapt the model specifically for FS RE. It is applicable to all types of reverse engineering methods in digital forensics.

The core validation criteria for file system reverse engineering is the method and tool used, the testing setup, and the examiner work. A validation process and minimum documentation for each of the criteria is defined on technology, methodology and application level. The advantage of the model is that it overcomes limitations of current technology level testing (e.g. dual-tool verification, black-box testing), by developing a validation framework and criteria for the methodology and application level validation. This allows more robust and complex methods such as RE to be validated in the daily work.

This structure has the advantage to specify requirements for a validation and to concertize them for a practical application and documentation in contrast to the Daubert and FRED high-level criteria. FRED is focused only on test setup validation, while here other factors and levels are considered. The proposed model also avoids some of the limitations of the Daubert criteria. Identified tool and method testing limitations are addressed by proposing a formal validation model including specifications of the testing data set and the examiner work. Peer-review drawbacks are addressed by verifying if peer-reviewed articles contain the information needed for peer-review validation. By selecting only one type of methodology, file system reverse engineering, we aim to evaluate if the established practice can meet forensic validation requirements. This validation framework considers that on a technology, methodology and application level different errors and expert skills needs to be reported. The framework can inform examiners of the minimum documentation required for validation and be used as a template for their day-to-day work. Although the test here is on file systems reverse engineering the model can be reused and extended for other methods and tools as well.

4.4.1. Technology level

On technology level validation documentation must provide a proof that a tool is treating all the input data in the same way, does not omit any data and processes everything according to the forensic objectives (Stoykova and Franke, 2020). In this validation framework, tool is understood as the specific functionality of the automated setup which is employed in the methodology. This may include open, semi-open, or closed source forensic tools such as commercial software, in-house tools and scripts. The tool documentation must include its version, configuration, relevant algorithms and implementation. In commercial or other closed source tools the algorithm and implementation are fixed. In bigger tools a specification of the concrete function used is important. Tools must be able also to report errors in output. Reference to previous validation and verification testing and stating known errors reports e.g. underlying system/software interpretation limitations; bugs in the version and tool's ability to report errors in output is required. The technology level validation answers the what questions in the 5WH schema (Ieong, 2006).

4.4.2. Methodology level

Validation of the method is an “assessment of whether a standardized sequence of steps, often employing digital forensic tools, leads to a reliable result” (Hughes and Karabiyik, 2020). Documentation on previous work can serve as a guidance for validation but must not be considered correct. As a preliminary work it may include a reference to peer-reviewed reverse engineering or file system interpretation papers, established practice or examples from previous work. Such a reference can point to the limitations of a previous work and the changes and novelties introduced with the new method. It might include an information about patents, drivers, previous FS RE, or other available file system information used in the method. Methodology level documentation must include a description of the file system, the test setup and the test data set. Minimum documentation of the files system under investigation is related to FS name and version, OS name and version as well as drivers version and implementation. Every new testing data set requires new test setup description on methodology level. FRED (Horsman, 2018) can be used as a guideline to describe an experiment or test setup. The description of the testing data set must be specified as a synthetic or real world data set with its quality and quantity measurements. In this context, quality is how suitable the data sets are for the experiments performed during reverse engineering. For instance if the file system only includes the root directory and only allocated files, then it can not really be used for experimenting on how deletion of a file will affect the metadata structures identified. If the creator has manually inserted file content in unallocated space, but the file system metadata structures are missing, then this is not applicable for understanding the file system. The quantity means how large the sample size is based on the use cases it is meant for, for instance the number of allocated files and directories, the number of unallocated files and directories, the number of different types of files; regular files, links, sockets, etc. In order for the experiment to be reproducible, the testing data set(s) must be available, either as a synthetic or real-world data. Although synthetic data is not as representative as real-world data, it has the advantage that it will include the base truth if the creation of the data set is thoroughly documented. A real-world data set is not necessarily representative.
by the fact that it represents the usage of a particular user, and it creates its own issues with how to manage personal data. Knowing the base truth enables computing error rates. It is important to state precision and recall results on a methodology level in order to describe reliability of the results, since the results from a reverse engineering of file systems may be used by DF tools that automate the file system parsing, and may be relied on in the court proceedings. The assumption that the examiner inevitably makes is that the file system will act equal based on the same input no matter if it is synthetic or real-world data. The methodology level answers how questions from the SWH.

4.4.3. Application level
In a day-to-day work it is the responsibility of the examiner to ensure that on application level the method and tool worked correctly and as intended in the specific case (Hughes and Karabiyik, 2020). The examiner skills to perform FS RE can be justified with reference to certification or other proof of domain and topic specific knowledge, competence or experience. Given the fact that digital forensic methods have an empirical nature, on application level the tools and methods must be selected to fit best to the case-specific forensic task. This includes documentation of subjective measurements such as the scope of the analysis, hypothesis, assumptions, and expert knowledge used in the case. This can be executed according to guidelines, templates, or standard operation procedures (SOPs). The examiner interaction with the automated setup must be transparent as well. This includes parameterizations of the tool by selecting features or setting control parameters. Documentation on application level must include the justification reasons for selecting a particular method, algorithm or features. The examiner further must describe confidence level in probabilistic reasoning and perform strict separation of facts and inferences from facts (Gross and Mnookin, 2003) (Casey, 2018). The application level validation answers why and who questions.

5. Results
In this section we examine established guidelines and papers on file system reverse engineering methodology. Even though some of the papers are not peer-reviewed, they are considered as guidelines. This decision is motivated by the expertise of the examiner, the multiple references to the paper, the limited literature available on RE validation, and the limitations of peer-review processes examined in Section 4.2. We selected these papers based on their relevance to reverse engineering of file systems for law enforcement purposes, and we restricted it to files systems used on personal computers. First of all they should cover a closed-source file system where the main metadata structures are unknown, or only partly known. Further, they should describe a relevant interpretation of these metadata structures for law enforcement purposes. We could have included NTFS, but chose not to do this because the reverse engineering was performed to create an alternative driver for Linux by the Linux-NTFS project (2005), Carrier (2005) based his work on this previous reverse engineering, and discussed how the discovered structures could be interpreted for law enforcement purposes. However, his work does not describe reverse engineering.

We are basing our assessment of reverse engineering papers on our proposed validation model in Table 1, which is developed based on the proposed validation model in Section 4.4, and not all of these criteria were known by the authors of the examined papers. We are not assessing the quality or identifying reliability of results presented in the papers, we only assess if the information found enables validation of the processes used for FS RE. The overall results are summarized in Fig. 1, Fig. 2, and Fig. 3.

5.1. Reverse engineering of ExFAT
Hamm (2009) describes low level structures of the ExFAT file system. He is not claiming that this is reverse engineering.

We consider this testing as one of the early attempts on reverse engineering for digital forensic purposes. It is also considered as an independent result, since it is not performed by law enforcement, but by an employee of Paradigm Solutions.

5.1.1. Technological level
Hamm (2009) has used hex editors to view structures which are not described. He does not specify which tools were used for reverse engineering. The algorithm used for testing is not described. However, we assume that he did not build a file system interpretation tool, and therefore the ability to report errors in output are not applicable in this case. Previous errors, validation or verification reports were not described. He does not meet any of the criteria listed in the technology level in Fig. 1.

5.1.2. Methodology level
Hamm (2009) does not state the setup of his test experiments. He describes using patents, his own observations, and extensive testing. Further, he describes the file system. However, how this testing was performed is not documented. He does not specify any data sets, except for showing a few hex dumps. Since there is no description of data sets, there is also no information about base truth. Limitations of the work are not mentioned.

5.1.3. Application level
From an application perspective, selection of parameters are not listed. The uncertainty of results or confidence level are not described. Hamm (2009) does not describe his knowledge, skills or competences (accreditation, certification of specific knowledge). Further, no description of an investigation scope, hypotheses testing, assumptions were found. He does not try to separate what is facts or inferences. He does not state guidelines or standard operating procedures (SOP) used. The results are presented as offset tables describing important structures, and their interpretation. He did not develop a tool and therefore no source code is mentioned.

5.1.4. Validation summary
We are missing too many of the validation criteria necessary to validate the work of Hamm (2009).

5.2. Reverse engineering of APFS
Hansen and Toolan (2017) reverse engineered the APFS file system for investigation purposes. At the time of reversing there was no detailed information available about the low level structures, and the digital forensic tools available did not support this FS.

5.2.1. Technological level
It is unclear, if Hansen and Toolan (2017) used any tools to test or perform experiments. They documented only several screenshots from hex editors.

5.2.2. Methodology level
However, the authors (Hansen and Toolan, 2017) have described which version of the APFS file system they interpret. They claim that they used reverse engineering and intensive testing, but do not reference to any peer-reviewed method or established practice. How reverse engineering or testing was performed is not documented. The only data sets available are found in the hex dumps used as examples in the publication. There are no description of the
Table 1
Validation model.

<table>
<thead>
<tr>
<th>Minimum Documentation</th>
<th>Methodology level</th>
<th>Application level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology level</td>
<td>Reference to peer reviewed method (limitations);</td>
<td>Description of analysis scope</td>
</tr>
<tr>
<td>Tool type, name, version</td>
<td>established practice; previous work</td>
<td>Guidelines/SOPs reference</td>
</tr>
<tr>
<td>Tool features</td>
<td>Patent/FS information used</td>
<td>Hypothosis/Assumptions/Alternatives/Limitations stated</td>
</tr>
<tr>
<td>Functions description</td>
<td>File system description</td>
<td>Interaction with tool (Parameterization — feature selection)</td>
</tr>
<tr>
<td>Algorithms and implementation</td>
<td>Test data set description</td>
<td>Justification of method, algorithms and features selection</td>
</tr>
<tr>
<td>Prior validation/verification results</td>
<td>Quality and quantity of testing data set</td>
<td>Confidence levels</td>
</tr>
<tr>
<td>Known errors reports</td>
<td>Synthetic or real world data</td>
<td>Examiner (Competence/Experience/Topic-specific knowledge)</td>
</tr>
<tr>
<td>Tool's ability to report errors in output</td>
<td>Base truth is described</td>
<td>Assessment of tool results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Precision and recall</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Separation of facts and inferences</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Description of results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source code available</td>
</tr>
</tbody>
</table>

Fig. 1. Result of four guidelines/papers related to Reverse engineering of file systems. Identifying Technology level requirements identified within these papers.

Fig. 2. Result of four guidelines/papers related to Reverse engineering of file systems. Identifying Methodology level requirements identified within these papers.
data sets used. There is no description of the quality or sample size of the data. It is not described if the data is from a real-world or a synthetic data set.

5.2.3. Application level
The only indications we find about analysis scope is that the analysis is not complete, but sufficient to parse most important structures. From an application perspective nothing is described about feature selection. Hansen and Toolan (2017) do not describe information about the knowledge, skills or competences of the researchers. They also introduce new methods for metadata carving and for file recovery. Their contribution enables investigators to verify the results of other DF tools that implement support for ReFS.

5.2.4. Validation summary
We are missing too many validation criteria to validate the work of Hansen and Toolan (2017).

5.3. Reverse engineering of ReFS - I
Nordvik et al. (2019) were the first to perform peer-reviewed reverse engineering of the Resilient File System (ReFS). They focused on identifying metadata structures, and to explain their meaning in a digital forensic context. They also introduced new methods for metadata carving and for file recovery. Their contribution enables investigators to verify the results of other DF tools that implement support for ReFS.

5.3.1. Technology level
Nordvik et al. (2019) list the use of tool type, name, versions, for instance using EnCase v.8, which where used as an initial start of the research when focusing on ReFS v1.2. The authors compared the results from EnCase with the interpretation of the metadata found on the storage.

They describe that EnCase has support for ReFS v1.2, which is the tool feature utilised. They also describe details about other tools they used during testing.

The algorithms or implementation of EnCase is not published, but they describe that EnCase should have the feature of parsing ReFS.

For automation of testing purposes, Nordvik et al. (2019) developed a prototype tool. The prototype was open source and made publicly available in order to make it comply with the Daubert criteria, and to allow further development for supporting future ReFS versions. The prototype tool is documented, since the source code is included. Here tool type, name, version, features, algorithm, implementation are included. There are no existing tool error reports (it is a prototype for parsing the file system), and the tool itself does not support reporting errors. The tool only supports ReFS v1.2, and was used for automation of testing.

5.3.2. Methodology level
The authors (Nordvik et al., 2019) describe the file system based on information available from Microsoft.

Previous literature from other FS reverse engineering attempts were included, since knowledge of previous file system may contain relevant and similar artefacts.

They describe how experiments were performed, for instance how the testing of hypotheses were performed. The description could have been more detailed, describing each experiment.

The data sets used were published, allowing researchers to perform the same experiments on the same data, enabling others to verify results.

They do not describe the exact base truth of the data set, and how the data set was created. However, since the data sets are made available, we can see that they used synthetic data sets.

5.3.3. Application level
Nordvik et al. (2019) describe what kind of analysis they perform, but also what is out of scope. The FRED framework was used as a guideline, at least for creating experiments in order to verify tool results. Limitations are described, for instance that the real name of the structures are unknown because debugging symbols did not include the names. They also describe that not all possible use cases are included, and that the result is only valid for the file system versions described.

Interaction with tools (features) are described where applicable, for instance that the format command did not have another option than formatting using 64 KiB clusters for ReFS v1.2.

The authors competence, experience or knowledge are not described, and they do not describe their confidence level.

The prototype tool was used to automate testing of identified structures, and results were assessed.

The prototype is not tested for accuracy or reliability, and there are no precision and recall computed.

It seems like most of the results are described based on inferences based on experiments and hypotheses testing. However, they also show that part of the description of the volume boot structure is taken from published material from Microsoft.

5.3.4. Validation summary
This is the paper that meets most of the requirements in the proposed model. It does not describe known error reports, because they did not exist at the time. The prototype developed does not produce errors in output. They did not include information about the base truth and the quantity/quality of the data set. The authors do not describe the researchers competence, knowledge or experience.

However, since the data sets are available it should be possible to find this information, and since the name of all authors are published, their competence, experience can be gathered using open source intelligence or by contacting the authors.

They did not perform any computation of error rates. Further, the confidence level is not described. However, the prototype tool can not be validated before error rates are computed.

5.4. Reverse engineering of ReFS - II
Prade et al. (2020) describe many of the ReFS structures on a high level, and they developed a Sleuthkit module for parsing the ReFS file system. They also developed a tool that is able to carve for more deleted files than their Sleuthkit module can find.
5.4.1. Technology level

The authors (Prade et al., 2020) describe features and some of the functions of the developed tool. The algorithm and implementation are described on a high abstraction level. There are no previous validation/verification of similar tools, and there are no error reports. However, they do not describe limitations of their tools, which may work as an error report. They do not describe how their tool handles errors.

5.4.2. Methodology level

Prade et al. (2020) refer to previous research in the domain, but they do not describe how they found all the structures described, and all the experiments performed to support their findings. They do not state if they used patents or other sources to find this detailed information. The experiments for the reverse engineering are not described, however, the experiments to test their tools are documented. They report their data sets, but the data sets do not seem to be available. They describe and justify the use of file system actions of what they assume is realistic, meaning the data sets are synthetic.

5.4.3. Application level

The authors (Prade et al., 2020) do not describe hypotheses or alternatives, but they do describe limitations. They state that they used the fs command of sleuthkit with the option to list only allocated files, which is interaction with the tool. They justify the use of their tools, and the source code is available on GitLab. They do not describe their competences. They assess their tool results, but not to a degree that precision and recall can be computed. When they interpret the ReFS structures it is difficult to separate facts or inferences. They do not specify a confidence level of their tool results.

5.4.4. Validation summary

We have a lot of information that can be used to validate their tools. However, we can not really validate the description of the ReFS metadata structures.

6. Discussion

Even if a paper addresses all criteria in the proposed validation model, this does not mean that the paper is validated, it means only that it can be validated if it fits the customer requirements. However, if a paper is missing important criteria, then the paper can not be validated. In these cases LEAs need to try to find answers from the authors or other sources, or they have to repeat the research on their own data sets and test the reliability of the results.

Each of the criteria need to be assessed. Since validation is all about meeting the customers requirements, the same method can be valid for a security company performing incident response, but not for LEAs when acquiring all relevant data for investigation purposes. It is out of scope for this paper to describe the needs of each stakeholder, therefore, we focus on the law enforcement needs when investigating artifacts found in a file system. Identified requirements for law enforcement purposes are:

- accurate and reliable results based on scientific principles. Investigators can no longer assume that the tools are correctly specified, implemented, and tested (Marshall and Paige, 2018).
- a description of how the results were found, since the investigator should not just trust the tool.
- a description of weaknesses and strengths of proposed methods, for instance by publishing error rates (Garfinkel, 2010).
- efficient validation techniques are needed to decrease the large backlog of cases (Scanlon, 2016).

Law enforcement have to answer the 5WH (who, what, when, where, why and how) questions (Shinder, 2002). From the papers assessed, we can conclude that the main focus has been to disseminate the results of their reverse engineering, and not to describe all information necessary to validate the method. Therefore, we will discuss our proposed validation model below.

6.1. Tools or method

6.1.1. Technology perspective

Including information of all tools used when performing reverse engineering is important in case that other researchers want to repeat the experiments in order to see if they get the same results. If the tool is built in-house and not made available, it will not be possible to repeat the experiments. It is important to include the version of the tools used, which make it possible to repeat the experiment using the same tool versions.

Commercial or open source is a discussion which is important when assessing the validity of results. Intellectual property rights may negatively impact the possibility to assess the reliability of the tool results, without using other methods. If the source is available, it does not mean the results are reliable, but it means an assessment of the source code can be performed. Even if the file system is open-source and information about it is available, LEA still need to learn and find documentation on how to interpret it. Correct interpretation of tool results could take much time of testing and documenting which far exceeds the limit of the peer-review paper publication.

The authors assessed (Hamm, 2009; Hansen and Toolan, 2017; Nordvik et al., 2019; Prade et al., 2020) publish information on how only partial structures can be interpreted and rely that others will build upon it. Usually what is published are detected tool inaccuracies or misinterpretation. Horsman (2019b) points out that due to insufficient testing “tools for the parsing of a file system may focus on displaying file and folder content to a user and inaccurately interpret metadata”.

Digital forensic tool vendors do not sufficiently document tool information for validation. There is lack of proof and verification that a tool is treating all the input data in the same way, does not omit any data and processes everything according to the forensic objectives, and does not serve personal or corporate interests.

In some cases the patents or other documentation may be available, and this was the case in the documentation of the ExFAT file system (Hamm, 2009). However, investigators can not just trust the documentation as facts.

6.1.2. Methodology perspective

In order to repeat an experiment all the information about the test setup needs to be described. It is all the tools and hardware used in the experiment that is important to document, this also includes versions of the operating system, installed service packs, drivers, libraries, etc. The standard operating procedures or guidelines followed should be documented. Also how the tools were selected, for instance based on previous error reports. The use of tools, methods should be based on previous validation or verification testing. However, just because a tool or method is validated for a particular purpose, it may not be validated for the intended use case.

6.1.3. Application perspective

If tools or a method are used, it may require different parameters to work as intended for a specific purpose. The algorithm used should also be specified, because different algorithms may give different results. Any errors found during the experiment should be documented. There is also a need to document why a specific
algorithm was used, and also why specific features were selected. Typically, each result is either true positive, false positive, true negative or false negative. These results need to be known, or at least a conditional set of the results should be known. It is important to measure precision (how accurate are the artifacts found) and recall (how many relevant artifacts are included in the results).

Normally, the degree of precision impacts the degree of recall. High recall often means a lot of false positives, and therefore a low precision. High precision often means a lot of false negatives, ergo a low recall.

When results from tools are not verified we can experience errors. This can be exemplified in relation to hash functions.

Hash functions are traditionally considered a strong, reliable authentication and integrity preservation method, which is often accepted as scientifically valid without testing. A cryptographic hash function is a non-reversible mathematical function which takes any amount of data as an input and returns a fixed size string as an output (Synopsys Editorial Team, 2015), which is often referred to as digital fingerprint. The acquisition tool is making a bit by bit copy of the device on the new media in raw.dd format or compound (E01) with a hash digest MD5, SHA1, SHA2, SHA3 etc. Some errors in the hash functions can have impact on the reliability of the evidence. Firstly, MD5 and SHA1 functions have been found to be vulnerable to certain attacks but they are still in use. Furthermore, in all new versions of hash functions the authors are listing the errors and bugs they have fixed. For example, a recent report (Qt, 2020) stated that “in Qt versions before 5.9, when asked to generate a SHA3 hash sum, QCryptographicHash actually calculated Keccak.” Ergo, all hashes calculated with v.5.9 were inaccurate due to a programming error. This also means all tools that used QT and the QCryptographicHash SHA3 function had this error.

6.2. Training data sets

6.2.1. Technology perspective

Different hardware technologies may impact the data set before acquisition. For instance SSD disks may implement a garbage collection and remove data from the file system before or during acquisition, even when a write blocker is used (Gubin, 2018). Therefore, it is important to describe the device/storage medium. If one reused existing data sets, the original description of the data sets should be referenced.

It is difficult to repeat the experiment and get the same results if the data sets are missing. Real-world data set can be important for generalisation, including the selected sample size (quantity). The more real the data is, the harder it is to know the complete base truth. In order to measure precision and recall we need to know the base truth of the data set used. We advise to use synthetic data sets for file system reverse engineering, because the content of files is not important in order to experiment with the metadata structures. However, the size of a file may impact how metadata is structured.

6.2.2. Methodology perspective

The experiment needs to be clearly defined in order to allow other researchers to repeat the study or the same researcher to reproduce it, and obtain the same results.

6.2.3. Application perspective

When performing reverse engineering of file systems it is important to describe the scope of the reverse engineering (analysis scope). Current file systems have many structures, and not all of them are relevant for investigation purposes. The aim of the reverse engineering may not be a complete reverse engineering of the file system, but may only include interpretation of metadata describing files. It is necessary to know the scope, in order to understand if the results can be included in a validated process. For instance, if the focus of the reverse engineering is on detecting malware hiding in alternate data streams in allocated MFT records. Then the use case is not applicable if malware is hiding in another type of NTFS attribute. Depending on the analysis scope, and the utilized methodology, the feature selection may impact the reliability of results. This is specially important if the researcher is using a machine learning algorithm in order to assess the file system structures (Nguyen et al., 2010). It also depends on the accuracy of known structures from previous FS reverse engineering.

6.3. Examiner

6.3.1. Technology perspective

The researchers need to have competence to perform reverse engineering of a file system. Formal education, certification, and specific domain knowledge will describe if the researcher is qualified to perform the FS reverse engineering. However, currently there are no agreed ideal competence requirements.

6.3.2. Methodology perspective

Just because a paper is referring to a peer-reviewed method, it does not guarantee that scientific methodology was used or all the results are reliable. It is just as important to address how the paper/method was reviewed, and what competence the reviewers have in the domain. Some journals have page restrictions, which may force the authors to prioritise what content to include. This may negatively impact the possibility to assess the reliability of the results presented in the paper. Not all journals inform who reviewed the paper, which may avert the assessment of the reviewer’s competence. The researcher needs to follow scientific methodology such as defining hypotheses, and testing null hypotheses. All assumptions should be described, including obvious ones. The use of technical terminology should be explained or referenced to help the reader understand the publication.

6.3.3. Application perspective

Even if the tool validation and method peer-review were done correctly, this cannot guarantee that the examiner will apply them correctly or the results will be reliable in the new case. Modifications of the method and parameterization of the tool must be documented. In addition, the method, feature and algorithm selection must be justified according to the concrete forensic task and data set structure and characteristics. The researcher should describe uncertainties in results, and how confident they are about the reliability of the results. If possible, facts should be separated from interpretation and inference.

7. Conclusion

- What are the reliability validation requirements for FS interpretation in digital forensics?

We have proposed a novel validation model that considers the technological, methodology, and application perspectives. These requirements are shown in Table 1 and justified in Section 4.4.

- Does existing literature for FS RE comply with those requirements?

We assessed papers of file system reverse engineering for digital forensic purposes. The results show that researchers’ main focus is on disseminating results. The selected papers and current practices do not describe important validation criteria, which we have
discussed and justified as documentation minimum requirement. More recent papers from 2019 to 2020 included more validation criteria than the older literature, which is a positive development in the domain. However, Prade et al. (2020) documentation was mostly related to the tools they developed, not their reverse engineering of file system metadata structures. Common challenges identified are quality and quantity of data set for testing and computing error rates.

There is the need of meeting legal and scientific reliability standard in digital forensic examination for court proceedings. This will greatly depend on a systematic approach for validating the interpretation of a file system. Information about the requirements in the proposed validation model can be gathered from authors, practitioners or other sources, and even by performing reverse engineering. In these cases our validation model can be used as a template. Such a template encompasses only the minimum documentation requirements, and more elaborated versions can be developed in further research. Future work can be dedicated to establishing an independent EU body to specialize in tools and methods validation, and to promote the use of purpose-validated DF tools and methods among law enforcement agencies.

The proposed validation model is also applicable when interpreting applications that utilise their own metadata structures for storage purposes. For instance, most current applications (Apps) on a smartphone use SQLite databases, which need to be interpreted, not only from the perspective of the SQLite structures, but also when interpreting the undocumented meaning of the tables created by the App developer; column names, type of content, and how these are updated based on user actions within the App. The only change needed in the validation model is changing the criteria for the file system (FS information used, File system description) with the criteria for the database or database system. We can conclude that for any undocumented, or partly documented, metadata structures this model is applicable.
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