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Abstract
Ni–Ti is a key shape-memory alloy (SMA) system for applications, being cheap and having good mechanical properties. Recently, atomistic simulations of Ni–Ti SMAs have been used with the purpose of revealing the nano-scale mechanisms that control superelasticity and the shape-memory effect (SME), which is crucial to guide alloying or processing strategies to improve materials performance. These atomistic simulations are based on molecular dynamics (MD) modelling that relies on (empirical) interatomic potentials (IAPs). These simulations must reproduce accurately the mechanism of martensitic transformation and the microstructure that it originates, since this controls both superelasticity and the SME. As demonstrated by the energy minimization theory of martensitic transformations (Ball and James (1987 Arch. Ration. Mech. Anal. 100 13–52)), the microstructure of martensite depends on the lattice parameters of the austenite and the martensite phases. Here, we compute the bounds of possible microstructural variations based on the experimental variations/uncertainties in the lattice parameter measurements. We show that both density functional theory and MD lattice parameters are typically outside the experimental range, and that seemingly small deviations from this range induce large deviations from the experimental bounds of the microstructural predictions, with notable cases where unphysical microstructures are predicted to form. Therefore, our work points to a strategy for benchmarking and selecting IAPs for atomistic modelling of SMAs, which is crucial to modelling the development of martensitic microstructures and their impact on the SME.
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Introduction

Since Ölander (1932) revealed the shape-memory effect (SME) in Au–Cd samples, shape memory alloys (SMAs) have attracted significant attention and interest both for their surprising behaviour and for the possibly wide range of engineering applications such as structures and composites (Furuya 1996), actuators in automotive applications (Stoeckel 1990, Leo et al 1998, Jani et al 2014) and robotics (Furuya and Shimada 1991, Sreekumar et al 2007, Kheirikhah et al 2010), aircraft morphing in aerospace design (Schetky 1991, Hartl and Lagoudas 2007, Bil et al 2013), mini actuators and micro-electromechanical systems (Kahn et al 1998, Fujita and Toshiyoshi 1998, Van Humbeeck 1999), devices for minimally invasive surgery in biomedical applications (Duerig et al 1999, Mantovani 2000, Machado and Savi 2003, Morgan 2004, Song 2010, Petrini and Migliavacca 2011) and industrial applications such as eyeglass frames (Zider and Krumme 1988, Hautcoeur and Eberhardt 1997, Wu and Schetky 2000). When an external stimulus (stress or temperature) is applied, SMAs undergo a martensitic transformation that results in microstructural changes (Otsuka and Ren 2005). Upon removal of the external stimulus, the transformation and the microstructural changes are reversed and the original shape of the material is recovered, hence the name. Ni–Ti SMAs are cheaper than other SMAs and have been key to the engineering and industrial use of SMAs since the work of Buehler et al (1963) revealed their shape memory behaviour. The Ni–Ti phase diagram (e.g. Otsuka and Kakeshita (2002)) shows a narrow region near the equiatomic composition at finite temperatures (approximately between 627 and 1090 °C), where the system shows a stable cubic B2 phase, i.e. the austenite. Upon quenching, this B2 structure transforms into the monoclinic B19′ martensite (Otsuka et al 1971a, Hehemann and Sandrock 1971), yet some B2 austenite can be retained (Otsuka and Ren 2005). This is a single-step transformation, yet, different transformation paths, involving intermediate rhombohedral (R) and orthorhombic (B19) phases, can also be achieved, however, in the ternary Ni–Ti-based alloys, which are beyond the scope of this paper (Otsuka and Ren 2005).

The microstructure of martensite consists of several symmetry-related martensite variants that originate from common austenite crystals. The austenite-to-martensite transformation typically involves significant volumetric changes and large shear strains, thus the martensite variants can pair to form twinning systems that can self-accommodate such a shape change. Continuum models like the energy minimization theory (EMT, Ball and James (1987)) enable the prediction of the twinning systems as a function of only the lattice parameters of the austenite and the martensite. In the literature, a large number of experimental observations on Ni–Ti systems are available (Laves and Wallbaum 1939, Duwez and Taylor 1950, Philip and Beck 1957, Purdy and Parr 1960, Dautovich and Purdy 1965, De Lange and Zijderveld 1968, Otsuka et al 1971b, 1971a, Hehemann and Sandrock 1971, Monasevich et al 1979, Monasevich and Paskal 1980, Tadaki and Wayman 1980, Michal and Sinclair 1981, Buhrer et al 1983, Kudoh et al 1985, Nishida et al 1988, 1995a, 1995b, Prokoshkin et al 2004) and well-established theories such as the phenomenological theory of martensite crystallography (Wayman 1994, Bhadeshia and Wayman 2014) and EMT (Ball and James 1987, Bhattacharya 1992) have been successfully used to describe the martensitic microstructure, including the twinning systems.

Recently, atomistic simulations have been performed to reveal the nanoscale mechanisms that control martensite formation and twinning. In the context of Ni–Ti, both density functional theory (DFT) and molecular dynamics (MD) studies have been performed over the past few years. DFT modelling has been mostly focusing on the prediction of the transformation path (e.g. Hatcher et al (2009a), Holec et al (2011)), the structural stability of the crystalline phases (Hatcher et al 2009b, Vishnu and Strachan 2010), the size effects (Vishnu and Strachan 2012) and the energy barriers of the highly symmetric compound twins (Ezaz et al 2011). However, since DFT simulations are restricted to a few hundred atoms, larger systems are typically modeled by using MD (e.g. Ko et al (2015), Ren and Sehitoglu (2016), Kim et al (2017), Srinivasan et al (2019), Kavousi et al (2019)). The typical approach for developing interatomic potentials (IAPs) is based on selecting some empirical formalism, e.g. the embedded atom method (EAM) (Daw and Baskes 1984) and the modified EAM (MEAM) (Baskes 1992), and fit the potential parameters to a set of properties (from experiments and/or from DFT), such as the lattice parameters and the elastic constants. However, depending on the fitting procedure and the settings of the DFT calculations, discrepancies between the atomistic lattice parameters and the experimental ones typically occur. In fact, while EMT reveals the critical dependence of the microstructure of martensite (i.e. twinning systems and habit planes) on these lattice parameters, the existing atomistic literature does not discuss this dependence and hence it is unclear whether the lattice parameters of atomistic simulations are ‘accurate enough’ to provide reasonable/physically sound descriptions of the microstructure of martensite.

In this work, the dependence of microstructure on the lattice parameter accuracy is analysed for Ni–Ti SMAs. First (section 2) the experimental measurements are considered of the B2 and B19′ lattice parameters and monoclinic angle and their variability is determined with respect to temperature and compositional changes around the equiatomic range, which is relevant for Ni–Ti SMAs. Next (section 3), EMT is used to assess the possible uncertainty range of the shape deformation in Ni–Ti, based on the experimental variability and uncertainties. In section 4, DFT and MD predictions of the lattice parameters and monoclinic angles are compared with the experimental range, and EMT is used to predict the shape deformation based on the existing DFT data and MD IAPs. The paper ends with discussion and conclusions.

Here, the following notation is used. Lowercase letters are scalars. Bold lowercase letters denote vectors. Bold Latin capital letters denote second order tensors, where I is the identity. Given a second order tensor A, then tr(A) and det(A) denote the trace and the determinant of the tensor, respectively, while the superscripts $A^T$ and $A^{-1}$ denote the transpose and the inverse of the tensor, respectively. The ‘·’ product contracts one component of a tensor with a component of another tensor, i.e. $(A \cdot B)_{ij} = A_{ik}B_{kj}$, where the Einstein summation convention applies. In the case of two vectors a and b, the ‘·’ product is the usual scalar product, defined as $a \cdot b = aibi$. The tensor product is written as $a \otimes b$, which has components $(a \otimes b)_{ij} = aibj$. In the following, we will use the convention introduced by Bilby and Crocker (1965) for the twinning elements, hence the shear directions $\eta_1, \eta_2$ and the Twin planes normal $K_1, K_2$ are vectors.

1. Experimental bounds of Ni–Ti lattice parameters

Since Laves and Wallbaum (1939) clarified experimentally the B2 crystal structure of the austenite phase, it took more than a decade to obtain a first rough estimate of the austenite
lattice parameter \(a_0 = 2.980 \text{ Å}\) by Duwez and Taylor (1950). This estimate was later corrected to \(a_0 = 3.015 \text{ Å}\) (Philip and Beck (1957)) and this is the reference, literature value for the austenitic B2 cell of an equiatomic Ni–Ti alloy. The lattice parameter can clearly vary depending on the temperature and the alloy composition. Figure 1 shows the dependence of the lattice parameter on the alloy composition and temperature. The literature data are summarized in Table 5 in the appendix. It appears that the B2 lattice parameter is well contained within \(\pm 0.3\%\) error from the average value \(a_0 = 3.0147 \text{ Å}\), irrespective of the detailed composition and measurement temperature (figure 1).

Unlike the austenite, the martensite crystal structure remained a mystery for a long time, since its first report by Purdy and Parr (1960) as an hexagonal crystal. Shortly after, by using electron diffraction and x-ray powder diffraction method, Dautovich and Purdy (1965) reported a triclinic crystal structure for an heat-treated Ni–Ti alloy, with chemical composition of 51\% at. Ni, whose lattice parameters were \(a = 2.860 \text{ Å}, b = 4.110 \text{ Å}, c = 4.6 \text{ Å}, \alpha = 90.1^\circ, \beta = 96.7^\circ, \gamma = 90.9^\circ\). However, the B19\prime crystal structure was only reported for the first time by Otsuka et al (1971a) and Hehemann and Sandrock (1971) independently, who reported the same monoclinic structure with almost the same lattice parameters \(a = 2.889 \text{ Å}, b = 4.120 \text{ Å}, c = 4.622 \text{ Å}, \beta = 96.8^\circ\) (Otsuka et al 1971a) and \(a = 2.883 \text{ Å}, b = 4.117 \text{ Å}, c = 4.623 \text{ Å}, \beta = 96.8^\circ\) (Hehemann and Sandrock 1971). The only differences between the two structures were the space group operation and the position of the atoms within the crystal cell. These differences were due to different direction and plane of the atomic shuffles, relative to the monoclinic angle, which led Otsuka et al (1971a) to the wrong \(P2_1/c\) space group instead of the correct \(P2_1/m\) space group reported by Hehemann and Sandrock (1971). However, the positions of the atoms within the crystal cell, as envisioned by Hehemann and Sandrock (1971), were incorrect. After several attempts (e.g. Michal and Sinclair (1981)), the correct structure was discovered by Kudoh et al (1985), who reported a monoclinic B19\prime martensite with lattice parameters \(a = 2.898 \text{ Å}, b = 4.108 \text{ Å}, c = 4.646 \text{ Å}, \beta = 97.78^\circ\), for an alloy with a chemical composition of 49.2\% at. Ni. More recently, Prokoshkin et al (2004) conducted an in-depth
Figure 2. Dependence of the (a) $a$, (b) $b$, (c) $c$ lattice parameters and the (d) monoclinic angle $\beta$ on the Ni concentrations. The color-bar shows the observation temperature of the B19' martensite.

study of the lattice parameters of the martensitic phase in the equiatomic Ni–Ti system, collecting a large amount of experimental data from the literature and performing further experiments, in order to find correlations between temperature or chemistry and trends in lattice parameter changes. Prokoshkin et al (2004) concluded that, in the nearly equiatomic nickel-concentration range of binary Ni–Ti alloys, the lattice parameters $a$, $c$ and the monoclinic angle $\beta$ decrease, while the parameter $b$ increases as Ni increases. Also, Prokoshkin et al (2004) analyzed the temperature dependencies of the B19' martensite lattice parameters. They concluded that in general, as temperature increases, the parameter $a$ slightly increases, $b$ increases while $c$ and $\beta$ decrease.


Figures 2 and 3 confirm the trends reported by Prokoshkin et al (2004), however, the changes in lattice parameter and monoclinic angle are well contained within $\pm 1\%$ deviation from the average. This order of fluctuations should be close to the experimental accuracy with which the lattice parameters have been measured. To verify this, we consider two sets of lattice parameters, shown in table 1, that have been extracted based on the same experimental data but analyzed with slightly different approaches by Otsuka et al (1971a) and by Prokoshkin et al (2004). The volume change is also reported, which is determined as

$$\Delta V = \frac{abc}{2a_0^3} \sin \beta - 1.$$
Figure 3. Dependence of the (a) $a$, (b) $b$, (c) $c$ lattice parameters and the (d) monoclinic angle $\beta$ on the observation temperature. The color-bar shows the Ni concentration of the B19$^{\prime}$ martensite.

Table 1. Differences between the estimated lattice parameters made by Otsuka et al (1971a) and the refined values recalculated by Prokoshkin et al (2004) (Otsuka et al (1971a) $\star$).

<table>
<thead>
<tr>
<th></th>
<th>$a_0$ (Å)</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$c$ (Å)</th>
<th>$\beta$ (°)</th>
<th>$\Delta V/V_0$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsuka et al (1971a)</td>
<td>3.015</td>
<td>2.889</td>
<td>4.120</td>
<td>4.622</td>
<td>96.8</td>
<td>$-0.34$</td>
</tr>
<tr>
<td>Otsuka et al (1971a) $\star$</td>
<td>3.015</td>
<td>2.874</td>
<td>4.113</td>
<td>4.630</td>
<td>97.0</td>
<td>$-0.90$</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>0.52%</td>
<td>0.17%</td>
<td>0.17%</td>
<td>0.21%</td>
<td>0.56%</td>
</tr>
</tbody>
</table>

This order of fluctuations, that we could expect from experimental measurements, is very small and, therefore, we can conclude that the trends found by Prokoshkin et al (2004) on the lattice parameters, for nearly equiatomic Ni–Ti alloy, do not depend strongly on the chemical composition nor the observation temperature and the measured dependencies on the composition and temperature are of the order of the experimental accuracy.

2. Theory bounds for martensitic microstructures in Ni–Ti

2.1. Twinning systems

Martensite variants arrange to form twinning systems, in order to self-accommodate the shape change due to the transformation. The twinning systems are defined by the twinning shear $s$, the shear direction $\eta_1$ and the twin plane normal $K_1$. The triplet $(s, \eta_1, K_1)$ is the twinning mode. According to Bilby and Crocker (1965), the simple shear deformation, that involves a twin structure, leaves also a second undistorted (but rotated) plane $K_2$ and a second direction $\eta_2$. The pair $(K_2, \eta_2)$ represent a conjugate (or reciprocal) twinning mode that has the same
shear magnitude \( s \). The twinning systems are usually classified as type I twins (rational twin plane), type II twins (rational shear direction), and compound twins (both twin plane and shear directions rational). Here, we summarize the main EMT model equations to determine the twinning systems as a function of the B2 and B19\( ^{\prime} \) lattice parameters and monoclinic angle.

The twinned martensite microstructure is the result of a continuous deformation, hence two distinct B19\( ^{\prime} \) variants can form a variant pair if the following compatibility condition is satisfied (Ball and James 1987, Bhattacharya 1992)

\[
Q \cdot B_I - B_J = a \otimes n,
\]

where \( n \) is the normal to the twin plane, \( a \) is the shear vector, \( Q \) is a rotation tensor and \( B_I \) and \( B_J \) are the Bain strains of the \( I \) and \( J \) variants. Equation (2) is also known as twinning equation and its solution was obtained by Ball and James (1987). Solutions to equation (2) can be obtained by using Mallard’s law (Bhattacharya 1992), according to which \( B_J = R^T \cdot B_I \cdot R \), where \( R \) is a 180° rotation about an axis \( i \) of the austenite lattice, in which case

\[
a_i = 2 \left( \frac{B_J^{-T} \cdot i}{|B_J^{-T} \cdot i|^2} - B_I \cdot i \right) \quad \text{and} \quad n_i = i,
\]

\[
a_{II} = \rho B_J \cdot i \quad \text{and} \quad n_{II} = \frac{2}{\rho} \left( 1 - \frac{B_J^{-T} \cdot B_J}{|B_J^{-T} \cdot i|^2} \right) \cdot i,
\]

where \( \rho \neq 0 \) is such that \(|n| = 1\). It is customary to express the solutions of equation (3) with respect to the martensite lattice on one side of the twin and hence the twinning elements can be computed as

\[
K_1 = \frac{B_J^{-1} \cdot n_i}{|B_J^{-1} \cdot n_i|}, \quad \eta_1 = \frac{a_i}{|a_i|}, \quad K_2 = \frac{B_J^{-1} \cdot n_{II}}{|B_J^{-1} \cdot n_{II}|}, \quad \eta_2 = \frac{a_{II}}{|a_{II}|} \quad (4)
\]

and

\[
K_1 = \frac{B_J^{-1} \cdot n_{II}}{|B_J^{-1} \cdot n_{II}|}, \quad \eta_1 = \frac{a_{II}}{|a_{II}|}, \quad K_2 = \frac{B_J^{-1} \cdot n_i}{|B_J^{-1} \cdot n_i|}, \quad \eta_2 = \frac{a_i}{|a_i|}. \quad (5)
\]

For both solutions, the twinning shear is

\[
s = |a_i| \cdot |B_J^{-1} \cdot n_i| = |a_{II}| \cdot |B_J^{-1} \cdot n_{II}|. \quad (6)
\]

In equation (4), \( K_1 \) and \( \eta_2 \) are rational crystallographic directions, hence this solution is a type I twin. Equation (5) describes a type II twin, because \( \eta_1 \) and \( K_2 \) are rational crystallographic directions. At last, if all four of the twinning elements are rational, then both twins are compound twins. As discussed e.g. in Bhattacharya (2003) and shown by Hane and Shield (1999), equation (3) yields all possible twinning systems for Ni–Ti.

### 2.2. Austenite–martensite habit plane

EMT can also predict the crystallography of the austenite–martensite interface (habit plane) (Ball and James 1987). In Ni–Ti, a compatible interface between austenite and one single variant cannot be obtained. Therefore, the austenite crystal forms a compatible interface with a laminate that consists of alternating twins. Ball and James (1987) proved that, for infinitely fine twins, the austenite–martensite interface energy goes to zero if and only if the habit plane can form a compatible interface with the average deformation

\[
F_\lambda = \lambda Q \cdot B_J + (1 - \lambda)B_J, \quad (7)
\]
where \( \lambda \in (0, 1) \) is the twin volume fraction and \( \mathbf{Q} \) is the rotation tensor introduced in equation (2). Then, a finely twinned microstructure can form an interface with the austenite if

\[
\mathbf{Q} \cdot (\lambda \mathbf{B}_I + (1 - \lambda) \mathbf{B}_J) - \mathbf{I} = \mathbf{b} \otimes \mathbf{m}.
\]

(8)

where \( \mathbf{b} \) is the vector setting the direction and magnitude of the shape deformation, \( \mathbf{m} \) is the habit plane normal and \( \mathbf{Q} \) is a rotation tensor. Equation (8) is the *austenite–martensite interface equation* and it gives solutions if the the twinning equation (2) can be solved for a given variant pair \((I, J)\). Ball and James (1987) proved that equation (8) has solutions if and only if the following conditions are met

\[
\delta = \mathbf{a} \cdot (\mathbf{B}_J \cdot (\mathbf{B}_J^T - \mathbf{I} \cdot \mathbf{B}_I) - 1) \cdot \mathbf{n} \leq -2,
\]

\[
\eta = \text{tr} (\mathbf{B}_J^2) - \det (\mathbf{B}_J^2) - 2 + \frac{|\mathbf{a}|^2}{2\delta} \geq 0,
\]

(9)

where \( \mathbf{B}_J^2 = \mathbf{B}_J^T \cdot \mathbf{B}_J \). If equations (9) are satisfied, then solutions can be computed for the twin volume fractions

\[
\lambda = 1 - \sqrt{1 + \frac{2}{\delta}},
\]

(10)

and \( \lambda^* = 1 - \lambda \). Once the twin volume fractions are known, Ball and James (1987) showed that the solutions to the austenite–martensite interface are

\[
\mathbf{b} = \rho \left( \frac{\lambda_3(1 - \lambda_1)}{\lambda_3 - \lambda_1} \mathbf{v}_1 \pm \frac{\lambda_1(1 - \lambda_3)}{\lambda_3 - \lambda_1} \mathbf{v}_3 \right),
\]

(11)

\[
\mathbf{m} = \sqrt{\frac{\lambda_3}{\rho \sqrt{\lambda_3 - \lambda_1}}} (-\sqrt{1 - \lambda_1} \mathbf{v}_1 \pm \sqrt{\lambda_3 - 1} \mathbf{v}_3),
\]

where \( \rho \) is chosen such that \( |\mathbf{m}| = 1 \) and \( \mathbf{v}_\Gamma \), with \( \Gamma = 1, 2, 3 \), are the eigenvectors of the symmetric tensor

\[
\mathbf{C}_\lambda = (\mathbf{B}_J + \lambda \mathbf{n} \otimes \mathbf{a}) \cdot (\mathbf{B}_J + \lambda \mathbf{a} \otimes \mathbf{n}),
\]

(12)

with eigenvalues \( \lambda_1 \leq 1, \lambda_2 = 1 \) and \( \lambda_3 \geq 1 \).

EMT has been successfully applied, through the years, to explain the observed martensite microstructures (Bhattacharya 1992). The solutions of equations (2) and (8), in the case of Ni–Ti, have been reported by Hane and Shield (1999) and Sehitoglu et al (2000), who predicted 42 independent twinning systems, distinguished in four modes (A, B, C and D), and 192 habit planes. Next, we will show the predictions for type II mode B twins, which are the most observed in experiments, and we will show the sensitivity of the solutions to equations (2) and (8) with respect to the uncertainties in the experimental lattice parameters.

### 2.3. Theory bounds for twinning and habit planes

As discussed in the literature (Hane and Shield 1999, Bhattacharya 2003), the type II mode B twin volume fraction predictions, with Otsuka et al (1971a) lattice parameters, are close to the the experimental observation (relative error 1.62\%), (Onda et al 1992). Moreover, deviations from experiments (Matsumoto et al 1987) of the habit plane normal \( \mathbf{m} \) and the shape strain \( \mathbf{b} \) are 3.58° and 1.90°, respectively.
this range. Finally, the predicted twinningshear $s$ and shape strain magnitude $|b|$ fall within a

Table 2. Sensitivity of the results of equations (2) and (8) in nearly equiatomic Ni–Ti martensitic transformation, by using as input the lattice parameters reported by Otsuka et al. (1971a) and the ones reanalyzed by Prokoshkin et al. (2004) (Otsuka et al. (1971a) *).

<table>
<thead>
<tr>
<th>$a_{II}$ (Å)</th>
<th>$b_{II}$ (Å)</th>
<th>$s$</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.0120 0.2890 0.0164)</td>
<td>(0.5846 0.8113)</td>
<td>0.2804</td>
<td>Otsuka et al. (1971a)</td>
</tr>
<tr>
<td>(0.0127 0.2972 0.0173)</td>
<td>(0.5830 0.8125)</td>
<td>0.2886</td>
<td>Otsuka et al. (1971a) *</td>
</tr>
</tbody>
</table>

Table 3. Set of measurements of B2 and B19' lattice parameters used as input for predictions.

<table>
<thead>
<tr>
<th>$a_{II}$ (Å)</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$c$ (Å)</th>
<th>$\beta$ (°)</th>
<th>$\Delta V/V_{0}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsuka et al. (1971a)</td>
<td>3.015</td>
<td>2.889</td>
<td>4.120</td>
<td>4.622</td>
<td>96.80</td>
</tr>
<tr>
<td>Sittner et al. (2003)</td>
<td>3.013</td>
<td>2.882</td>
<td>4.123</td>
<td>4.626</td>
<td>96.98</td>
</tr>
<tr>
<td>Prokoshkin et al. (2004)</td>
<td>3.0175</td>
<td>2.9100</td>
<td>4.1230</td>
<td>4.6540</td>
<td>97.80</td>
</tr>
<tr>
<td>Prokoshkin et al. (2004)</td>
<td>3.0164</td>
<td>2.9090</td>
<td>4.1135</td>
<td>4.6570</td>
<td>97.90</td>
</tr>
<tr>
<td>Prokoshkin et al. (2004)</td>
<td>3.0107</td>
<td>2.8820</td>
<td>4.1280</td>
<td>4.6230</td>
<td>96.70</td>
</tr>
<tr>
<td>Prokoshkin et al. (2004)</td>
<td>3.0121</td>
<td>2.8820</td>
<td>4.1430</td>
<td>4.6140</td>
<td>96.35</td>
</tr>
<tr>
<td>Khalil-Allafi et al. (2004)</td>
<td>3.0141</td>
<td>2.893</td>
<td>4.134</td>
<td>4.633</td>
<td>96.96</td>
</tr>
<tr>
<td>Khalil-Allafi et al. (2004)</td>
<td>3.0069</td>
<td>2.8786</td>
<td>4.1340</td>
<td>4.6215</td>
<td>96.65</td>
</tr>
<tr>
<td>Khalil-Allafi et al. (2004)</td>
<td>3.0093</td>
<td>2.8792</td>
<td>4.1394</td>
<td>4.6140</td>
<td>96.47</td>
</tr>
</tbody>
</table>

By using the input lattice parameters of table 1 to solve equations (2) and (8), the type II mode B twinning system and the related habit plane are obtained, as reported in table 2.

As we can see, uncertainties in the lattice parameters do not yield apparent changes in the orientation of the twin and habit plane, since the deviations between the shear vector (0.12°), twin plane normal (0.11°), shape strain (1.74°) and habit plane normal (0.62°) are negligible. Small differences are also observed for the twinning shear (2.85%) and the twin volume fraction (2.16%). All in all, differences due to the lattice parameter accuracy yield discrepancies of predictions in the order of the mismatch between EMT and experiments, which is thus limited.

We now assess the degree of accuracy that can be expected when predicting twinning systems and the austenite–martensite interface, by considering the experimental ±1% scatter in the measurements of the lattice parameters. To this purpose, we consider as experimental input those references that provide a complete set of lattice parameters of both B2 and B19’, see table 3.

Figure 4 shows the theory predictions (equations (2) and (8)) for the type II mode B twinning system, which is the most frequently observed twinning system in Ni–Ti, and for which there are experimental measurements to compare the EMT predictions with (Matsumoto et al. 1987, Onda et al. 1992).

The predicted volume changes fall within ±1% accuracy range. The twin volume fraction $\lambda$ shows a ±9% accuracy range. Note that the measurement of Onda et al. (1992) is within this range. Finally, the predicted twinning shear $s$ and shape strain magnitude $|b|$ fall within a
Figure 4. EMT predictions of (a) the volume change, (b) the twin volume fraction, (c) the twinning shear and (d) the shape strain magnitude by using lattice parameters taken from experiments. Here only the result for type II mode B twinning system are shown.

Figure 5. Deviation of the predicted (a) shape strain direction and magnitude and (b) of the habit plane normal direction and shape strain magnitude, based on the experimental lattice parameters, compared with (Matsumoto et al 1987) measurements. $|b_0|$ is the Matsumoto et al (1987) shape strain magnitude.

±10\% and ±5\% accuracy range, respectively. The magnitude of the shape strain measured by Matsumoto et al (1987) is very close to the average of the plotted data.

Figure 5 shows the deviations between predicted habit plane orientations or shape strain and the data by Matsumoto et al (1987). The data are plotted in a polar diagram where the radial coordinate is the relative difference, in absolute value, between the predicted shape strain and Matsumoto et al (1987) magnitudes while the angular coordinates are the deviations of $b$ and $m$ from Matsumoto et al (1987) habit plane measurements.

EMT, with Otsuka et al (1971b) lattice parameters, predicts an habit plane with deviations of 1.90°, for the shape strain direction, and 3.58°, for the habit plane normal. Sittner et al (2003)
lattice parameters give deviations, for the shape strain direction and habit plane normal, of 2.49° and 3.29°, respectively. Finally, Prokoshkin et al (2004) data show average deviations, for the shape strain direction and habit plane normal, respectively of 4.49° and 2.78°, while Khalil-Allafi et al (2004) data show an average habit plane deviation of the order of 4.03° (shape strain direction) and 1.80° (habit plane normal). With respect to Matsumoto et al (1987) observation, figure 5 shows that the predictions of the habit plane are well contained within 6% and 7.5°, for the shape strain magnitude error and habit plane deviation, respectively.

This analysis points out that seemingly small inaccuracies in the input lattice parameter, within the order of the experimental inaccuracies (±1%), can lead to measurable differences in twinning and habit plane predictions. With this result in mind, we turn our analysis to the predictions based on the lattice parameters obtained with atomistic modelling methods (DFT and MD).

3. Microstructural predictions based on atomistic input

To the best of the authors’ knowledge, the first IAPs for Ni–Ti alloys were developed by Farkas et al (1996) and by Lai and Liu (2000). The first one is based on the EAM (Daw and Baskes (1984)), while the second one on the Finnis–Sinclair (FS) model (Finnis and Sinclair 1984). Mutter and Nielaba (2010) showed that these potentials are not able to reproduce the martensitic phase transformation, because they were developed to study the properties of the ternary Ni–Ti–Al alloy (Farkas et al 1996) and amorphous alloys (Lai and Liu 2000). Subsequently, two more potentials, based on the MEAM (Baskes (1992)), were developed by Saitoh et al (2010) and Ishida and Hiwatari (2007) for studying phase transitions in Ni–Ti. Again, Mutter and Nielaba (2010) showed that they do not reproduce convincingly neither the reversible temperature and stress-induced phase transitions nor the crystallography of the phases. More recently, Mutter and Nielaba (2010) and Zhong et al (2011) modified independently the FS potential by Lai and Liu (2000) and showed the occurrence of a reversible temperature-induced phase transition. However, their simulations showed atomic shuffles of the martensite structure in disagreement with the experiments. The wrongly predicted martensite structure led Mutter and Nielaba (2010) to predict the martensitic transition without the occurrence of any twinning, and Zhong et al (2011) to predict an unphysical twinning behavior with a negative twin boundary energy.

A significant step forward in the development of IAPs for Ni–Ti alloys is due to the recent work of Ko et al (2015). Ko et al (2015) developed an IAP based on the second nearest-neighbor (2NN) MEAM, that can reproduce not only the B2–B19’ martensitic transformation but also the properties of other phases. Recently, Srinivasan et al (2017) showed that the IAPs based on the 2NN-MEAM formalism (Ko et al 2015, Muralles et al 2017, Kim et al 2017, Kavousi et al 2019) perform better than the ones based on the EAM or FS formalisms (Lai and Liu 2000, Mutter and Nielaba 2010, Zhong et al 2011, Ren and Sehitoglu 2016), because they can predict more accurately the lattice parameters and elastic constants of both B2 and B19’ phases. However, Srinivasan et al (2019) pointed out that the 2NN-MEAM potentials present some non-negligible issues, such as the elastic constants of the martensitic phase that differ by up to 300% from the experimental data, along with inaccurate prediction of the transformation temperatures. Therefore, Srinivasan et al (2019) developed a potential based on the reference-free (RF) MEAM (Timonova and Thijsse 2010), where a broader dataset can be used for fitting compared with 2NN-MEAM. In addition to the 0 K energies, also finite temperature energies, atomic forces and stress tensors have been included.

Figures 6 and 7 show the DFT (Hatcher et al 2009a, 2009b, Vishnu and Strachan 2010, Holec et al 2011, Ko et al 2015, Srinivasan et al 2019) and MD IAPs (Ko et al 2015, Ren
Figure 6. DFT and MD predictions of the B2 lattice parameter, compared with the experimental range.

Figure 6 shows that DFT atomistic simulations are well contained within the ±0.3% experimental range error from the average B2 lattice parameter, yet MD simulations are typically outside, in fact Ko et al. (2015) shows an error of −0.52%, while Kim et al. (2017) and Srinivasan et al. (2017) show an error of −1.55% and −0.88%, respectively. It is worth noting that Kavousi et al. (2019) 2NN-MEAM IAP accurately predicts the B2 lattice parameter (error +0.01%).

Figure 7 reports the atomistic simulation predictions for the B19′ martensite, that are compared with the experimental bounds from figures 2 and 3. Figure 7 shows that, with only one notable exception (Srinivasan et al. 2019), atomistic calculations poorly predict most of the lattice parameters and monoclinic angle of the B19′ crystal structure. In some cases, DFT predictions can be more inaccurate than MD IAPs. Among the DFT lattice parameters shown in figure 7, the calculations closest to experiments have been provided by Hatcher et al. (2009a,b) and Srinivasan et al. (2019), who have achieved an acceptable accuracy for the a lattice parameter (+0.92% and +0.68% errors) and the monoclinic angle β (+0.92% error in both cases). The largest mismatch is found in Ko et al. (2015) DFT predictions. Ko et al. (2015) prediction of β suggests a B19′′ structure (Vishnu and Strachan 2010) rather than B19′. Vishnu and Strachan (2010) claimed, with DFT calculations, that the B19′′ phase can exhibit shape memory, however, to the best of the authors’ knowledge, this crystal structure has not been observed experimentally. Figure 7 confirms that the RF-MEAM IAP (Srinivasan et al. 2019) outperforms both EAM (Ren and Sehitoglu 2016) and 2NN-MEAM (Ko et al. 2015, Kim et al. 2017, Kavousi et al. 2019) and can capture all the lattice parameters of the martensitic cell with remarkable accuracy, with respect to the experimental observations.
Figure 7. DFT and MD predictions for the B19′ the (a) \(a\), (b) \(b\), (c) \(c\) lattice parameters and the (d) monoclinic angle \(\beta\), compared with the experimental range.

On the contrary, it is clear that Ren and Sehitoglu (2016) FS IAP is rather inaccurate in its description of the B19′ phase, with errors up to \(-6.62\%\) for \(a\), \(+6.23\%\) for \(b\) and \(-3.80\%\) for \(\beta\). Despite the fact that Ren and Sehitoglu (2016) fitted their potential to a large set of energies and elastic constants obtained \textit{ab initio} or experimentally, their predictions are less accurate than all other potentials considered here, because Ren and Sehitoglu (2016) used the FS formalism, while all the other potentials were developed within the MEAM setting. However, both Ko \textit{et al} (2015) and Srinivasan \textit{et al} (2019) MEAM potentials, that are fitted to a DFT database, perform better than semiempirical IAPs. Unlike DFT calculations, Ko \textit{et al} (2015) IAP predicts all the lattice parameters very accurately, except for the monoclinic angle \(\beta\) that shows a \(+2.37\%\) mismatch. Building on the IAP developed by Ko \textit{et al} (2015), Kavousi \textit{et al} (2019) developed a new IAP based on the 2NN-MEAM formalism. The parameters of Kavousi \textit{et al} (2019) IAP were obtained by adjusting them, through a trial-and-error process, using the initial values of the corresponding parameters developed by Ko \textit{et al} (2015). The result of this optimisation process seems to give good accuracy in the prediction of the lattice parameters (except for \(b\), \(+1.44\%\) error). Finally, it is unclear why Srinivasan \textit{et al} (2019) MD calculations are in better agreement with experiments than the DFT data they have been fitted to.

We now focus on the prediction of the martensite microstructure, by using as input data for equations (2) and (8) the DFT and MD lattice parameters of the B2 and B19′ phases, that are listed in table 4.

Figure 8 shows the EMT predictions in terms of twinning system (type II mode B twin) and habit plane, with the lattice parameters showed in table 4.

Except Holec \textit{et al} (2011), EMT predictions based on DFT lattice parameters capture well some aspects of the twinning. Hatcher \textit{et al} (2009a,b), Vishnu and Strachan (2010), Srinivasan \textit{et al} (2019) predict accurately the shape strain magnitude and the volume change, and the twin volume fractions are very close to the \(\pm 9\%\) range. Instead, the twinning shear predictions are outside the experimental range.
Table 4. Set of B2 and B19′ lattice parameters, from DFT and MD IAPs.

<table>
<thead>
<tr>
<th></th>
<th>a₀ (Å)</th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
<th>β (°)</th>
<th>ΔV/V₀ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatcher et al (2009a,b) (DFT)</td>
<td>3.019</td>
<td>2.917</td>
<td>4.077</td>
<td>4.677</td>
<td>98.00</td>
<td>+0.09</td>
</tr>
<tr>
<td>Vishnu and Strachan (2010) (DFT)</td>
<td>3.014</td>
<td>2.933</td>
<td>4.067</td>
<td>4.678</td>
<td>98.26</td>
<td>+0.85</td>
</tr>
<tr>
<td>Holec et al (2011) (DFT)</td>
<td>3.007</td>
<td>2.732</td>
<td>4.234</td>
<td>4.672</td>
<td>95.30</td>
<td>−1.04</td>
</tr>
<tr>
<td>Srinivasan et al (2019) (DFT)</td>
<td>3.010</td>
<td>2.910</td>
<td>4.060</td>
<td>4.680</td>
<td>98.00</td>
<td>+0.39</td>
</tr>
<tr>
<td>Ren and Schitoglu (2016) (MD)</td>
<td>3.021</td>
<td>2.699</td>
<td>4.386</td>
<td>4.606</td>
<td>93.41</td>
<td>−1.29</td>
</tr>
<tr>
<td>Kim et al (2017) (MD)</td>
<td>2.968</td>
<td>2.783</td>
<td>4.183</td>
<td>4.533</td>
<td>98.40</td>
<td>−0.17</td>
</tr>
<tr>
<td>Srinivasan et al (2019) (MD)</td>
<td>2.988</td>
<td>2.884</td>
<td>4.100</td>
<td>4.655</td>
<td>97.10</td>
<td>+2.37</td>
</tr>
<tr>
<td>Kavousi et al (2019) (MD)</td>
<td>3.015</td>
<td>2.865</td>
<td>4.187</td>
<td>4.616</td>
<td>97.30</td>
<td>+0.20</td>
</tr>
</tbody>
</table>

Figure 8. EMT predictions of (a) volume change, (b) twin volume fraction, (c) twinning shear and (d) shape strain magnitude, by using lattice parameters taken from atomistics. Here, only the results for type II mode B twinning systems are shown.

Turning to MD, Srinivasan et al (2019) MD predictions on the volume change lie outside the experimental range (+2.37%). The reason is that the volume change depends on both the B2 and B19′ cell structures. Despite predicting B19′ accurately, Srinivasan et al (2019) underpredict the B2 lattice parameter, hence the mismatch. Nevertheless, the Srinivasan et al (2019) potential remains the best in terms of both twinning shear s and shape strain magnitude |b|. As for the twin volume fraction λ, no IAP falls within the experimental range and the most accurate is still the Srinivasan et al (2019) IAP (−13.33% error).
Ren and Sehitoglu (2016) IAP predictions of the twinning shear (error $-54.79\%$) are extremely inaccurate, however this is not the most striking aspect. In fact, figure 8 does not show either $\lambda$ or $|b|$, with Ren and Sehitoglu (2016) lattice parameters, because they do not meet the conditions (equation (9)) since $\delta = 0.55 > -2$. This yields unphysical solutions ($\lambda = -0.5759$) for equation (8).

Figure 9 shows the EMT predictions of the habit plane orientation, compared with the Matsumoto et al (1987) measurements. DFT predictions based on Hatcher et al (2009a,b) and Srinivasan et al (2019) fall within the experimental range, both in the case of the shape strain ($5.67^\circ$ and $5.92^\circ$ deviations, respectively) and the habit plane normal ($5.12^\circ$ and $4.32^\circ$ deviations, respectively). However, DFT predictions based on Holec et al (2011) and Ko et al (2015) are far from the experimental bounds, with deviations of $15.85^\circ$ and $11.91^\circ$, for the shape strain vector $b$, and $7.17^\circ$ and $6.65^\circ$, for the habit plane normal $m$, respectively.

Predictions based on IAPs for MD are typically less accurate than the DFT ones. Srinivasan et al (2019) and Kavousi et al (2019) predictions are the closest to experiments for both the shape strain ($7.22^\circ$ and $6.68^\circ$ deviations, respectively) and the habit plane normal ($2.05^\circ$ and $3.79^\circ$ deviations, respectively). However the shape strain magnitudes differ form Matsumoto et al (1987) by $+7\%$ and $+14\%$, respectively. The, Ko et al (2015) and Kim et al (2017) predictions are inaccurate in terms of shape strain direction ($7.45^\circ$ and $12.09^\circ$ deviations, respectively) and shape strain magnitude ($+28\%$ and $+43\%$, respectively).

4. Discussion and conclusions

In this work, we have proposed a methodology for assessing the accuracy of IAPs for the simulation of microstructure in SMAs, by considering the specific case of Ni–Ti. Guided by EMT (Ball and James 1987), that shows that the microstructure of the martensite depends on the austenite and martensite lattice parameters, we assess the sensitivity of the predicted twinning structures and the austenite/martensite interfaces with respect to uncertainties in the experimental input. This approach reveals the striking sensitivity of the EMT predictions on the input lattice parameters, and the need to assess IAPs for atomistic simulations based on their ability to predict the microstructural features (twinning and habit planes). Unlike previous conclusions by Prokoshkin et al (2004), figures 1–3 show that the lattice parameters of both the B2 and B19’ phases depend only weakly on the close-to-equatomic chemical composition changes and the temperature. The experimental values fall well within a $\pm 1\%$ accuracy margin.
The analysis of the accuracy ranges based on EMT predictions and experimental lattice parameters raises a major problem in the choice of the IAPs for atomistic situations. Indeed, the quality of an IAP is typically tested by ‘how close’ an IAP reproduces the lattice parameters (Ko et al 2015, Ren and Sehitoglu 2016, Kim et al 2017, Srinivasan et al 2019, Kavousi et al 2019), without defining ‘how accurate’ the IAP predictions should be. However, as shown here, minute variations of the lattice parameter values may induce large changes in twin volume fraction, twinning shear and shape strain magnitude. The features of the transformation (such as volume change, twinning shear, twin volume fraction and shape strain magnitude) must also be accurately predicted by atomistic simulations, by falling within/close to the experimental ranges shown in figure 4. Hence, the ability of an IAP to predict martensitic microstructures should be verified by using equations (2) and (8) with the lattice parameters of the atomistic model.

Among the existing IAPs for MD simulations, Ren and Sehitoglu (2016) IAP fails both in the description of crystalline phases and of the martensite microstructures, largely underestimating the twinning shear. However, more importantly, the lattice parameters that Ren and Sehitoglu (2016) derive, from atomistic simulations, are unable to produce a compatible interface between B2 austenite and B19’ martensite, since the conditions set out in equation (9) are not satisfied.

From the present analysis, we can conclude that, among all the IAPs developed for the equiatomic Ni–Ti alloys and analysed here, Srinivasan et al (2019) is the IAP that best describes both the martensite crystal structure and the martensite microstructure of twins and habit planes. The main problem lies in the underestimation of the B2 lattice parameter, which, however, does not influence the microstructural predictions, which lie within/close to the experimental range. Another IAP that yields predictions close to the experimental range is the one developed by Kavousi et al (2019), which succeeds in describing the austenitic phase very well, but is slightly less accurate than that of Srinivasan et al (2019) when it comes to describing the martensitic phase. Regarding the description of the microstructure, although the accuracy is far less than that of the Srinivasan et al (2019) IAP, the results are close to experiments.

With the methodology for evaluating IAPs introduced here, we have shown that any IAP must be such that its lattice parameters are not only accurate within the experimental range, but also capable of producing the observed microstructure of martensite. Thus, a necessary (but not sufficient) condition for any sets of lattice parameters, predicted by atomistic simulations, is to satisfy the conditions shown in equation (9). The fulfillment of the conditions (9) implies constraints on the possible choices of the lattice parameters and the monoclinic angle $\beta$, and we found that the first condition, on the $\delta$ parameter, is the most stringent one. The conditions (9) and the comparison with the experimental bounds determined in this work can guide the development of IAPs that predict accurately the microstructure of martensite.

As a final note, we observe that many IAPs, especially those based on machine learning (ML) approaches, are fitted to large databases of DFT-calculated atomistic configurations. Our analysis shows that DFT calculations could also fall short in predicting accurately the features of martensite, therefore care should be taken when setting up the DFT simulations to create the databases for fitting the ML potentials.
Table 5. Experimental values of the Ni–Ti B2 austenite lattice parameter as a function of chemistry and observation temperature.

<table>
<thead>
<tr>
<th>Ni (at.%)</th>
<th>T \text{obs} (K)</th>
<th>(a_0) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsuka \textit{et al} (1971a)</td>
<td>49.75</td>
<td>293</td>
</tr>
<tr>
<td>Sittner \textit{et al} (2003)</td>
<td>50.50</td>
<td>300</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.00</td>
<td>393</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.00</td>
<td>323</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.00</td>
<td>293</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.70</td>
<td>393</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.70</td>
<td>293</td>
</tr>
<tr>
<td>Prokoshkin \textit{et al} (2004)</td>
<td>50.70</td>
<td>261</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.70</td>
<td>294</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.70</td>
<td>331</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.70</td>
<td>347</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.70</td>
<td>235</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.70</td>
<td>265</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.10</td>
<td>338</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.10</td>
<td>348</td>
</tr>
<tr>
<td>Khalil-Allafi \textit{et al} (2004)</td>
<td>50.10</td>
<td>358</td>
</tr>
</tbody>
</table>
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Appendix

See tables 5 and 6.
<table>
<thead>
<tr>
<th>Ni (at.%)</th>
<th>$T_{\text{obs}}$ (K)</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$c$ (Å)</th>
<th>$\beta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>49.75</td>
<td>296</td>
<td>2.8700 ± 0.0100</td>
<td>4.1100 ± 0.0300</td>
<td>4.6000 ± 0.0300</td>
<td>97.40 ± 0.40</td>
</tr>
<tr>
<td>50.00</td>
<td>293</td>
<td>2.9040 ± 0.0050</td>
<td>4.1210 ± 0.0020</td>
<td>4.6490 ± 0.0060</td>
<td>97.90 ± 0.10</td>
</tr>
<tr>
<td>49.75</td>
<td>81</td>
<td>2.8740 ± 0.0060</td>
<td>4.1130 ± 0.0090</td>
<td>4.6300 ± 0.0090</td>
<td>97.00 ± 0.10</td>
</tr>
<tr>
<td>49.75</td>
<td>220</td>
<td>2.8800 ± 0.0050</td>
<td>4.1480 ± 0.0020</td>
<td>4.6210 ± 0.0030</td>
<td>96.40 ± 0.10</td>
</tr>
<tr>
<td>49.75</td>
<td>95</td>
<td>2.8720 ± 0.0030</td>
<td>4.1240 ± 0.0020</td>
<td>4.6320 ± 0.0030</td>
<td>96.90 ± 0.10</td>
</tr>
<tr>
<td>50.50</td>
<td>—</td>
<td>2.8830 ± 0.0040</td>
<td>4.1170 ± 0.0050</td>
<td>4.6230 ± 0.0050</td>
<td>96.80 ± 1.00</td>
</tr>
<tr>
<td>49.80</td>
<td>293</td>
<td>2.8930</td>
<td>4.1200</td>
<td>4.6570</td>
<td>97.60</td>
</tr>
<tr>
<td>50.30</td>
<td>293</td>
<td>2.8890</td>
<td>4.1200</td>
<td>4.6220</td>
<td>96.80</td>
</tr>
<tr>
<td>50.00</td>
<td>293</td>
<td>2.9090 ± 0.0070</td>
<td>4.1410 ± 0.0030</td>
<td>4.6390 ± 0.0050</td>
<td>96.80 ± 0.20</td>
</tr>
<tr>
<td>50.00</td>
<td>—</td>
<td>2.8850</td>
<td>4.1200</td>
<td>4.6220</td>
<td>96.80</td>
</tr>
<tr>
<td>49.20</td>
<td>10</td>
<td>2.8840</td>
<td>4.1100</td>
<td>4.6650</td>
<td>98.10</td>
</tr>
<tr>
<td>51.00</td>
<td>228</td>
<td>2.8870 ± 0.0030</td>
<td>4.1140 ± 0.0030</td>
<td>4.6340 ± 0.0020</td>
<td>96.70 ± 0.10</td>
</tr>
<tr>
<td>51.00</td>
<td>123</td>
<td>2.8980 ± 0.0040</td>
<td>4.1430 ± 0.0020</td>
<td>4.6530 ± 0.0030</td>
<td>97.30 ± 0.10</td>
</tr>
<tr>
<td>49.20</td>
<td>293</td>
<td>2.8980</td>
<td>4.1080</td>
<td>4.6460</td>
<td>97.78</td>
</tr>
<tr>
<td>48.50</td>
<td>293</td>
<td>2.9000</td>
<td>4.1100</td>
<td>4.6600</td>
<td>97.80</td>
</tr>
<tr>
<td>50.00</td>
<td>293</td>
<td>2.8900</td>
<td>4.1200</td>
<td>4.6400</td>
<td>97.30</td>
</tr>
<tr>
<td>50.50</td>
<td>223</td>
<td>2.8900</td>
<td>4.1500</td>
<td>4.6400</td>
<td>97.10</td>
</tr>
<tr>
<td>50.70</td>
<td>223</td>
<td>2.8900</td>
<td>4.1400</td>
<td>4.6500</td>
<td>97.10</td>
</tr>
<tr>
<td>50.10</td>
<td>294</td>
<td>2.9040 ± 0.0040</td>
<td>4.1410 ± 0.0030</td>
<td>4.6540 ± 0.0030</td>
<td>97.10 ± 0.10</td>
</tr>
<tr>
<td>50.10</td>
<td>347</td>
<td>2.9020 ± 0.0060</td>
<td>4.1550 ± 0.0030</td>
<td>4.6320 ± 0.0030</td>
<td>96.60 ± 0.10</td>
</tr>
<tr>
<td>50.50</td>
<td>293</td>
<td>2.8860 ± 0.0030</td>
<td>4.1380 ± 0.0020</td>
<td>4.6290 ± 0.0020</td>
<td>96.70 ± 0.10</td>
</tr>
<tr>
<td>50.50</td>
<td>253</td>
<td>2.8830 ± 0.0030</td>
<td>4.1320 ± 0.0030</td>
<td>4.6360 ± 0.0030</td>
<td>96.90 ± 0.10</td>
</tr>
<tr>
<td>50.50</td>
<td>202</td>
<td>2.8815</td>
<td>4.1232</td>
<td>4.6256</td>
<td>97.00</td>
</tr>
<tr>
<td>50.00</td>
<td>293</td>
<td>2.9090 ± 0.0030</td>
<td>4.1135 ± 0.0035</td>
<td>4.6570 ± 0.0025</td>
<td>97.90 ± 0.10</td>
</tr>
<tr>
<td>50.70</td>
<td>293</td>
<td>2.8820 ± 0.0040</td>
<td>4.1430 ± 0.0050</td>
<td>4.6140 ± 0.0060</td>
<td>96.35 ± 0.15</td>
</tr>
<tr>
<td>50.00</td>
<td>323</td>
<td>2.9100 ± 0.0030</td>
<td>4.1230 ± 0.0035</td>
<td>4.6540 ± 0.0035</td>
<td>97.80 ± 0.10</td>
</tr>
<tr>
<td>50.70</td>
<td>261</td>
<td>2.8820 ± 0.0040</td>
<td>4.1280 ± 0.0050</td>
<td>4.6230 ± 0.0060</td>
<td>96.70 ± 0.15</td>
</tr>
</tbody>
</table>
Table 6. Continued

<table>
<thead>
<tr>
<th>Ni (at.%)</th>
<th>$T_{obs}$ (K)</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$c$ (Å)</th>
<th>$\beta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khalil-Allafi et al (2004)</td>
<td>50.70</td>
<td>245</td>
<td>2.8934 ± 0.0004</td>
<td>4.1270 ± 0.0003</td>
<td>4.6354 ± 0.0006</td>
</tr>
<tr>
<td>Khalil-Allafi et al (2004)</td>
<td>50.70</td>
<td>294</td>
<td>2.8930 ± 0.0010</td>
<td>4.1340 ± 0.0010</td>
<td>4.6330 ± 0.0010</td>
</tr>
<tr>
<td>Khalil-Allafi et al (2004)</td>
<td>50.70</td>
<td>298</td>
<td>2.8964 ± 0.0005</td>
<td>4.1351 ± 0.0004</td>
<td>4.6234 ± 0.0007</td>
</tr>
<tr>
<td>Khalil-Allafi et al (2004)</td>
<td>50.70</td>
<td>235</td>
<td>2.8786 ± 0.0002</td>
<td>4.1340 ± 0.0002</td>
<td>4.6215 ± 0.0004</td>
</tr>
<tr>
<td>Khalil-Allafi et al (2004)</td>
<td>50.70</td>
<td>265</td>
<td>2.8792 ± 0.0002</td>
<td>4.1394 ± 0.0002</td>
<td>4.6140 ± 0.0003</td>
</tr>
</tbody>
</table>
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