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INTRODUCTION

Prototype-based models in machine learning make use of a number of appealing concepts. First of all, the explicit representation of observations, i.e., data, in terms of memorized exemplars or typical representatives is a very intuitive approach, which parallels similar concepts from cognitive psychology and the neurosciences. The same applies to the second major aspect, i.e., the comparison of observations or stimuli with a reference set of prototypes or exemplars in terms of similarity. The actual role and significance of prototype or exemplar models and the concept of similarity appear to be topics of ongoing research and debate in the context of cognitive sciences and related disciplines (see, e.g., Ref 1 for further references and a discussion from a machine learning perspective).

The purpose of this paper is neither to review these efforts nor to contribute to them. Instead, we aim at providing an overview of how the above-mentioned and other related concepts can be exploited in the context of analyzing complex datasets. We present and illustrate a few machine learning frameworks, which are formulated in terms of prototypes and employ the concept of similarity-based comparison. Perhaps the most popular of these approaches is the self-organizing map (SOM) as introduced by Kohonen.2 It constitutes a widely applicable and fundamental self-organizing model that borrows several principles from biological neurons and yields a highly efficient machine learning tool. The aim of the SOM is to find a faithful topology-preserving representation of a given set of stimuli inspired by the topological maps that are apparently present in the cortex.

Kohonen’s SOM comprises essentially all relevant model ingredients that the reader will encounter in this review. An SOM is characterized by a number of neurons that react to stimuli from the environment. Mathematically, this can be modeled by assigning a weight vector to each neuron representing the typically expected stimulus of the neuron. A given input is compared to these expectations, and the best matching neuron is identified. This winner-takes-all (WTA) principle can also be motivated in view of the
short-term dynamics of biological neurons: A neuron with high potential fires and thereby suppresses its neighbors by means of local inhibition.

The long-term adaptability of neurons and their dendritic connections serve as the motivation for an intuitive learning rule in artificial systems, which results in a topology-preserving map formation based on observed stimuli. For each presented stimulus, the winner is adapted toward the given stimulus, reminiscent of the basic principle of Hebbian learning.\(^3,4\)

In the SOM, artificial neurons are arranged in a regular, most frequently two-dimensional, lattice structure. This introduces a topology that also allows the inclusion of neighborhood cooperativeness in the model: In addition to the winner, neurons in its immediate neighborhood are also adapted. This simple rule yields very powerful, topology-preserving, low-dimensional maps of possibly high-dimensional input stimuli. On one hand, data are compressed and noise is reduced by representing a continuum of stimuli by prototypes. On the other, a topological ordering and potential visualization of the global topology of high-dimensional stimuli is provided in terms of a nonlinear embedding in a regular lattice. Such topological maps can serve several purposes in practice: they allow for data visualization and compression, or they can implement a noise-tolerant association look-up table. Together with posterior labeling or other post-processing techniques, the SOM can also be employed in classification or regression tasks.\(^2\)

Neighborhood cooperativeness can also be introduced without reference to a low-dimensional topology. The so-called neural gas (NG) approach\(^5\) retains most of the concepts of the SOM; however, neighborhood relations are evaluated in terms of ranked dissimilarities in the original input space of stimuli. Thus, the winning neuron and those that are relatively close to it in terms of the dissimilarity measure are adapted to a given stimulus. The resulting framework provides a powerful tool for vector quantization (VQ) and has proven useful in a variety of practical situations.

When omitting the idea of neighborhood cooperation and retaining only the WTA principle, one recovers competitive VQ, arguably the simplest framework for representing data by prototypes. It is closely related to the popular \(k\)-means algorithm\(^5,6,7\) and can be viewed as the basis of all prototype-based systems considered here.

SOM, NG, and other VQ frameworks are methods of unsupervised learning. They represent the underlying data distribution without taking into account potential feedback in a supervised learning scenario, where the target could be a particular clustering or classification, for instance.

In fact, the faithful representation of the stimuli may require more resources than the clustering itself, since more information has to be stored. For this reason, it is worthwhile designing methods of self-organized, prototype-based learning for supervised tasks. Motivated by the need for intuitive and fast supervised classification methods in practical applications, learning schemes such as learning vector quantization (LVQ) have been proposed.\(^2\) Compared to SOM or VQ, the WTA principle is amended by explicitly taking into account the label information representing the target.

One might argue that the degree to which inspiration from cognitive or neuroscience plays a role decreases along the lines of the brief overview given above. At the same time, the models appear to become less plausible from a biological point of view. In a sense, purely application-oriented machine learning research can resort to a convenient, pragmatic attitude. While many models and techniques of machine learning have been, to a certain extent, inspired by concepts from other disciplines—once they have proven useful in a practical context—the actual relevance of their counterparts in biology or psychology becomes largely irrelevant from an application point of view. For instance, the great success of artificial feed-forward or recurrent neural networks\(^3,5,6\) in a large variety of application areas is not impaired by the fact that some of the assumptions or hypotheses that inspired their development turned out to be questionable, over-simplifying, or even plain wrong in terms of biological neural systems. In this sense, inspirations from biology or analogies with cognitive psychology can be instructive and very useful. However, they should not be over-interpreted or over-rated when dealing with artificial systems employed in a practical context of machine learning or computational intelligence in a broader sense.

The following section presents and discusses several prototype-based systems of unsupervised learning. For didactical reasons, we follow a somewhat inverted order compared to the above introduction. After presenting the most basic competitive VQ, we introduce the NG approach and conclude the section with a discussion of the SOM in \textit{Self-Organizing Maps}.

The next section introduces and illustrates the basic ideas of supervised prototype systems, mainly in terms of LVQ. To this end, we also compare it with the classical \(k\)-nearest neighbor classifier.
In all of the above, simple Euclidean distance in feature space is employed as the measure of dissimilarity. In Generalized Dissimilarity Measures and Relevance Learning we extend the framework significantly and discuss how alternative distances and dissimilarity measures can be incorporated into the models. In particular, we introduce the concept of relevance learning and adaptive distances in Adaptive Distances in Relevance Learning and conclude with a few remarks in the last section.

**PROTOTYPES IN UNSUPERVISED LEARNING**

One possible aim of unsupervised learning is the representation of vectorial data by typical representatives, i.e., prototypes, which somehow reflect the frequency of observations in feature space. The goal could be to reduce storage needs, to reveal structures such as clusters in the data, or to pre-process large datasets for further analysis. Unsupervised analysis can provide valuable insights into the nature of the dataset at hand, and it plays an important role in the context of visualization.

In the next subsection we present a very basic scheme for unsupervised VQ which employs the concept of competitive learning.\(^3,4\) The concept is extended to the so-called NG approach by introducing a simple form of neighborhood cooperativeness into the framework of VQ.\(^8\) Finally, Self-Organizing Maps presents the SOM, which adds the concept of a topological relation of prototypes.\(^2\) Initially, we restrict the presentation to the use of Euclidean distance in an \(N\)-dimensional feature space. The generalization to alternative measures of dissimilarities will be discussed in Some Alternatives and Extensions.

**Competitive Vector Quantization**

The aim of VQ is usually formulated in terms of a cost function, which guides the training process, i.e., the computation of prototype vectors. It measures the quality of a particular prototype-based representation of a given set of \(P\) feature vectors \(\{x^\mu \in \mathbb{R}^N\}\), \(\mu = 1, 2 \ldots P\), each of them representing a particular stimulus or input. A popular approach is based on the crisp assignment of any data point to the closest prototype, the so-called winner, in the set \(W = \{w^1, w^2, \ldots w^K\}\) in terms of a predefined distance measure. We first restrict the discussion to (squared) Euclidean distance in feature space with \(d^2(x, y) = (x - y)^2\) for \(x, y \in \mathbb{R}^N\). A corresponding suitable cost function is given by the so-called quantization error\(^3,4\):

\[
H_{\text{VQ}} = \sum_{\mu=1}^{P} \frac{1}{2} d^2(w^*(x^\mu), x^\mu).
\]

Here, \(w^*(x^\mu) \in \mathbb{R}^n\) denotes the prototype with the smallest Euclidean distance from a given feature vector \(x^\mu \in \mathbb{R}^N\):

\[
d(w^*(x^\mu), x^\mu) \leq d(w^i, x^\mu) \quad \text{for all} \quad i = 1, 2, K,
\]

where ties are broken arbitrarily. In words, the quantization error sums up the distances of all individual feature vectors from their respective closest prototype. Hence, it quantifies how faithfully the data is represented by the set of prototypes.

Competitive VQ corresponds to a stochastic (or online) gradient descent\(^9\) with respect to \(H_{\text{VQ}}\) and leads to a very intuitive update scheme. At each time step, a single feature vector \(x^\mu\) is selected randomly with equal probability from the dataset. Next, the current winner \(w^*(x^\mu)\), abbreviated as \(w^*\), is determined according to Eq. (2). Only the winning prototype is updated according to

\[
w^* \leftarrow w^* + \eta (x^\mu - w^*).
\]

The term ‘competitive learning’ has been coined for this and other training schemes, where prototypes compete for updates.\(^3,8\) The above-described algorithm is an example of a WTA scheme. Some extensions to the update of several prototypes at a time will be discussed below.

The so-called learning rate \(\eta\) controls the magnitude of updates. For \(\eta < 1\), the prototype is moved even closer to the observed data point. Initially, prototypes could be set identical to randomly selected data points, for instance. All data are presented many times and, eventually, prototypes should be placed in regions of the feature space which display a high density of data points.

As in any stochastic gradient descent, convergence of the prototype vectors has to be guaranteed by employing a time-dependent learning rate, which slowly approaches zero in the course of training.\(^9\) For a discussion of stochastic gradient descent in machine learning, its convergence properties, the role of the step size, and alternative optimization strategies, we refer the reader to, e.g., Ref 10 and references therein.

Competitive VQ is closely related to the well-known \(k\)-means algorithm,\(^4,6,7\) which employs all
available data at a time in each update of the system. We refrain from a detailed discussion of this classical method and its relation to density estimation through expectation-maximization schemes. Instead, we focus on competitive VQ, which can be interpreted as the conceptual basis of all other algorithms discussed in the following.

Frequently, VQ is confused or even identified with clustering, having in mind that prototypes might represent distinct clusters of data and $H_{VQ}$ relates to the typical within-cluster distances. Indeed, VQ may serve as a basic strategy to detect and identify groups of similar data points. It is important to note, however, that VQ is well defined and can be useful even if there is no cluster structure present in the data. Moreover, the minimization of $H_{VQ}$ does not necessarily coincide with the identification of existing or assumed clusters. Figure 1 shows a few illustrative situations where prototypes represent simple, two-dimensional data with minimal $H_{VQ}$. Panel (a) displays a single elongated cluster, where the prototypes summarize essential properties and characterize the variation of observed feature vectors without necessarily suggesting intuitively meaningful divisions of the data into groups. In panel (b), the idealized scenario of two nearly spherical overlapping clusters is shown, each of which is represented by one prototype. In panel (c), the clusters are elongated. While the resulting prototype positions minimize $H_{VQ}$, they would certainly not be interpreted as cluster centers. Obviously, the outcome of VQ depends strongly on the representation of data in feature space, and it can be highly sensitive to the scaling of single features or other, even linear, coordinate transformations. The last example in panel (d) shows a situation in which a seemingly separate smaller cluster is not identified because it does not contribute significantly to the total quantization error.

It is also important to note that $H_{VQ}$ is a meaningful quality measure only when comparing systems with the same number of prototypes. In general, $H_{VQ}$ will decrease with increasing $K$. Obviously, placing one prototype on each individual data point always gives the lowest possible quantization error $H_{VQ} = 0$.

A key difficulty of competitive VQ is that the objective function can display many suboptimal local minima. Among other problems, this can lead to a strong dependence of the training outcome on the initial prototype positions. As an extreme example, placing a prototype in an empty region of feature space can prevent it from ever being identified as the winner for any of the data points, thus leaving it unchanged in a WTA training process, leading to a so-called dead unit.

**Neural Gas Algorithm**

To overcome the sensitivity to initial conditions and other difficulties of WTA schemes, concepts of neighborhood cooperativeness were proposed as extensions of the VQ framework. Kohonen introduced a prominent, biologically motivated model, the so-called SOM, which will be presented in the following section. Inspired by Kohonen’s approach, Martinetz et al. developed a robust VQ scheme with a rank-based neighborhood cooperativeness, the so-called neural gas (NG).

The main idea of NG is to update several or all prototypes at a time, but according to their rank with respect to the distance from a given sample. For a feature vector $x^u$, the winner rank $k_j$ for each prototype in the set $W = (w^j, j = 1, \ldots, K)$ is determined as

$$k_j(x^u, W) = \sum_{l=1}^{K} \theta(d(w^j, x^u) - d(w^l, x^u)).$$  \hspace{1cm} (4)

where $\theta(\cdot)$ denotes the Heaviside step function with $\theta(z) = 0$ if $z \leq 0$ and $\theta(z) = 1$ for $z > 0$. Hence, the winning prototype $w^*(x^u)$ has rank zero, rank 1 is assigned to the second closest prototype, and so forth.

**FIGURE 1** | Representation of two-dimensional data points by prototypes. In each panel, 200 data points are displayed as red dots, and prototype positions corresponding to the minimum of $H_{VQ}$ are marked by filled black circles. The subpanels are referred to in Competitive Vector Quantization.
In the NG algorithm, the prototype ranks $k_j(x^u, W)$ as given by Eq. (4) are determined for a randomly selected single feature vector $x^u$. Then, all prototypes are updated according to

$$w^i ← w^i + \eta h^\text{NG}_λ(k_j(x^u, W))(x^u - w^i),$$  \hspace{1cm} (5)

where

$$h^\text{NG}_λ(k_j(x^u, W)) = \exp\left(-\frac{k_j(x^u, W)}{λ}\right)$$  \hspace{1cm} (6)

is the so-called neighborhood function, which decreases with increasing rank. Prototypes that are relatively close to the actual feature vector are shifted considerably toward $x^u$, whereas prototypes far away from the data point are updated only marginally. The parameter $λ$ determines the range of ranks that correspond to significant updates of the prototypes. Note that $λ$ is defined with respect to ranks and does not depend on the magnitude of actual distances in the dataset.

Frequently, $λ$ is set to a large value, typically on the order of $K$, initially. This results in significant updates of all prototypes and resolves the potential problem of dead units. In the course of training, $λ$ can be decreased gradually. Note that in the limit $λ → 0$, the neighborhood function (6) singles out the winning prototype and a WTA prescription is recovered.

For fixed finite $λ$, the NG update corresponds to a stochastic gradient descent with respect to the cost function:

$$h^\text{NG}_λ(k_j(x^u, W)) = \sum_{μ=1}^{P} \sum_{j=1}^{K} h^\text{NG}_λ(k_j(x^u, W)) \cdot d^2(w^i, x^μ).$$  \hspace{1cm} (7)

Interpreting the prototypes as gas particles in the high-dimensional data space and the parameter $λ$ as a viscosity, the averaged learning dynamic can be seen as a overdamped motion of particles in a potential given by the negative data density $p(x)$. Therefore, the name Neural Gas Algorithm has been coined for this particular VQ scheme.\(^5\) It is frequently used for the faithful representation of datasets by a relatively large number of prototypes, the positions of which represent the density of observations in feature space. Application areas for NG and modifications thereof include, among others, the analysis of time series data and sequences, source separation, cluster analysis and visualization, image processing, and robotics.\(^5,11-16\)

Self-Organizing Maps

Kohonen proposed a model of neighborhood cooperativeness between the prototypes, which is motivated by the formation of ordered representations of sensory information in cortical brain areas.\(^2,8,17,18\) In the so-called SOM, an external neural lattice $A$ is introduced, most frequently taken to be a regular two-dimensional grid. Nodes of the lattice are called neurons following the biological motivation, and each neuron is identified by its coordinate vector in the grid, e.g., by $r = (r_1, r_2)^T$ in two dimensions. Thus, a topological relation between the neurons is imposed. The by far most popular grid structures considered in the literature are square and hexagonal (equilateral triangular) lattices.\(^2\) Neural weight vectors $w[r] ∈ R^N$ are assigned to each lattice site, forming the set $W_A$. Each weight vector corresponds to a prototype in the $N$-dimensional feature space, which is thus associated with a particular lattice site $r$.

The update rule for prototypes in the SOM is similar to that of NG except for the neighborhood function, which is now based on the position of neurons in the lattice $A$: Let

$$s(x^μ) = \arg\min_{r∈A} d(w[r], x^μ)$$  \hspace{1cm} (8)

be the actual winning neuron for the feature vector $x^μ$. Then all prototypes are updated according to

$$w[r] ← w[r] + \eta h^\text{SOM}_ρ(s(x^μ), r)(x^μ - w[r]),$$  \hspace{1cm} (9)

where the neighborhood function

$$h^\text{SOM}_ρ(s, r) = \exp\left(-\frac{\|s - r\|^2}{2ρ^2}\right)$$  \hspace{1cm} (10)

is evaluated for two lattice sites in $A$ using the Euclidean norm $\|s - r\|^2$. Here, the parameter $ρ$ denotes the neighborhood range, controlling the degree of neural cooperativeness imposed by the lattice $A$. Thus, the topological structure of $A$ directly influences the learning behavior. As for NG, the neighborhood range is usually decreased to zero during learning from a relatively high initial value of $ρ$. Note that $ρ$ is defined in terms of the lattice spacing in $A$, while the parameter $λ$ of NG refers to ranked distances in $R^N$.

The above-discussed basic version of the SOM training process, Eq. (9), cannot be readily interpreted as a proper stochastic gradient descent. However, this is possible for a modification of the update, which retains the basic concepts of Kohonen’s algorithm and can be derived from a suitable cost function.\(^19\)
The key feature of the SOM is that it provides a low-dimensional, topology-preserving representation of the data, which can be employed for, e.g., the purpose of visualization. To this end, we can interpret the winner determination, Eq. (8), as a map that assigns any \( N \)-dimensional feature vector \( x \) to a specific lattice site \( r \) in \( A \). Under certain conditions, this mapping is topology-preserving in the following sense: feature vectors \( x^u \) and \( x^v \) with small distance \( d(x^u, x^v) \) in \( \mathbb{R}^N \) are mapped either to identical or neighboring neurons \( s \) and \( s' \) in the lattice \( A \). Similarly, neurons \( r \) and \( r' \), which are neighbors in the lattice \( A \), correspond to prototype vectors with small dissimilarity \( d(w_r, w_{r'}) \) in feature space. For a precise mathematical definition, see Ref 20. Measures for the evaluation of the topology-preserving-property of a trained SOM are proposed in Refs 20,21.

The topology-preserving aspect of the SOM facilitates the systematic visual inspection of complex data sets. Several implementations of the SOM, including visualization tools, are available as software packages, e.g., Ref 17. An overview can be found in, e.g., Ref 22; for the following, we employed a freely available MATLAB SOM-Toolbox.23

For illustration purposes, we revisit the well-known Iris flower data, which was already considered by Fisher.24 In the dataset as available from the UCI repository,25 150 individual flowers are represented by four numerical features (\textit{sepal length}, \textit{sepal width}, \textit{petal length}, \textit{petal width}) and belong to three different classes, i.e., species of Iris flowers (\textit{setosa}, \textit{virginica}, \textit{versicolor}); see Ref 25 for a more detailed description of this classical dataset. An SOM with \( 4 \times 6 \) prototypes and lattice sites was trained using the above-mentioned MATLAB toolbox.23 Note that the unsupervised SOM training does not take into account the known class memberships of the, in total, 150 samples.

As a first example, we discuss the visualization of the trained SOM prototypes in terms of the so-called component planes. The \( j \)-th component plane of a rectangular SOM lattice \( A \) of \((a \times b)\) neurons is an \((a \times b)\)-dimensional matrix, where each entry corresponds to a particular lattice site \((r_1, r_2)\) and is given by the \( j \)-th vector component of the associated prototype vector \( w_{(r_1,r_2)} \). The component planes corresponding to the four features in the Iris dataset are shown in Figure 2 in a color-coded visualization of the matrices. It can be seen, for instance, that prototypes that are neighbors in the lattice also have similar components in the four-dimensional feature space.

A very popular and useful tool for the visual inspection of complex data and the detection of clusters is based on the so-called U-matrix.26 It has the same size and structure as the SOM lattice; i.e., for a rectangular lattice \( A \) of size \((a \times b)\) we have \( U \in \mathbb{R}^{a \times b} \). The matrix element \( U_{r_1,r_2} \) at position \( r = (r_1, r_2) \) is given by the average of the distances \( d(w_r, w_{r'}) \), where \( w_{r'} \) denotes the prototypes associated with the neighbor sites \( r' \) of \( r \).26 In a rectangular lattice, for instance, the coordinates of the neighbor sites of \( r \) satisfy the condition \( ||r - r'||_2 = 1 \). Visualization of the U-matrix allows for the identification of clusters, since large matrix elements should mark cluster borders. They correspond to prototypes that are neighbors in the grid \( A \) but display relatively large distances in feature space. Figure 3 shows the U-matrix obtained from the Iris flower dataset. Its largest elements are shown in orange and red color, implying that the corresponding prototypes relate to the borders of clusters in feature space.

While the label information, i.e., the class memberships, provided in the UCI dataset was not used in the unsupervised training of the SOM, we can exploit this knowledge in the post hoc analysis of our illustrative example system. Figure 3(b), displays for each lattice site the most frequent class membership among the data points, for which the corresponding prototype is the winner. Lattice sites that are displayed without a class label correspond to prototypes...
with empty receptive fields, which represent none of the data points as a winner. Topologically, these are obviously located between the class of *Iris setosa* and the other more closely neighbored species *Versicolor* and *Virginica*.

Evidently, the U-matrix also suggests a structure that is to a large extent consistent with a cluster of *Iris setosa* and a larger cluster comprising the *Versicolor* and *Virginica* samples. Note also that, although not used in the training, the class memberships are clearly reflected in a spatial ordering in the lattice, relating to the above-discussed property of topology preservation.

The SOM and NG update rules as introduced in Eqs (5) and (9) rely on a random stochastic ordering of the observed data points, such that the results of the trained networks can differ from one run to the next. Practitioners often expect a reproducible result in the sense that exactly the same visualization arises from the same data to be inspected. To this end, one can resort to batch gradient descent, which takes all data into account at once, and employ a unique initialization of the models, e.g., based on the leading principal components of the data.27

Intuitive data inspection as illustrated above constitutes one of the prime application scenarios of the SOM. Fields of interest are very diverse, including, for instance, financial analysis, hyperspectral image analysis, geosciences, and the retrieval of documents or other media.28–31 In addition, the SOM can be used as a preprocessing step in machine learning problems due to its efficient and highly regularized dimensionality reduction and spatial data representation abilities. This is exploited in a variety of areas such as system identification, time series prediction, and robotics.32–35

### Some Alternatives and Extensions

Here we highlight a few popular alternatives and extensions of unsupervised prototype-based techniques. Emphasis is on techniques that make it possible to transfer these models to settings with more general data structures as often present in practical applications. We focus on the underlying motivation of the models rather than providing their precise mathematical definition in detail.
**Generative Topographic Mapping**

The original SOM has been proposed on heuristic grounds and its precise mathematical treatment turned out to be a challenge.\(^\text{36}\) Hence, some effort has been devoted to alternatives to SOM which lend themselves to a well-founded mathematical analysis and facilitate the incorporation of prior knowledge and the treatment of more complex data structures. A popular alternative to SOM, which is based on a probabilistic generative modelling of the data, is offered by the Generative Topographic Mapping (GTM).\(^\text{37}\) GTM models represent observed data by a constrained mixture of Gaussians. The constraints enforce a smooth mapping of the Gaussian centers to a low dimensional lattice in a latent space, i.e., they account for topology preservation and visualisation capability of the model. This probabilistic treatment has the drawback that GTM learning rules are less intuitive as compared to the standard SOM. However, GTM has the benefit of a clear mathematical foundation, and the corresponding learning rules can be derived as data likelihood maximisation. This opens the way to straightforward extensions of GTM to hierarchical variants or models for complex data structures such as tree structured data. The latter are relevant, e.g., when representing logical expressions and symbolic terms. The necessary conceptual extensions can be realized by modifying the underlying probability model, see Refs 38 and 39.

**Nonparametric Dimensionality Reduction**

SOM is often used as an efficient nonlinear data visualization technique. As such, it competes with alternative strategies to visualize a set of given data points in the plane. The topic of nonlinear dimensionality reduction (NDR) has attracted considerable attention in recent years. Its aim is to project given high-dimensional data to two or three dimensions, with as much as possible of the structure in the data being preserved. A variety of NDR technologies is currently available, see, e.g., Ref 40 for a recent review. In contrast to SOM, many popular NDR techniques are nonparametric. Consequently, they can easily model highly nonlinear effects in the data. Unlike SOM, however, they often require at least quadratic training complexity. Moreover, they neither provide a data compression in terms of typical representatives (like the prototypes in SOM), nor do they facilitate straightforward out-of-sample extensions to novel data points which were not used for training.

**SOM for Time Series Data**

SOM and NG deal with vectorial data. Often, real-world data display a temporal aspect, as, for instance, high-dimensional sensor streams which are measured over time. In such cases, the goal is to inspect a sensor signal at a given time point, taking into account its temporal context. If and only if the current sensor signal and its temporal context are similar, signals should be mapped to neighboring positions of the SOM. Quite a few SOM models have been proposed that take into account the temporal dynamics of an observed signal.\(^\text{41–43}\) Early models often rely on a leaky integration of the sensor signal, such as the so-called temporal Kohonen map or the recurrent SOM. More recent variants incorporate an explicit representation of the temporal context. Such a context representative is attached to every prototype and is learned in a similar way as the prototype position itself. Examples for this principle include recursive SOM, SOM for structured data, or merge SOM. These methods differ in the way in which the temporal context is represented, but they rely on a similar treatment of the temporal dynamics of the signal. A few overview articles are available that summarize these approaches and compare them in terms of their representation capability, see e.g., Refs 41–43.

**Median, Kernel, and Relational SOM for General Proximity Data**

Digital data often display a complex structure and are of Non-Euclidean nature. Consider, for example, DNA or protein sequences of different length, text fragments, symbolic expressions, or graph structures such as social networks and biological networks. Such datasets have in common that they do not allow for a lossless embedding in a finite-dimensional Euclidean vector space. Rather, data are characterized by problem-specific pairwise dissimilarities such as alignment distances for sequences, edit distances for words, tree kernels, or graph kernels.\(^\text{44–46}\)

It is a nontrivial task to extend SOM to non-vectorial data structures. One way to deal with such data consists in an explicit embedding of the signals in a finite-dimensional vector space—however, this results in information loss and is computationally costly. It requires cubic time complexity in the worst case. Therefore, variants of SOM and NG have been designed that can directly deal with data, which are not given as vectors but which are characterized in terms of pairwise similarities or dissimilarities only. We refer to proximities in the following.
The main problem in this context is that no explicit vector space is given in which data are located, and hence it is not clear how to define and adjust prototypes. Several methods have been suggested that address this challenge. Median variants restrict prototype positions to exemplars, i.e., prototypes coincide with selected data points. Then, learning corresponds to a possibly approximate optimization of NG or SOM costs with respect to these discrete parameters \(^27,47\). Median variants display limited flexibility when only few data points are given, as the space of possible prototype locations is not very rich. For such settings, smooth variants have been proposed, which rely on an implicit embedding of the data in a kernel space or in a more general pseudo-Euclidean space, see, e.g., Refs \(^44\). An approximate scheme allows further speedup to linear time complexity. \(^45\)

**PROTOTYPES IN SUPERVISED LEARNING**

In the previous section we have highlighted a few prototype-based approaches to the unsupervised analysis of potentially high-dimensional and complex data. Frequently, the aim of machine learning is the assignment of feature vectors to well-defined classes or categories. Similarly, in regression problems the task is to assign one or several continuous target values. Supervised machine learning is based on labeled example data and aims at extracting and representing information in terms of a hypothesis of the unknown classification rule or target function, which then can be generalized and applied to novel data in the working phase.

Among the many machine learning frameworks specifically designed for supervised problems, prototype-based schemes constitute a family of very intuitive, easy-to-implement systems of great flexibility. We will limit the discussion to classification problems and focus on LVQ, \(^2,48,49\) a family of algorithms that directly take on the basic ideas of competitive learning as presented in the previous section. For comparison and motivation, we briefly discuss the classical \(k\)-nearest neighbor approach, \(^6,50\) which treats all available data as reference exemplars for comparison with new observations.

Note that various modifications of NG and SOM have been suggested for the use in classification or other supervised tasks. We refrain from a discussion of these modifications and refer the reader to the literature. See Refs \(^17,51\) and \(^52\) for examples of supervised versions of NG and SOM.

**From Nearest Neighbor to Nearest Prototype Classifiers**

Before discussing LVQ, we provide an intuitive introduction in terms of the simplest and most popular data-driven classifier: the Nearest neighbor (NN) classifier or its extensions to \(k\)-nearest neighbor (\(k\)NN) schemes. \(^3,6,50\) It is roughly the machine learning counterpart of the idea of exemplars used to represent observations. In this classical approach, a given set of feature vectors is stored as the reference set, together with labels that indicate their membership to one of \(C\) classes:

\[
\{x^\mu, y^\mu = y(x^\mu)\}_{\mu = 1}^P, \text{ where } y^\mu \in \{1,2,\ldots,C\}.
\]

An arbitrary feature vector \(x\), representing a query, is classified according to its similarity to (or distance from) the available reference samples. After computing, e.g., its Euclidean distance from all stored feature vectors, \(x\) is assigned to the class of its NNs in the dataset. In the more general \(k\)NN classifier, the assignment is given by the result of a suitable voting scheme taking into account the \(k\) closest reference vectors. \(^50\)

A \(k\)NN classifier is straightforward to implement and requires no further analysis of the example data in a training process prior to the working phase. Theoretical considerations show that \(k\)NN can achieve close to Bayes optimal classification if the number of neighbors \(k\) is selected appropriately. \(^6,50\) Consequently, \(k\)NN methods are applied frequently and serve as a baseline to compare more sophisticated approaches with. As illustrated in Figure 4 (left panel), an NN classifier implements piecewise linear decision boundaries in feature space.

One difficulty of the approach becomes clear immediately. The naive implementation of the \(k\)NN scheme requires the computation and sorting of the distances from each available example for each query. Although sophisticated strategies for the minimum search and sorting can reduce the computational needs significantly, the basic problem remains relevant for very large datasets. Perhaps more importantly, the class boundaries can become very complex as every reference sample is taken into account explicitly. Consequently, an NN system can be highly specific to the details of the given data, potentially...
resulting in overfitting effects, i.e., poor ability of the classifier to generalize to novel data. The presence of single, mislabeled examples, for instance, leads to small isolated regions in feature space, which are assigned to a particular class [cf. Figure 4 (left panel)]. The effect can be counterbalanced by proper choice of the neighborhood size $k$, to a certain extent, but this requires large enough datasets with sufficient density of exemplars in the corresponding regions of feature space. Both problems suggest reducing the number of reference data points. Indeed, the idea of selecting a suitable subset of exemplars was already present in Ref 53 and has been picked up in more recent publications, e.g., Ref 54.

**Learning Vector Quantization**

A particularly attractive and intuitive approach to prototype-based classification, also suggested by Kohonen,$^2,48$ is conceptually very similar to unsupervised competitive learning. The so-called LVQ1 algorithm$^2,55$ includes the essential ingredients of many more sophisticated LVQ updates.

A single feature vector $x^\mu$ with class label $y^\mu$ is sampled uniformly from the given dataset. The currently closest prototype, i.e., the winner $w^* (x^\mu)$, abbreviated as $w^*$, is determined according to Eq. (2) and carries label $y^* = y(w^* (x^\mu))$. A WTA update is performed according to

$$w^* \leftarrow w^* + \eta \psi(y^*, y^\mu)(x^\mu - w^*), \quad (11)$$

where $\psi(y, \hat{y}) = \begin{cases} +1 & \text{if } y = \hat{y} \\ -1 & \text{else} \end{cases} \quad (12)$

In words, the winning prototype is moved closer to the example feature vector if they share the same label and moved away otherwise. One popular initialization strategy is to place prototypes close to the mean vector of the corresponding class in the dataset. Upon repeated presentation of the dataset, prototypes should represent their respective class by assuming class-typical positions in feature space. The striking conceptual similarity to competitive VQ and its plausibility have contributed to the popularity of LVQ1. Note, however, that the algorithm cannot be readily interpreted as a stochastic gradient descent procedure with respect to a simple cost function analogous to $H_{VQ}$ in the unsupervised case.

Many modifications of LVQ training have been suggested in the literature, aiming at faster convergence or better generalization behavior, see Refs 48,49 and 55 and references therein. In particular, cost-function-based approaches have been proposed that allow for training in terms of gradient descent or other optimization methods. Important examples are the so-called generalized LVQ (GLVQ), which is related to the concept of large margin classification$^{56,57}$ and robust soft LVQ (RSLVQ), which is based on the statistical modeling of the data.$^{58,59}$ The basic ingredients of most LVQ training prescriptions are, however, already apparent in heuristic LVQ1.

The main advantages of prototype-based LVQ are its flexibility and intuitive accessibility. The outcomes of the training process, i.e., the prototypes, are defined in the same space as the observed data themselves. This facilitates discussions with domain experts, as prototypes can be interpreted in the same way as original observations. This is in contrast to...
many other frameworks, such as feed-forward neural networks or support vector machines (SVMs). In fact, as outlined in Ref 2, LVQ was motivated as an approximation of a Bayes classifier based on Gaussian mixture models originally. In this approach, the data densities are approximated in terms of linear combinations (mixtures) of Gaussian basis functions, and the decision boundaries are constructed accordingly. Kohonen’s LVQ replaces the density estimation procedure, which turns out problematic in high-dimensional spaces, by the simpler and more robust method of VQ.

LVQ systems have displayed competitive performance in many practical applications. Various conceptual extensions of LVQ classification have been suggested in recent years, for instance, addressing the question of optimal and adaptive distance measures, which are briefly discussed in the following sections.

**GENERALIZED DISSIMILARITY MEASURES AND RELEVANCE LEARNING**

In the previous sections, we have introduced and illustrated several methods for the unsupervised and supervised training of prototype-based systems which all employed standard Euclidean distance as a measure of dissimilarity in feature space. Obviously, this choice comes to mind naturally, and it is the by far most popular one in the literature. However, it is important to realize that it is certainly not the only or even the best option when designing a dissimilarity-based system. Depending on the application domain and the nature of the problem at hand, other choices may be more suitable and may perform better than the standard Euclidean metric. The choice of an appropriate measure is often crucially dependent on domain-specific knowledge. It constitutes a key step in the design of any prototype-based system and can be decisive for its performance.

**Beyond Euclidean Distance**

It is an important strength of prototype- and distance-based systems that they are very flexible with respect to the choice of a distance measure. A large variety of measures can be used in order to quantify the dissimilarity of N-dimensional vectors. In the following, we present a few important alternatives to Euclidean metrics. An in-depth discussion, more examples, and further references can be found, e.g., in Refs 62 and 63.

**Minkowski Distances**

As a straightforward generalization of the standard Euclidean measure, the family of Minkowski distances of the form

\[
d_p(x, y) = \left( \sum_{j=1}^{N} |x_j - y_j|^p \right)^{1/p}
\]

fulfill metric properties (for \( p \geq 1 \) and include the Euclidean metrics as a special case with \( p = 2 \)). By choice of the parameter \( p \), emphasis can be put on smaller or larger deviations \( |x_j - y_j| \): In the limit \( p \to \infty \), for instance, the Minkowski distance is equivalent to

\[
d_\infty(x, y) = \max_{j=1, \ldots, N} |x_j - y_j|,
\]

which considers only the component with the largest difference between the two vectors. Employing Minkowski distances with \( p \neq 2 \) has proven advantageous in several practical applications, see, e.g., Refs 64 and 65.

**Mahalanobis Distance**

The naive Euclidean measure takes into account all features with the same weight. A major problem of this naive approach is due to the fact that the features in real-world data can display very different magnitudes and variabilities. This is obviously the case if features correspond to quantitatively or qualitatively different properties. Their relative importance in the evaluation of Euclidean distances strongly depends on the actual numerical representation and the choice of unit systems and scales. Potential correlations between different features can also mislead systems relying on Euclidean distance. The presence of highly correlated dimensions of the feature space can dominate the dissimilarity and reduce the influence of important discriminative features.

Statistical properties of the example data can be taken into account explicitly by using a popular dissimilarity measure, the so-called Mahalanobis distance, which was suggested very early. It can be interpreted as a measure comparing two random vectors \( x, y \) that are drawn from the same distribution. The distance

\[
d_M(x, y) = \left( (x - y)^T C^{-1} (x - y) \right)^{1/2}
\]

takes into account the (empirical) covariance matrix \( C \) of the data. Replacing \( C \) by the \((N \times N)\) identity
matrix recovers Euclidean distance, while a diagonal approximation of \( C \) would rescale all features according to their standard deviation observed in the dataset. The Mahalanobis distance is widely used in the context of the unsupervised and supervised analysis of given datasets, see Ref 6 for a more detailed discussion.

**Kernelized Distances**

Another route to more general measures is based on the observation that the squared Euclidean distance can be rewritten as

\[
d^2(x, w) = \|x - w\|^2.
\]

(15)

In so-called kernelized distances, all inner products of the form \( x \cdot w = \sum x_j w_j \) in Eq. (15) are replaced by a suitable kernel function \( \kappa(x, w) \):

\[
d_{\kappa}(x, w)^2 = [\kappa(x, x) - 2\kappa(x, w) + \kappa(w, w)].
\]

(16)

A proper kernel function corresponds to an inner product of transformed feature vectors.\(^{60,61,67}\) Consider the simple example of a quadratic kernel

\[
\kappa_{quad}(x, w) = [1 + x \cdot w]^2.
\]

With the definition \( x \cdot w = \sum_{j=1}^{N} x_j w_j \) of the conventional inner product in \( N \) dimensions, \( \kappa_{quad}(x, w) \) can be rewritten as

\[
\kappa_{quad}(x, w) = 1 + 2 \sum_j x_j w_j + \sum_j x_j^2 w_j^2 + 2 \sum_{j,k>1} (x_j x_k) (w_j w_k).
\]

We observe that the latter can be interpreted as the inner product of two higher-dimensional vectors:

\[
\kappa_{quad}(x, w) = \Phi(x) \cdot \Phi(w) \quad \text{with}
\]

\[
\Phi(y) = \left[ 1, \sqrt{2} y_1, \ldots, \sqrt{2} y_N, y_1^2, \ldots, y_N^2, \sqrt{2} y_1 y_2, \ldots, \sqrt{2} y_{N-1} y_N \right].
\]

where the \((N^2/2 + 3N/2 + 1)\)-dimensional vector \( \Phi(y) \) concatenates the constant 1, all original components \( y_j \), their squares \( y_j^2 \), and all products \( y_j y_k \) with \( j \neq k \). Hence, the kernel is associated with a nonlinear mapping \( y \to \Phi(y) \) to a higher dimensional space, in which the kernel function represents the inner product.

The so-called kernel trick, as used in the context of the SVM, exploits the fact that the transformation need not be specified explicitly. Instead, it is possible, in practice, to start from an appropriate kernel function that implicitly represents a highly nonlinear mapping to high dimensions, provided the kernel satisfies specific mathematical conditions.\(^{60,61}\)

A particularly prominent example is the Gaussian kernel

\[
\kappa_{G}(x, w) = \exp \left( -\frac{1}{2} \frac{\|x - w\|^2}{\sigma^2} \right),
\]

where \( \sigma \) is the kernel width.\(^{60,61}\)

In SVM training, one takes advantage of the fact that data that is difficult to separate in the original feature space can become linearly separable in the (implicitly defined) high-dimensional transformed space, provided an appropriate kernel is chosen.\(^{60,61}\)

In the above explicit example of the quadratic kernel \( \kappa_{quad} \) a linear decision boundary in the space of vectors \( \Phi(x) \) would obviously correspond to a quadratic separating function in terms of \( x \in \mathbb{R}^N \).

Similarly, kernelized distances can be used to translate nonlinear complex classification tasks into simpler problems in a higher dimensional transformed feature space, see Ref 68 for an example in the context of distance based face recognition.

**Divergences**

As a last example we discuss the use of statistical divergences as dissimilarity measures. Many practical problems involve the description of observations in terms of densities or histograms. As just two examples, images are often represented by color or other histograms and pieces of text can be characterized by word counts in a *bag of words* framework. Hence, the comparison of sample data amounts to evaluating the dissimilarity of histograms in such cases. Emphasis could be on discriminating multimodal from unimodal histograms or on detecting the presence of characteristic peaks. The Euclidean metric does not take into account the particular nature of these tasks and the efficient comparison of histograms can benefit greatly from the use of measures that were devised specifically for this type of problem.

A large variety of statistical divergences can be considered in this context.\(^{69}\) Perhaps the most prominent one is the nonsymmetric Kullback–Leibler divergence.\(^6\) Another example would be the so-called Cauchy–Schwarz divergence\(^{69,70}\)

\[
\delta_{CS}(x, y) = \frac{1}{2} \log[\langle x \cdot x \rangle \langle y \cdot y \rangle] - \log[xy],
\]

(17)

which satisfies \( \delta_{CS}(x, y) = \delta_{CS}(y, x) \).

In the context of prototype-based learning, divergences are frequently employed to quantify the
similarity of an entire population, i.e., density of prototypes with the actual density of observed data, see Refs 71 and 72 for examples in the context of VQ and SOM, respectively. Here, however, we are concerned with situations where an individual feature vector \(x\) itself can be interpreted as a density or histogram, e.g., a color histogram corresponding to an observed image. Then, divergences can be used to measure directly the dissimilarity between individual data points, or data points and prototypes.

Note that meaningful dissimilarities do not necessarily satisfy the properties of a metric in the \(N\)-dimensional space. For instance, kernelized distances need not obey the triangular inequality in the original feature space, and many divergences are nonsymmetric. Consider, as an example, the family of \(\gamma\)-divergences

\[
\delta_{\gamma}(x,y) = \frac{1}{\gamma + 1} \log \left[ \left( \sum_{i} x_{i}^{(\gamma+1)} \right)^{1/\gamma} \left( \sum_{i} y_{i}^{(\gamma+1)} \right)^{1/\gamma} \right] - \log \left[ \left( \sum_{i} x_{i} y_{i} \right)^{1/\gamma} \right],
\]

(18)

which reduces to the Cauchy–Schwarz divergence for \(\gamma = 1\) and to the well-known Kullback–Leibler divergence in the limit \(\gamma \to 0\). For \(\gamma \neq 1\), the measure is nonsymmetric with \(\delta_{\gamma}(x, y) \neq \delta_{\gamma}(y, x)\) if \(x \neq y\).

Metric properties are, however, not strictly required in prototype-based systems where the dissimilarity measure is used to determine the distance of a specific feature vector from the prototypes only. Pairwise distances between data points are not considered explicitly and, therefore, symmetry is not essential. For example, a nonsymmetric dissimilarity \(\delta_{\gamma}(x, w)\) could be readily employed in the identification of the winning prototype for a given data point in VQ or LVQ schemes. Obviously, one should use only one of the two versions \(\delta_{\gamma}(x, w)\) or \(\delta_{\gamma}(w, x)\) consistently in training and working phase. An application example for the use of nonsymmetric divergences in LVQ classifiers is presented in Ref 70. There, \(\gamma\)-divergence based LVQ systems clearly outperform their Euclidean counterpart and, moreover, nonsymmetric choices with \(\gamma \neq 1\) are superior to using the symmetric Cauchy–Schwarz divergence.

**Prototype Training for Generalized Distances**

All training prescriptions discussed in the earlier sections based on Euclidean distance lead to prototype updates where prototypes \(w\) are displaced by a vector proportional to \((x' - w)\) upon presentation of the feature vector \(x'\). Noting that for \(\delta = \frac{1}{2}(w - x)^2\) we have

\[
(x - w) = -\frac{\partial}{\partial w} \delta(w, x).
\]

(19)

We can rewrite the gradient descent updates, Eqs. (3), (5), (9), and (11), by inserting the relation (19). For example, the NG updates (5) can be written as

\[
w' \leftarrow w' - \eta \frac{\partial}{\partial w} \delta(w', x') \frac{\partial \delta(w', x')}{\partial w}.
\]

(20)

and the WTA update in LVQ1 (11) becomes

\[
w^* \leftarrow w^* - \eta \frac{\partial \delta(w^*, x^*)}{\partial w^*}.
\]

(21)

Similar forms are obtained for competitive VQ and SOM updates in a straightforward fashion.

We can now replace \(\delta\) with more general distance measures and readily obtain the corresponding update rules, provided \(\delta\) is differentiable with respect to the prototype components. Obviously, for the sake of consistency, the evaluation of ranks in NG and the winner identification in VQ, SOM, and LVQ have to be done according to the same generalized dissimilarity \(\delta\) that is used in the actual update.

Along these lines, a variety of training prescriptions can be constructed that use, for instance, differentiable dissimilarities such as divergences, kernelized distances with differentiable kernels, or other specific measures. Corresponding training prescriptions have been devised in a variety of prototype-based frameworks, e.g., Refs 70, 73 and 74. Nondifferentiable measures can also be considered if differentiable approximations are available, as, for instance, in the case of the Manhattan distance given by Eq. (13) with \(p = 1\). Cost-function-based approaches can also employ nondifferentiable measures if one resorts to more sophisticated optimization strategies that do not require gradients.

**Adaptive Distances in Relevance Learning**

In the previous subsection, we discussed a few alternative dissimilarity measures that can be employed in prototype-based learning. In a particular problem, a specific measure could be selected based on domain knowledge or preliminary analysis of the dataset.
The framework of relevance learning constitutes a considerable conceptual extension of dissimilarity-based systems. In this elegant approach, only the parametric form of the dissimilarity or distance is fixed \textit{a priori}. Its parameters are then optimized in a data-driven training phase. It is a plausible and very appealing concept that not only prototype representations may depend on the data encountered in the learning process. Observations should also shape the definition of similarity or dissimilarity.

The basic concept is extremely versatile and can be employed in a variety of supervised and (appropriately constrained) unsupervised learning tasks. We present here only one very clear-cut example of relevance learning, extending the framework of supervised LVQ for classification, cf. \textit{Learning Vector Quantization}.

The framework of matrix relevance LVQ was introduced and extended in Refs 76–78. It has proven useful in a number of applications from the biomedical and other domains.\textsuperscript{79–82} Similar to various other schemes,\textsuperscript{83–86} it employs a generalization of standard Euclidean distance given by the quadratic form

$$\delta_\Lambda(x, y) = (x - y)^T \Lambda (x - y) = \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - y_i) \Lambda_{ij} (x_j - y_j),$$

with the so-called relevance matrix \( \Lambda \in \mathbb{R}^{N \times N} \) of parameters. It is formally reminiscent of the quadratic Mahalanobis distance defined in Eq. (14). However, the matrix \( \Lambda \) is not explicitly computed from the data. Its elements are considered free parameters of the system. Diagonal entries of \( \Lambda \) control the importance of single feature dimensions in the distance and can account for their potentially different scaling. Off-diagonal elements relate to the contribution of pairs of features and enable the system to adapt to interdependencies and correlations among the features.

In order to obtain a meaningful dissimilarity, \( \delta_\Lambda(x, y) \geq 0 \) should hold for all \( x, y \in \mathbb{R}^N \). This minimal requirement can be guaranteed by an additional parameterization in terms of an auxiliary matrix \( \Omega \in \mathbb{R}^{N \times N} \) with

$$\Lambda = \Omega^T \Omega,$$

i.e., \( \delta_\Lambda(x, y) = \|\Omega(x - y)\|^2 \),

which also implies the symmetries \( \Lambda_{ij} = \Lambda_{ji} \) and \( \delta_\Lambda(x, y) = \delta_\Lambda(y, x) \). Hence, \( \delta_\Lambda \) can be interpreted as the Euclidean distance after a linear transformation of feature space given by \( \Omega \). Note that \( \delta_\Lambda \) is only a pseudo-metric in \( \mathbb{R}^N \), in general: \( \Lambda \) can become singular, implying that \( \delta_\Lambda(x, y) = 0 \) for \( x \neq y \) is possible.

The key idea is to treat the elements of \( \Lambda \) or \( \Omega \), respectively, as adaptive parameters in the training process. To this end, the heuristic WTA update of LVQ1 can be extended by a simultaneous modification of prototypes and matrix \( \Omega \) when presenting example \( x^* \) with label \( y^* \):

$$w^* \leftarrow w^* - \eta \Psi(y^*, y^\mu) \frac{\partial \delta_\Lambda(w^*, x^\mu)}{\partial w^*}$$

$$= w^* + \eta \Psi(y^*, y^\mu) \Omega^T \Omega (x^\mu - w^*)$$

$$\Omega \leftarrow \Omega - \eta_\Omega \Psi(y^*, y^\mu) \frac{\partial \delta_\Lambda(w^*, x^\mu)}{\partial \Omega}$$

$$= \Omega - \eta_\Omega \Psi(y^*, y^\mu) (x^\mu - w^*) (x^\mu - w^*)^T$$

with \( w^*, y^* \) and the label-dependent factor \( \Psi(y^*, y^\mu) \in \{0, 1\} \) as defined in Eq. (11). Here we exploit the idea outlined in \textit{Prototype Training for Generalized Distances} with respect to generalized prototype updates. In addition, the matrix \( \Omega \) is modified as to increase or decrease the distance \( \delta_\Lambda(w^*, x^\mu) \) explicitly, depending on the class labels of prototype and sample vector. The matrix \( \Omega \) can be initialized randomly or as the \( N \)-dimensional identity, for instance. The step size \( \eta_\Omega \) is frequently chosen as \( \eta_\Omega \ll \eta_\Lambda \) which implies that the distance measure changes slowly compared to the prototypes. For the sake of numerical stability and better comparison of different relevance matrices, usually a normalization to \( \sum_i \sum_j \Omega_{ij}^2 = 1 \) is imposed after each update step.\textsuperscript{7}

Cost-function-based schemes can be extended by an adaptive relevance matrix, analogously; see Refs 77 and 87. In addition, a number of modifications and extensions have been suggested, including the use of local matrices, regularization schemes, or the restriction to rectangular matrices \( \Omega \). We refer the interested reader to the literature concerning these and many other variants of the basic scheme.\textsuperscript{7,78,87} Ready-to-use MATLAB implementations of generalized matrix relevance LVQ (GMLVQ)-based on the GLVQ cost function and several variants thereof are available in Refs 88 and 89.

In the following, we highlight a few attractive features of matrix relevance learning in the context of a well-known classification problem. To this end, we revisit the Iris flower data set with \( N = 4 \), already introduced in \textit{Self-Organizing Maps} in the context of the SOM. In contrast to unsupervised SOM training,
here we make explicit use of the given class label information.

An LVQ system with one prototype per class and a relevance matrix $\Lambda = \Omega^T \Omega$ with $\Omega \in \mathbb{R}^{4 \times 4}$ was trained using the GMLVQ code available from Ref 88. Prior to training, a z-score transformation was performed, resulting in rescaled features with empirical mean $\frac{1}{p} \sum_{\mu=1}^{150} x_{\mu} = 0$ and unit variance in the dataset. The resulting LVQ system achieves very low classification error of the training data. Applying cross-validation strategies,3,4,6 we observe also very good generalization behavior for this relatively simple classification problem. In particular, the class of Iris setosa is perfectly separated from the other two.

Figure 5 shows the classifier as obtained from the entire dataset. In panel (a), the prototype components are displayed. Panel (b) shows the outcome of the training process in terms of the relevance matrix. According to Eq. (22), the diagonal elements $\Lambda_{ii}$ as displayed in the bar graph can be interpreted as the relevance of feature $i$ for the classification. Apparently, features 3 (petal length) and 4 (petal width) seem to be most important for the discrimination of the classes by GMLVQ. The color-coded off-diagonal elements (lower graph) represent the contribution of pairs of different features. Here, also the interplay of petal length and petal width (element $\Lambda_{3,4} = \Lambda_{4,3}$) appears to be most significant.

In more complex datasets, the analysis of the relevance matrix provides valuable insights into the nature of the problem and the dataset. In several real-world applications, matrix relevances have been used to identify most relevant or irrelevant features.79,80 In this sense, matrix relevance learning could be used as a heuristic approach to feature selection.

The last aspect we wish to highlight relates to the empirical observation that the relevance matrix $\Lambda$ displays a tendency to become singular under updates of the form (24) or related training schemes.
like GMLVQ. Frequently, the relevance matrix is, after training, dominated by very few eigenvectors; a discussion and examples of this property can be found in, e.g., Refs 76, 78 and 80.

Effectively, this reduces the number of degrees of freedom and reduces overfitting effects, which might be expected in high-dimensional spaces where $\Lambda$ introduces on the order of $N^2$ adaptive parameters. As a beneficial side effect, the strong singularity of $\Lambda$ facilitates the low-dimensional discriminative representation and visualization of labeled datasets. Figure 6 shows the visualization of the Iris flower data in terms of their projections onto the two leading eigenvectors of $\Lambda$ as an example. Note that the cluster structure displayed in this discriminative visualization is consistent with our analysis of the SOM-related U-matrix in Self-Organizing Maps: the Iris *setosa* samples form a distinct cluster, well separated from *Versicolor* and *Virginica*.

**CONCLUDING REMARKS**

Prototype-based systems constitute a highly attractive and versatile framework for the unsupervised and supervised analysis of complex, potentially high-dimensional data. The conceptual simplicity and interpretability facilitates efficient exchange with the domain experts and promotes trans-disciplinary collaborations. Together with the concept of (dis-)similarity, they provide a framework in which to develop discrete data structures and popular distance measures, this is not the case. Consider, for example, DNA sequences that are compared by pairwise sequence alignment, biological networks that are compared based on graph kernels which count the common substructures of two graphs, or logical terms that are compared based on tree kernels. These proximity measures can act on discrete data structures for which a lossless Euclidean embedding does not exist (e.g., in case of a non-Euclidean proximity such as sequence alignment) or for which a Euclidean embedding is costly to compute (e.g., in case of a structure kernel). Hence, gradient-based LVQ learning prescriptions cannot be used in such settings, since a smooth vectorial embedding of the given data structures is not available. As for the kernel and relational SOM mentioned above, a few extensions of LVQ have been proposed recently for such situations. These so-called kernel or relational LVQ variants rely on an implicit embedding of data only. They allow efficient training of LVQ schemes, even if data are characterized by pairwise proximities only. A general framework that includes existing popular approaches has been presented recently in Ref 90.

Similar to vector space metrics, proximity measures for structures often incorporate crucial metric parameters. One example is the ground metric (scoring matrix) for sequence alignment: It determines the costs that arise when two symbols $a$ and $b$ are aligned. The overall costs are computed as the sum of all costs for aligned pairs of symbols. The overall result of a neighbor computation is crucially determined by these ground metric parameters, and quite some work has been conducted to determine suitable scoring matrices based on data, e.g., in the context of DNA and protein alignment. Similar to the learning of a quadratic distance for vectorial LVQ, efficient adaptation schemes for such structure metric parameters within relational LVQ have been proposed.

**Structure Metrics in LVQ**

The metric learning approaches as introduced in Beyond Euclidean Distance have in common that the involved distances are differentiable with respect to the prototypes, such that prototype updates can be based on gradient schemes. For many complex
novel efficient training schemes which can be useful in a variety of application areas.

This work can only provide a first illustrative introduction and certainly falls short of giving a complete overview and providing a comprehensive literature review. The suggested references can merely serve as a starting point for the exploration of this active area of research.
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