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Abstract

Purpose
The purpose of this work is to demonstrate the possibility of implementation of a PACS-integrated peer feedback system based on RADPEERTM classification providing a stepwise implementation plan utilizing features already present in the standard PACS implementation and without the requirement of additional software development. Furthermore, we show the usage and effects of the system during the first 30 months of usage.

Methods
To allow fast and easy implementation into the daily workflow the key-word feature of the PACS was used. This feature allows to add a keyword to an imaging examination for easy searching in the PACS database (e.g. by entering keywords for different kinds of pathology). For peer review we implemented a keyword structure including a code for each of the existing RADPEERTM scoring language terms and a keyword with the phrase “second reading” followed by the name of the individual radiologist.

Results
The use of the short-keys to enter the codes in relation to the peer review was a simple to use solution. During the study 599 reports were peer reviewed. The active participation in this study of the radiologists varies and ranges from 3 to 327 reviews per radiologist. The number of peer review is highest in CT and CR.

Conclusion
There are no significant technical obstacles to implement a PACS-integrated RADPEER™-system based on keywords allowing easy integration of peer review into the daily routine without the requirement of additional software. Peer review implemented in a non-random setting based on relevant priors could already help in increasing the quality of radiological reporting and serve as continuing education among peers. Decisiveness, tact and trust are needed to promote use of the system and collaborative discussion of the results by radiologist.
Introduction

Quality assurance in radiology involves many issues that have been reported on previously [1–5] including the peer review of radiology reports. However, the quality of the core business of radiology, consisting of the analysis of the images and subsequent formulation of the report, is difficult to assess even by peers. Furthermore, integration of peer review into the normal workflow has been attempted before [6] but is still not readily available in many (commercial) digital reporting environments. Because of these issues, the systematic assessment and peer review of reports is not yet widespread although this is an important concept and has already demonstrated its value in improving patient safety [7–9].

In the UK the importance of peer review to increase quality in radiology reporting has been recognized and guidelines are provided. The aim in the UK is to obtain a level of 5% of reports to be systematically peer reviewed by December 2018. To achieve this, the Royal College of Radiologists (RCR) has designed guidelines on how to setup the peer feedback process that is covered in three documents publicly available from the web [10–12] The claim is that IT systems such as the Radiological Information System (RIS) should support the review and one of the key recommendation of the RCR is:

All RIS in the UK should have a package that allows peer feedback in a time-efficient fashion. All new RIS/Picture Archiving and Communication Systems (PACS)/reporting systems installed after 2015 should include an integrated QA module, or provide a facility for electronic integration to a bespoke system.[12]

The RCR defines a discrepancy as follows:

Reporting discrepancy occurs when a retrospective review, or subsequent information about patient outcome, leads to an opinion different from that expressed in the original report [11].

Significant discrepancy rates lower the perceived quality of the radiology report by clinicians and undermine the mutual confidence between radiologist and between radiologists and clinicians. The decisions made during the diagnosis, treatment and follow-up of a patient are based on this confidence, therefore an unacceptable discrepancy rate is a risk for patient safety.

Despite the clear negative effect of discrepancies, the question remains how to act upon a detected discrepancy. This can be a difficult decision for many radiologists since a delicate balance exists between blame and constructive feedback. For a radiologist it would be very beneficial to have adequate tools to give constructive and approachable feedback to his
or her peers. According to the RCR the peer feedback includes a number of processes in a structured framework. This framework includes the Multidisciplinary Team Meetings (MDTM), dedicated discrepancy meetings and clinical audit.

The aim is to include all radiologists into the peer review process as part of their daily workflow. This can be achieved through different options such as: Ad hoc routine second review, Second Review during MDT meetings, Second Review of randomly selected reports, or implementation of formal Discrepancies Meetings.

Another issue in the implementation of peer review are the technical and procedural requirements. Peer review should be possible in a time and cost effective way, but currently is still hampered by the lack of systems and tools that allow integration of peer review into routine practice.

In his series of papers on Strategies for Radiology Reporting and Communication, Reiner also deals with Quality Assurance and Education [1]. He states that because of the decentralized working environment of radiologists the routine interpersonal (face-to-face) communication for peer-to-peer education, quality assurance and case review has decreased. He proposes that by correctly implementing digital reading environments it should be possible to replace this interpersonal communication by a digital communication platform. Opportunities lie in peer review, real-time consultation, and post-reporting feedback with as major requirement that the procedure used is integrated in the normal workflow and non-disruptive.

In a joint discussion of all attending radiologists of a regional hospital in the Netherland in 2012 concerning discrepancies in oncological radiology it was decided to implement a peer review system based on the RADPEER™ protocol as proposed by Jackson [13]. This peer review protocol is published and already implemented in multiple institutions in the USA. Our goal was to avoid blaming and to use peer review to give each other feedback to have the opportunity to improve quality. Peer Review is the assessment of a radiology report by another radiologist. Peer feedback is about the communication of peer review back to the original author of the report [9].

The purpose of this work is to demonstrate the possibility of implementation of a PACS-integrated peer review system based on RADPEER™ classification providing a step-wise implementation plan utilizing features already present in the standard PACS implementation and without the requirement of additional software development. Furthermore, we show the usage and effects of the system during the first 30 months of usage and its relation with peer feedback.
Methods and Materials

To allow fast and easy implementation into the daily workflow the key-word feature of the PACS (IMPAX 5.x, Agfa, Mortsel, Belgium) was used. This feature allows to add a keyword to an imaging examination for easy searching in the PACS database (e.g. by entering keywords for different kinds of pathology). For peer review we implemented a keyword structure including a code for each of the existing RADPEER™ scoring language terms (table 1) and a keyword with the phrase “second reading” followed by the name of the individual radiologist.

<table>
<thead>
<tr>
<th>Keyword Code</th>
<th>RADPEER™ term</th>
<th>Shortkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Concur with interpretation</td>
<td>[alt] [1]</td>
</tr>
<tr>
<td>2A</td>
<td>Discrepancy in interpretation/not ordinarily expected to be made (understandable miss)</td>
<td>[alt] [2]</td>
</tr>
<tr>
<td></td>
<td>Unlikely to be clinically significant</td>
<td></td>
</tr>
<tr>
<td>2B</td>
<td>Discrepancy in interpretation/not ordinarily expected to be made (understandable miss)</td>
<td>[alt] [w]</td>
</tr>
<tr>
<td></td>
<td>Likely to be clinically significant</td>
<td></td>
</tr>
<tr>
<td>3A</td>
<td>Discrepancy in interpretation/should be made most of the time</td>
<td>[alt] [3]</td>
</tr>
<tr>
<td></td>
<td>Unlikely to be clinically significant</td>
<td></td>
</tr>
<tr>
<td>3B</td>
<td>Discrepancy in interpretation/should be made most of the time</td>
<td>[alt] [e]</td>
</tr>
<tr>
<td></td>
<td>Likely to be clinically significant</td>
<td></td>
</tr>
<tr>
<td>4A</td>
<td>Discrepancy in interpretation/should be made almost every time—misinterpretation of finding</td>
<td>[alt] [4]</td>
</tr>
<tr>
<td></td>
<td>Unlikely to be clinically significant</td>
<td></td>
</tr>
<tr>
<td>4B</td>
<td>Discrepancy in interpretation/should be made almost every time—misinterpretation of finding</td>
<td>[alt] [r]</td>
</tr>
<tr>
<td></td>
<td>Likely to be clinically significant</td>
<td></td>
</tr>
</tbody>
</table>

For easy implementation the two sets of key-word were assigned to shortkeys (table 1) (figure 1)

**Figure 1.** Picture from the radiologist’s instruction with keyboard with the relevant shortkeys. First, the radiologist uses the combination of the purple key (alt) and the blue key (the first letter of his initials) to assign the label “second reading” and his name. Then he uses the purple key (alt) and one of the other colors. Green for the label “RadPeer 1”, and yellow, orange and red for respectively “RadPeer 2”, “RadPeer 3” and “RadPeer 4”. The upper row is for the “A” category (Discrepancy, unlikely to be clinically significant), the lower row for the “B” category (Discrepancy, likely to be clinically significant).
All five radiologists working at the department were instructed to assign both the RADPEER™-keyword and their own name-keyword to cases they encounter in daily practice, both for discrepant and concurrent reviews. Paper instructions were placed besides every workstation. Reports were reviewed on two possible cases. First when a case was scheduled for a multidisciplinary team meeting the radiologist who participated in that meeting reviewed the reports involved that were originally dictated by one of his colleagues. In this situation the timing of the review was somewhere between 1 day and 2 weeks after the first report, and before the clinicians started therapy.

The second possible situation was reviewing the report of the previous examination when a patient returned for a follow-up examination. In that case the timing of the review could be any time between 1 day and several months. In this methodology reports were only reviewed when they were clinically relevant in the routine clinical practice of a colleague radiologist, and when that radiologists decided to perform a review of the report.

The instruction to the radiologist contained information about how to add a comment to the numerical score. This was done by the Study Comments function of the PACS.

The peer review registration was performed in addition to the regular informal incidental peer feedback. Peer review registration data was collected from July 2012 until December 2014. The total number of registered peer reviews were collected from the PACS at variable time intervals and stored in a spreadsheet.

To improve the comparability of peer review implementations both the date of the original report on which peer review is performed, and the date of the actual review were registrated.

The number and characteristics of the examinations involved in the peer reviews were retrospectively analyzed.

**Results**

The use of the short-keys to enter the codes in relation to the peer review was a simple to use solution. Using the short-keys the adjudication to a RADPEER™ category can be done within seconds. Retrieval of the data concerning the Peer review using the search function of the PACS takes some minutes. Adding free text comments to the reviewed studies was not easy, because it took some additional steps for the radiologist. This functionality was barely used. Selective data retrieval of free text comments was not possible. In daily practice
the registration of the peer review went along with face-to-face or email communication between radiologist concerning the majority of discrepant reviews.

**Figure 2.** Cumulative number of performed peer reviews every month. Report: original date of reports that were reviewed. Review: date when reviews were performed.

During the study 599 reports were peer reviewed. In figure 2 the retrospective nature of the applied method is illustrated by the distance between the two lines. On starting a retrospective RADPEER™ review system discrepancies will be found involving the preceding years. In the course of time both lines approach each other. The distance between both lines depends on the number of reports that are retrospectively reviewed from the period before implementation and on the average time between reporting and reviewing. In case of a method in which every report is peer reviewed the same day, both lines would be identical.

In 2012 – the year with the most reviews – 58678 examinations were performed from which 269 (0.46%) were reviewed. From these examinations, 4944 were CT-scans, of which 128 were reviewed (3%). The active participation in this study of the radiologists varies and ranges from 3 to 327 reviews per radiologist (table 3). Radiologist C and D worked until respectively March 2013 and January 2014 in this department. “Unknown” means that a RADPEER™ keyword was assigned, but not a radiologist keyword. Table 4 demonstrates the number of RADPEER™ reviews per category and per imaging modality clearly showing that the number of peer review is highest in CT and CR.
Table 3. Number of RADPEER™ reviews per radiologist

<table>
<thead>
<tr>
<th>Radiologist</th>
<th>Number of reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7</td>
</tr>
<tr>
<td>B</td>
<td>327</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>168</td>
</tr>
<tr>
<td>E</td>
<td>79</td>
</tr>
<tr>
<td>Unknown</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>599</td>
</tr>
</tbody>
</table>

Table 4. RADPEER™ reviews per imaging modality and total.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31</td>
<td>2</td>
<td>6</td>
<td>121</td>
<td>65</td>
<td>0</td>
<td>225</td>
</tr>
<tr>
<td>2A</td>
<td>30</td>
<td>2</td>
<td>6</td>
<td>24</td>
<td>9</td>
<td>0</td>
<td>71</td>
</tr>
<tr>
<td>2B</td>
<td>56</td>
<td>6</td>
<td>6</td>
<td>63</td>
<td>12</td>
<td>0</td>
<td>143</td>
</tr>
<tr>
<td>3A</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>3B</td>
<td>33</td>
<td>3</td>
<td>14</td>
<td>50</td>
<td>15</td>
<td>2</td>
<td>117</td>
</tr>
<tr>
<td>4A</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4B</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>2</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>total</td>
<td>164</td>
<td>13</td>
<td>35</td>
<td>278</td>
<td>106</td>
<td>3</td>
<td>599</td>
</tr>
</tbody>
</table>

The identification and analysis of discrepancies may lead to a rehearsal of previous lessons learned or lead to direct adaptations in daily workflow in a radiology department. Illustrative cases for this of category RadPeer 4B are demonstrated in figure 3 to 6.

One of the first lessons of a radiology resident is to look at previous images during reporting. Figure 3 and figure 4 demonstrate the value of this lesson. The evaluation of the case of figure 5 contributed to the working agreement that allowed the CT radiologist to work without interruption, while another radiologist appointed as first contact for phone calls of referring physicians and questions of technicians. Figure 6 demonstrates the importance of using all information that is available in the images.
Figure 3a. Abdominal CT in portal phase after contrast medium. Hypodense lesion medial in segment 8 initially explicitly diagnosed as metastasis on this single phase examination. However, clinical course and later imaging confirmed the benign nature of the lesion.

Figure 3b. Retrospective analysis of prior ultrasound three years before the initial CT examination revealed an echogenic lesion of the same size at the same location. All imaging data was consistent with the diagnosis hemangioma. Using prior examination is mandatory to avoid misclassification of lesions. If no prior imaging was available in this case to make the diagnosis of hemangioma, than four-phase CT or MRI should have been advised to characterize this lesion.
Figure 4a. Abdominal CT in bone setting. Sclerotic lesions were described and interpreted as metastases, but as unchanged compared with prior examinations.

Figure 4b. Comparison with a prior examination at exactly the same level revealed that the lesions in the iliac wing were new. Comparing with previous examinations should be done carefully to differentiate stable disease and progressive disease.
Figure 5. Coronal multiplanar reformation of abdominal CT. Large pelvic mass, not mentioned in the initial report, even though all anatomic areas were systematically reviewed and described. Retrospective analysis of the radiology information system showed that the radiologist made three reports for conventional radiographs between the starting time and finishing time of the CT report. Interruption is a major risk for making faults.

Figure 6a. Chest CT in lung window/level setting. Pulmonary mass in left lower lobe, suspicious for tumor.
Figure 6b and 6c. Same CT as figure 6a, now in bone window/level setting. Lytic vertebral lesion, highly suspicious for bone metastasis, not described in the initial report. Focusing on an obvious lesion is a risk for missing other relevant findings. Thereby it is recommended to evaluate chest CT examinations not only in lung and soft-tissue window/level settings, but also in bone setting to detect bone lesions.

Discussion

The proposed RADPEER™ system is easy to implement using key-words. Radiologists can use this system without being disruptive to the daily workflow. The selection of cases for group discussion is quite easy, using the search function of the PACS.

A similar discrepancy registration implementation also based on keywords in PACS was previously reported by Issa et al.[14]. They report on the discrepancy rate between preliminary and official reports of emergency radiology studies. Compared with this system, the advantage of our method is the direct adjudication of the grade of discrepancy by using several different keywords.

A useful framework to compare goals and methods of peer review is provided by Fotenos et al.[15]. We will employ their terminology on review richness, review adjudication, review case selection, and review timing in the discussion below.

Review Richness

In our study the review richness was a “score”: the reviewer assigns a numerical score reflecting agreement or discrepancy with a report. The advantage of a score is that agreement is also recorded. A disadvantage is that a score is subjective and variable [16].

In calculating the discrepancy rate, it is questionable whether the effect of unregistered discrepancies might be neglected. Unlabeled cases may be cases without discrepancy, but
also discrepant cases in which the label was omitted. The radiologists had the opportunity to add free text comments to the score. However, the free text function of the system used was barely used because of limited functionality of the PACS system. Recently a new PACS was implemented at our department. In this new PACS of a different vendor the free text comments can be added directly linked to the Keyword function possibly lowering the threshold for the radiologist to use this function.

**Review Adjudication**

The review adjudication in our study was “closed”, which means that it was based on an administrative system. Fotenos et al. opposed this to an “open” review, where discrepancies are discussed in a conference. Of course, different combinations of open and closed adjudication are possible. In our study the closed adjudication was planned to go along with a meaningful open discussion.

**Review Case Selection**

Our review case selection was “non-random”: radiologists were involved in case selection. In the study of Issa at al. all preliminary reports of residents were reviewed, which is also “non-random”. Because of selection bias, studies with non-random selection should only be compared with caution. The advantage of non-random selection is the opportunity to increase efficiency by doing peer review in cases that most likely benefit from peer review. Random assignment of peer review cases leads to lower discrepancy rates, as is illustrated by the 0,69% discrepancy rate in the paper of O’Keeffe [17]. This can be explained by inclusion of large amounts of easy cases, which are unlikely to lead to discrepancies in peer review.

Future studies are needed to clarify possible differences in effect between random and non-random peer review case selection.

Sheu et al. [18] advocate a mathematical model for case selection to improve the efficiency and effectiveness of peer review. They present a peer review system in which cases are selected bases relevant factors as previous errors and the costs and the likelihood of morbidity from an error. In comparing studies on peer review and peer feedback, it is important to realise that an unbiased assessment of the original report can only be made when the scorer has exactly the same clinical information and imaging studies as the original reporter. In our study it was not the purpose to guarantee unbiased peer review, but to use a peer review methodology to give feedback in a structured way, and to have the opportunity to identify cases that can make an educational contribution to improve quality.
Review Timing

The review timing in our study was “relevant prior”, compared with “near-sign-out” in the study of Issa et al., were reports were reviewed soon after preliminary interpretation. The timing of the peer review depends on goals and logistic possibilities. In case of expected high discrepancy rates and major impact on patient management, the need of near-sign-out peer review is obvious. When near-sign-out peer review puts a major strain on daily work routine without benefits on patient outcome, low radiologist compliance can be expected.

An issue that greatly affects the number of category 1 cases is that with selecting cases based on relevant prior, very few normals are included into the peer review.

Finding registration

In the data of Jackson et al. [13] 97.1 % of RADPEER™ reviews were category 1 (no discrepancy), compared to only 38 % in our data. Furthermore, the meta-analysis of Wu et al.[19] demonstrates a pooled total discrepancy rate of 7.7% for CT. While our discrepancy rate for CT is 56%.

An explanation for this difference could be that in our institution the RADPEER™ review was performed and reported mainly when discrepancies are found, and otherwise was omitted. This would result in a major underregistration of category 1 peer review.

The underregistration of A-categories (discrepancies not likely to be clinically significant) also stands out in our results. This indicates that the RADPEER™ registration system was mainly used in case of clinically significant discrepancies and did not become routine every time a previous examination was encountered. Another explanation could be that we are using a relevant prior review timing with non-random case selection since this method leads to the selection of the more difficult cases and diagnoses to be entered into the peer review process. Random assignment from all examinations performed would include more easy examinations and examinations without pathology leading to a higher number of both category 1 and A-categories.

As a demonstration of this, CT is most commonly involved in our peer review because of the habit of reviewing the previous CT when reviewing a CT examination, and because CT is the modality most frequently discussed in Multidisciplinary Oncology Meetings. Therefore, introducing a bias towards inclusion of more complicated diagnoses. Obviously, the distribution of the different modalities in which peer review is performed, depends on the selection of cases within the radiology department. The case mix within the radiology department depends on the referring medical departments. For example, the data of
Brook [2] demonstrates a much higher percentage of peer review in ultrasound cases (72%) compared with our data (table 4), in a publication on peer review in obstetric and gynaecologic imaging.

In the period after implementation of the system, the slope of the lines in figure 2 is steep. The lines flatten in the course of time. A reason for the declining reviews per month could be a lowering motivation after a certain time and the fact that in advance no broad-based arrangements were made about the form and frequency of periodical group-discussions on the results. A result of this is also demonstrated by the striking difference in RADPEER™ reviews per radiologist. Lack of regulation could have contributed to the uneven use of the RADPEER™ system among the radiologists. During the project the radiologist did not receive structural periodical feedback on the number of peer reviews they performed. Based on our results we advocate to make structural feedback of the results to the participating radiologist an integral part of peer review implementation. Iyer describes their positive experience with providing comment-enhanced, monthly peer-review feedback scorecards to enhance radiologist’s participation and to use this feedback as educational tool to enhance future performance [20].

One of the reasons for disappointing involvement of some radiologists in peer review could be the lack of perception of added value of peer review. Therefore, on starting peer review, it is recommended to formulate goals in advance. As mentioned in the introduction, those targets may be imposed from outside by health insurance companies or professional associations. To ensure quality improvement it is also important to combine peer review with peer feedback.

In the years after starting our project in 2012 several authors published their results of peer review methodologies, including user surveys.

Eisenberg reports that 44% of respondents agreed that the RADPEER-like system they used is a waste of time, and 58% believed it is done to meet hospital or regulatory requirements [21]. The majority of the respondents of a survey that was distributed before the implementation of a non-anonymous peer review system agreed that peer review is important for improving patient care (86%), but the majority favoured anonymous peer review (92%) [22]. O’keeffe reports that 94% of participating radiologist felt that the quality assurance programme was worthwhile, and 90% that the feedback they received was valuable [17]. These results support our findings that feedback is valuable, but that careful implementation is needed.
Shortcomings

One of the shortcomings of our study is that compared to the daily workload, only in a very small percentage the RADPEER™ review was applied. To reach the 5% of peer-review, as proposed by the RCR [12], more attention should be paid to peer-review. Despite the availability of a paper instruction next to the radiologist’s workstation, a lack of formal training in the system might have contributed to the uneven distribution of participation. Indeed, there is an association between training and satisfaction of users of an Electronic Medical Record system [23]. Analysis of barriers to implementation of digital systems, facilitates a targeted approach [24]. In our case an early evaluation of the system, would have contributed to improving its usage.

Furthermore, the implementation of a more random assignment for peer review and not solely the dependency on the willingness of the radiologists to perform the peer review could help to increase the numbers of peer review. However, this incomplete registration is no reason to stop performing peer review. Enough 3B and 4B categories are reported and discussed to justify the efforts of this project and to increase the quality level of the radiological reporting.

One of the shortcoming of our system is that the data retrieval was manual and not at regular time intervals. However, future implementations should allow automation of these tasks depending on the abilities of the PACS [25–27].

Despite unsuccessful implementation of group discussions in daily practice, individual feedback was more approachable this period in the hospital of this study. General acceptance of the existence and possibility of feedback and familiarity with the RadPeer-jargon, facilitates this individual feedback.

It is recommended to secure the group discussion by making arrangements about this simultaneously with implementing the technical part of the PACS-integration. Depending on the local situation, RADPEER peer review can be combined with elements of the Consensus-Oriented Group Review (COGR) method [28, 29].

A possible shortcoming are the low usage numbers of our implementation. Although the ease of use of our implementation was apparent from our experience, the low usage numbers do not allow us to provide hard evidence. The reasons of discontinuation of the current implementation in December 2014 are two external factors: a hospital merge with two other hospitals and a change in PACS. In 2016 all three hospital locations were connected to the new PACS, together with increased quality awareness of the merged group of radiologists,
increased scientific evidence, and increased pressure of external organizations, paved the road to a new peer feedback implementation.

**Conclusion**

There are no significant technical obstacles to implement a PACS-integrated RADPEER™ system based on key-words allowing easy integration of peer review into the daily routine without the requirement of additional software. Peer review implemented in a non-random setting based on relevant priors could already help in increasing the quality of radiological reporting and serve as continuing education among peers.

Decisiveness, tact, and trust are needed to promote use of the system and collaborative discussion of the results by radiologist.
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PART II

Structured Reporting