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Abstract—During the last years, Deep Neural Networks have reached the highest performances in image classification. Nevertheless, such a success is mostly based on supervised and off-line learning: they require thus huge labeled datasets for learning, and once it is done, they cannot adapt to any change in the data from the environment. In the context of brain-inspired computing, we apply Kohonen-based Self-Organizing Maps for unsupervised learning without labels, and we explore original extensions such as the Dynamic SOM that enables continuous learning and the Pruning Cellular SOM that includes synaptic pruning in neuromorphic circuits. After presenting the three models and the experimental setup for MNIST classification, we compare different methods for automatic labeling based on very few labeled data (1% of the training dataset), and then we compare the performances of the three Kohonen-based Self-Organizing Maps with STDP-based Spiking Neural Networks in terms of accuracy, dynamicity and scalability.

Index Terms—brain-inspired computing, self-organizing maps, unsupervised learning, embedded image classification.

I. INTRODUCTION

With the recent developments of deep learning through Deep Neural Networks (DNNs) and the availability of machine learning frameworks (TensorFlow, Torch, McCafe, etc.), artificial intelligence is getting closer to our lives through a large panel of applications (speech and image recognition, autonomous driving, health assistance, etc.). Still, DNNs are limited in two aspects: on the one hand, DNNs software implementation on general purpose CPU and GPU remains too expensive in terms of computational resources and power consumption for embedded systems, and suffer from the Von Neumann bottleneck. Therefore, there is a growing interest toward dedicated hardware implementations with distributed neuromorphic architectures [1].

On the other hand, even though some recent works try to reconnect deep learning with neuroscience [2] [3], DNNs are moving away from the initial biological inspiration of Artificial Neural Networks (ANNs). Indeed, unlike the brain, DNNs are mostly based on supervised learning, which implies building huge labeled datasets for training, as the labels are needed to implement the gradient back-propagation algorithm that adjusts the neurons weights during training [4]. It suggests that we have to label each sample of each training database depending on the application, and that approach can obviously not be generalized to all types of data and applications. Moreover, it is unlikely that such an algorithm based on neuron-specific error signal would be implemented in the brain [5]. Instead, biological evidences lead rather to unsupervised learning methods. Furthermore, DNNs are based on off-line learning: once the DNN is trained, there is no more learning during inference and thus no more adaptation to any change in the context or inputs from the dynamic environment.

We focus in this work on brain-inspired models of ANNs: the Self-Organizing Maps (SOMs). SOMs are inspired from the cortical plasticity, i.e. the self-organization of the cortical areas in the brain to specialize their learning in specific features. This mechanism was first modeled by Kohonen [6]. In the context of image classification with unsupervised learning, we propose a new approach where we apply the original Kohonen SOM (KSOM) [6], the Dynamic SOM (DSOM) [7] and the Pruning Cellular SOM (PCSOM) [8] to MNIST digits classification, without using labels for training. Afterwards, we propose three automatic labeling algorithms to assign the class of each neuron, trying to reach the best accuracy while minimizing the number of labeled images we need.

We first make the state of the art of image classification with unsupervised learning, then we describe the three self-organizing neural networks that we compare. Next, we define our general approach for training, labeling and testing our neural networks. Finally, we compare our results with the literature and assess the three models in terms of classification accuracy, learning dynamicity and hardware scalability.

II. STATE OF THE ART

A. Kohonen-based Self-Organizing Maps
SOMs are brain-inspired unsupervised ANNs introduced by Kohonen [6]. Basically, for each input stimulus, the SOM neurons compete to "win", i.e. to be the Best Matching Unit (BMU) that is the neuron representing best the stimulus. Then, the winning neuron and its neighborhood neurons adapt their afferent synaptic weights in order to improve the representation of the input pattern as detailed in section III. The idea is that each neuron becomes a "prototype" that represents an average of similar-enough inputs.

In 2015, Liu et al. [9] proposed a Deep Self-Organizing Map (DeepSOM) for visual classification. The structure is a cascade of self-organizing layers made up of a number of SOMs such that each SOM behaves as a receptive field in a local region of the input. It is followed by sampling operators that organize the winning neurons of each SOM and form a new two-dimensional map, constructing more global information in higher layers as shown in Fig. 2. However, the whole DeepSOM is trained with supervised SOMs [10], which means that the labels of the training dataset are used as input data to explicitly influence the SOM learning. Their results show that DeepSOM outperforms the original supervised SOM by 07.17% on MNIST classification, but the comparison with supervised methods is out of the scope of this paper.

In 2017, Wickramasinghe et al. [11] took over the work of [9] and proposed a Parallalizable Deep SOM (ParalDeepSOM) that shows two major interests: first, the ParalDeepSOM uses SOMs of different sizes in the same layer, and thus has a better probability to learn features of different resolutions in the same layer. When the small map misses a certain feature, there is a high probability that the larger map can catch it. Second and more importantly, ParalDeepSOM is based on unsupervised learning, with no use of labels for training. It relies then on a subpart of the training database to label the neurons, i.e. assign each neuron the class it represents. The ParalDeepSOM accuracy on MNIST classification is 82.10%, which is 01.64% better than the unsupervised version of DeepSOM [11]. However, this accuracy is achieved using a very large number of neurons, as shown in Tab. III.

B. STDP-based Spiking Neural Networks

Spike-Timing-Dependant Plasticity (STDP) is a brain-inspired unsupervised learning algorithm implemented in Spiking Neural Networks (SNNs). SNNs are more biologically plausible models for two reasons: first, they encode information in spikes, i.e. electrical impulsions that correspond to a 1 bit digital representation. Second, the spiking neuron is the Leaky Integrate-and-Fire (LIF) which is a simplified model of bio-mimetic artificial neurons that try to mimic the behavior of biological neurons. The LIF computation is hence simpler than that of the formal neuron, and we have previously made a comparative study of the information coding impact of both spiking and formal models on neuromorphic architectures with off-line supervised learning [12]. It showed that the SNN has approximately 50% gain in the hardware implementation cost (resources and power). However, we did not explore the impact of unsupervised on-line learning with STDP that implies more complex computations, and thus a higher hardware cost.

In 2015, Diehl et al. [13] proposed a SNN structure implementing STDP for unsupervised learning with lateral inhibition that generates competition amongst neurons, so that each neuron learns a different pattern. The SNN architecture is made of input, excitatory and inhibitory layers, as shown in Fig. 3. Each excitatory neuron receives an STDP-modifiable synapse from the input layer, and is connected to one neuron of the inhibitory layer which connects back to all the other excitatory neurons. Consequently, the first neuron that spikes inhibits all others. The SNN with STDP accuracy on MNIST classification using 100 neurons is 82.90%, which is approximately equal to [11].

In 2018, two extensions based on the work of [13] have been proposed. First, Saunders et al. [14] introduced the Convolutional SNN (CSNN) where inhibitory neurons are only connected to excitatory neurons in the other sub-populations.
that share the same visual field. However, the accuracy results on MNIST classification do not reach those of [13] for the same number of neurons.

Second, Hazan et al. [15] extended the work of [14] by combining STDP with a characteristic of the SOM: the degree of competition imposed by the connections from the inhibitory layer is curved by increasing the level of inhibition with the distance between neurons. The Lattice Map SNN (LMSNN) achieved an accuracy of 85.71% ± 0.85% on MNIST classification with 100 excitatory and inhibitory neurons, which is an improvement over the state of the art SNNs [15].

Nevertheless, the works of [13], [14] and [15] are limited in their labeling approach: here, we are dealing with semi-supervised classification, as we use unsupervised learning to adjust the neurons weights, followed by supervised labeling to assign each neuron the class it represents. Hence, we always need a labeled subset of the training dataset in order to label the neurons for evaluation purposes and inference. Still, we must not use the whole training dataset for labeling.

In the literature, the training is indeed performed in an unsupervised manner. However, the labeling is performed using one presentation of the whole training dataset [13] [14] [15]. It means that the DNNs initial limit of using labels is only shifted from the training part to the labeling part. In our work, we evaluated the minimal subset of labeled samples necessary to reach the best accuracy, as described in section V-C.

III. SELF-ORGANIZING NEURAL MODELS

Technically, neural self-organization is a vector quantization algorithm, as it models the probability density function of the training dataset into a set of prototype vectors that are represented by the neurons afferent weights [7]. It has been shown that SOMs have better performances in representing overlapping structures compared to classical clustering techniques such as partitive clustering or K-means [16]. SOMs already have a multitude of applications in speech recognition, robotics, process control and telecommunication [17].

We present in this section three models of SOMs: KSOM, DSOM and PCSOM, each using a two-dimensional grid of neurons. Each neuron has a respective two-dimensional position in the grid, and is connected to the input stimulus through afferent synapses that carry the weights where the learning occurs. The neuron weights are represented as an m-dimensional vector where m is defined by the dimensions of the input stimuli. Each neuron is then connected to its four neighbors from north, east, south and west through lateral synapses, as shown in Fig. 1.

A. Kohonen Self-Organizing Map (KSOM)

The original KSOM algorithm introduced by Kohonen [6] is the following:

- **Initialize** the network as a two-dimensional array of neurons. Each neuron n is defined by a two-dimensional position p_n and a randomly initialized m-dimensional weight vector w_n.
- for t from 0 to t_f do

B. Dynamic Self-Organizing Map (DSOM)

The DSOM introduced by Rougier et al. [7] is a variation of the KSOM algorithm where the time dependency of the learning rate and neighborhood function has been replaced by the distance between the winning neuron and the input stimulus, as shown in the following algorithm:

- **Initialize** the network as a two-dimensional array of neurons. Each neuron n is defined by a two-dimensional position p_n and a randomly initialized m-dimensional weight vector w_n.
- for every new input vector v do
  - Compute the winner s such that w_s is the closest to v.
- for every neuron n in the network do
  - Compute the neighborhood function h_{\sigma}(t, n, s):
    \[
    h_{\sigma}(t, n, s) = e^{-\frac{(||p_n - p_s||^2)}{2\sigma(t)^2}} \tag{1}
    \]
  - Update the weight w_n of the neuron n:
    \[
    w_n = w_n + \epsilon(t)h_{\sigma}(t, n, s)(v - w_n) \tag{2}
    \]
- end for
- Update the learning rate \( \epsilon(t) \):
  \[
  \epsilon(t) = \epsilon_i \left( \frac{\epsilon_f}{\epsilon_i} \right)^{t/t_f} \tag{3}
  \]
- Update the width of the neighborhood \( \sigma(t) \):
  \[
  \sigma(t) = \sigma_i \left( \frac{\sigma_f}{\sigma_i} \right)^{t/t_f} \tag{4}
  \]
- end for

The KSOM has a decaying learning rate and neighborhood width, so that the learning stabilizes after a certain number of iterations. When \( t = t_f \), the KSOM is almost unable to learn any change in the input stimuli, as \( \epsilon_f << \epsilon_i \) and \( \sigma_f << \sigma_i \). Therefore, the learning is stable but not dynamic. It can be considered as an off-line unsupervised learning algorithm.

C. Partiotic Self-Organizing Map (PCSOM)

In the DSOM algorithm, if a neuron is close enough to the stimulus, then this neuron is already representing well the stimulus, hence there is no need for any neuron to learn (the extreme case where \( v = w_s \) and so \( h_{\sigma}(n, s, v) = 0 \)). In the
C. Pruning Cellular Self-Organizing Map (PCSOM)

The PCSOM introduced by Upegui et al. [8] is also abstracted from the time dependency of the KSOM, it is hence made for continuous on-line unsupervised learning. In addition, it models a specific mechanism of biological neurons: the synaptic pruning. Indeed, each neuron of the PCSOM has a number of associated lateral synaptic connections varying from 0 to 4 that define its lateral influence during training.

These lateral synapses can be seen as interconnection matrices that are initially interconnecting every neuron to its four physical neighbors. Afterwards, during the network lifetime where the network learns to represent the input stimuli, some of these synapses will be pruned in order to allow the prototype vectors to better fit their density function. After a certain number of iterations, the PCSOM begins to create clusters, i.e. group of topologically close neurons which represent variations of the same class. The idea is then to prune (remove) the synaptic connections between the frontiers neurons of different clusters and isolate them, so that one class does not affect the learning of the other and thus prevent the network to achieve better performances. The PCSOM algorithm is described as follows:

**Initialize** the network as a two-dimensional array of neurons. Each neuron $n$ is defined by a two-dimensional position, a randomly initialized $m$-dimensional weight $w_n$ vector and a set of synapses defining connections to other neurons with respect to the position.

**for** every new input vector $v$ **do**

Compute the winner $s$ such that $w_s$ is the closest to $v$. Update the weight of the winner $w_s$:

\[
    w_s = w_s + \alpha (v - w_s) ||v - w_s|| \tag{7}
\]

where $\alpha$ is the learning rate.

**for** every other neuron $n$ in the network **do**

Update weights as follows:

\[
    w_n = w_n + \alpha (w_i - w_n) e^{-\frac{1}{\eta ||w_i - w_n||}} \tag{8}
\]

where $w_i$ is the weight vector of the neuron to be updated, hops is the number of propagation hops from the winner, $w_i$ is the weight vector of the influential neuron, $\eta$ is the elasticity of the network.

**end for**

**for** every synapse in the network **do**

Apply pruning following the probability:

\[
    P_{ij} = e^{-\frac{1}{2 \omega (t_f - t_w)}} \tag{9}
\]

where $P_{ij}$ is the probability of pruning the synapse interconnecting $n_i$ and $n_j$, $\omega$ is the pruning rate, and $t_w$ is the time from the last winning of neuron $n_i$.

**end for**

**end for**

With respect to the neuron $n$ to be updated, the influential neuron $i$ is the connected neighbor neuron that is closest to the winner neuron $s$ in terms of number of hops. In the case where two connected neighbor neurons have the same number of hops, the choice of the influential neuron is made randomly.

Thanks to the propagation of the neurons update through the neurons neighbors, the overall network weights are influenced by every new input vector depending on the network connectivity: if a neuron $n$ is a topological neighbor of the influential neuron $i$, it is only updated if the synapse connecting $n$ to $i$ has not been pruned. The PCSOM is therefore modifying the connectivity of the neural network by pruning the useless synapses that connect two neurons whose activities are poorly correlated, as shown in Fig. 4. It allows the network to better fit the probability density function of the input stimuli. Preliminary results in [8] have shown that the proposed pruning mechanisms improve the network performance by reducing the Average Quantization Error (AQE) of the incoming two-dimensional stimuli, and thus allows better learning and representation of the information from the environment.

![Fig. 4. (Left) Cellular architecture connections after training with $w = 3e - 07$. (Right) Weights and probability density after training with $w = 3e - 07$.](image)

The PCSOM is therefore a dynamic and evolving (with respect to pruning) self-organizing neural network, that may reach better performances than DSOM for on-line unsupervised learning thanks to the pruning mechanism. Our results on image classification are shown in section V-D.

### IV. Method

#### A. Training

In order to compare the accuracy performances of our three SOMs with each other and with respect to the state of the art, we used the MNIST dataset as reference. MNIST is a handwritten digits dataset of 60000 training samples and 10000 test samples of 784 pixels (28 $\times$ 28) [4]. The first step is hence to perform the training of each of the KSOM, DSOM and PCSOM over the MNIST training dataset for the same number of iterations, and then to perform the labeling and the test. Eventhough the DSOM and PCSOM enable on-line learning, we stop it during labeling and test to assess
the performances of our three SOMs with the same number of images for training. Once again, we do not use any label for training, even if they are actually available in the MNIST training dataset, as the goal of our work is to generalize our method for unlabeled datasets and data from the real-world environment where there is no label.

The next step was to determine the number of iterations that we needed for learning in order to achieve the best accuracy. In other words, we had to set a convergence criterion that would guide us to the number of iterations we needed, and we have chosen the AQE as done in [8]. It is calculated after each iteration on the same randomly chosen subset of 10% of the training dataset following Eq. 10. The results of AQE are shown in section V-B.

$$AQE = \frac{1}{K} \sum_{i=1}^{K} \min_{1 \leq p \leq N} \left( \sqrt{\sum_{p=0}^{783} (image_i[p] - neuron_n[p])^2} \right)^2$$

(10)

Where $K$ is the number of input vectors used as reference for computing the AQE (we use 10% of the training dataset, so $K = 6000$), $N$ is the total number of neurons and $p$ is the index of the pixel in the image and the corresponding synaptic weight in the neuron. We notice that we only consider the minimum euclidean distance between the image and the neurons, i.e. the distance between the image and the BMU.

B. Labeling

Algorithm 1: Proposed labeling algorithm

<table>
<thead>
<tr>
<th>initialization:</th>
<th>label_count = zeros[number_of_classes]; accumulator = zeros[number_of_neurons, number_of_classes]</th>
</tr>
</thead>
<tbody>
<tr>
<td>for every image in the labeling subset do</td>
<td></td>
</tr>
<tr>
<td>for every neuron in the SOM grid do</td>
<td></td>
</tr>
<tr>
<td>dist_matrix[neuron.index] = dist_method(neuron.weights, image.pixels)</td>
<td></td>
</tr>
<tr>
<td>best_dist = best_dist_method(dist_matrix)</td>
<td></td>
</tr>
<tr>
<td>label_count[image.label] += 1</td>
<td></td>
</tr>
<tr>
<td>accumulator[neurons, image.label] += norm_acc_method(dist_matrix, best_dist)</td>
<td></td>
</tr>
<tr>
<td>for i in range(number_of_classes) do</td>
<td></td>
</tr>
<tr>
<td>accumulator[neurons, i] /= label_count(i)</td>
<td></td>
</tr>
<tr>
<td>for every neuron in the SOM grid do</td>
<td></td>
</tr>
<tr>
<td>neuron_label[neuron.index] = find_label(accumulator[neuron.index])</td>
<td></td>
</tr>
</tbody>
</table>

After convergence of learning, or after a defined time in the environment where the neural network learns and adapts, we need to go through a very important yet often neglected step when dealing with semi-supervised classification: the neurons labeling. The labeling is the step between training and test (or inference) where we assign each neuron the class it represents in the training dataset. In our case with MNIST, each neuron has to be assigned a digit label from 0 to 9.

For this work, we proposed a generic labeling algorithm in Algo. 1, and we tried three different methods that define the functions we used in the generic algorithm: Activation, Distance and Gaussian. For each of the three methods, we need a labeled subset as we need to know the class of each sample of it. We randomly took a labeled subset of the training dataset, and we tried to minimize its size while keeping the best test accuracy on MNIST classification. In fact, we are often confronted to classification tasks where we have huge unlabeled datasets for training, but very few labeled samples that we can use for labeling. Hence, we try to find the labeling method that requires the minimum number of labeled samples without reducing the best accuracy. Our method can then be generalized to larger datasets with very few labeled samples.

Our generic labeling algorithm can be summarized in four steps: first, we calculate the neurons distances to the input image. Second, we choose the winning neuron or BMU. Third, each neuron accumulates its normalized distance with respect to the BMU distance in the corresponding class accumulator, and we repeat the three steps for all the labeling subset images. Fourth and finally, we choose the label of each neuron depending on the class accumulator that has responded the best. The associated functions of the three methods are detailed in Tab. I, and their impact on accuracy with different labeling subset sizes is explained in section V-C.

The parameter $\sigma$ that we use in the function $dist\_method$ of the Gaussian method is the width of the gaussian that weighs the relevance of each neuron to the input image with respect to its weights distance to the image. We calculate $\sigma$ before the labeling following the Algo. 2.

Algorithm 2: Proposed $\sigma$ computation algorithm for gaussian labeling method

<table>
<thead>
<tr>
<th>initialize:</th>
<th>dist_to_origin = zeros[number_of_neurons]</th>
</tr>
</thead>
<tbody>
<tr>
<td>for every neuron in the SOM grid do</td>
<td></td>
</tr>
<tr>
<td>dist_to_origin[neuron.index] = $\sqrt{\sum_{i=0}^{783} (neuron.weights[i])^2}$</td>
<td></td>
</tr>
<tr>
<td>$\sigma = standard_deviation(dist_to_origin)$</td>
<td></td>
</tr>
</tbody>
</table>

C. Test

After training and labeling, the remaining step is the test for accuracy that we detail in Algo. 3. Here again, we tried three test methods for inference, each of them corresponding to one of the three labeling methods, as shown in Tab. I.

V. EXPERIMENTS AND RESULTS

A. Parameters exploration

We trained our SOMs on 10 epochs over the 60000 training images of MNIST. We calculated the AQE after each epoch to check the learning convergence, as shown in Fig. 5. We explored different hyper-parameters for training and summarized those with the best accuracies in Tab. II.
TABLE I
PROPOSED LABELING AND TEST METHODS

<table>
<thead>
<tr>
<th>Function</th>
<th>Activation</th>
<th>Method</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Labeling</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dist_method(w, p)</td>
<td>∑_{i=0}^{783} (w[i] × p[i])</td>
<td>√{∑_{i=0}^{783} (w[i] − p[i])²}</td>
<td>e^{−\frac{1}{\sigma} √{∑_{i=0}^{783} (w[i] − p[i])²}}</td>
</tr>
<tr>
<td>best_dist_method(d_m)</td>
<td>max(d_m)</td>
<td>min(d_m)</td>
<td>max(d_m)</td>
</tr>
<tr>
<td>norm_acc_method(d_m, b_d)</td>
<td>d_m/b_d</td>
<td>d_m − b_d</td>
<td>d_m/b_d</td>
</tr>
<tr>
<td>find_label(acc[i])</td>
<td>argmax(acc[i])</td>
<td>argmin(acc[i])</td>
<td>argmax(acc[i])</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dist_method(w, p)</td>
<td>∑_{i=0}^{783} (w[i] × p[i])</td>
<td>√{∑_{i=0}^{783} (w[i] − p[i])²}</td>
<td>e^{−\frac{1}{\sigma} √{∑_{i=0}^{783} (w[i] − p[i])²}}</td>
</tr>
<tr>
<td>best_neuron_method(d_m)</td>
<td>argmax(d_m)</td>
<td>argmin(d_m)</td>
<td>argmax(d_m)</td>
</tr>
</tbody>
</table>

Algorithm 3: Proposed test algorithm

**initialization:** accuracy_count = 0; confusion_matrix = zeros[number_of_classes, number_of_classes]

**for** every image in the test subset **do**

**for** every neuron in the SOM grid **do**

   dist_matrix[neuron.index] = dist_method(neuron.weights, image.pixels)

   best_neuron = best_neuron_method(dist_matrix)

   if best_neuron.label = image.label then
      accuracy_count += 1
      update(confusion_matrix)

accuracy = (accuracy_count ÷ 10000) × 100%

TABLE II
TRAINING HYPER-PARAMETERS

<table>
<thead>
<tr>
<th></th>
<th>KSOM</th>
<th>DSOM</th>
<th>PCSOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε₀</td>
<td>1</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>σ₀</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>σ_f</td>
<td>0.005</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>ε</td>
<td>0.01</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>η</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>α</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>ω</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

B. Learning convergence

To assess the learning convergence, we calculated the AQE (Eq. 10) after each iteration on the same randomly chosen subset of 10% of the training dataset. The results in Fig. 5 (averaged over 10 runs of training) show that the three SOMs learnings converge with different speeds: the KSOM converges after approximately 7 iterations, while the DSOM and PCSOM converge after only 3 iterations (the two plots are almost superposed). This is due to the absence of temporal dependency in both DSOM and PCSOM. Nevertheless, the KSOM converges to a slightly better AQE value that is reflected by a better accuracy, as described in section V-D. The AQE, though, is not directly proportional to the accuracy, as two different representations may have the same AQE but different test (generalization) accuracies.

C. Labeling methods

After training the KSOM on 10 epochs over the MNIST training dataset, we performed the labeling on the same trained network using three methods as shown in Fig. 6 (averaged over 10 different subsets of same size each time).

On the one hand, the Activation method does not perform well because of the confusion it creates between two different samples during labeling: for example, the activity (multiplication and activation) between the prototype neuron and the samples during labeling: for example, the activity (multiplication and activation) between the prototype neuron and the two digits 1 and 7 is nearly the same, because the horizontal bar of 7 that makes the the difference is multiplied by zero. Hence, the Activation method can hardly recognize which of the digits 1 and 7 does the prototype neuron 1 represent. This confusion may also happen for other digits where one of them is "part of the other", like the digits 6 and 8. In contrary, the Distance method does not cancel this divergence. On the other hand, the Gaussian method leads to a better accuracy than the Distance method, because of the distance modulation mechanism that gives more importance to the neurons whose weights are closer to the input sample during labeling.
In order to qualitatively assess our best labeling method with minimal labeled subset size (Gaussian method with 1% of labeled data), we displayed the KSOM trained weights in Fig. 9 and their corresponding labels in Fig. 10. We see that we would manually do the same labeling, except for one neuron which didn’t converge well (neuron in the bottom right corner of the KSOM grid, labeled as 4). We could only hesitate between some labels whose representations are very close, like 4 and 9, and this is an interesting point that we discuss further in section V-D. Hence, we tried to manually label the KSOM, modifying some labels of the Gaussian method: the accuracy decreased by approximately 1%. It shows that the Gaussian method is even better than a qualitative manual labeling.

We want to point out that the labeling is necessary for classification tasks but not for all applications. Indeed, works have been done in [18] [19] to implement a form of hardware plasticity using SOMs. The system allows then to dynamically allocate computational resources in a dynamic and multimodal environment, and the clustering is performed without labeling based on the neurons weights distances.

D. Test accuracy

We computed the test accuracy after each training epoch, as shown in Fig. 7 (averaged on 10 runs of training, same as in Fig. 5). We see that the DSOM and PCSOM learn faster than the KSOM, but the KSOM reaches the highest accuracy of 87.36% ± 0.23%. Like for STDP-based learning [13], one good property of Kohonen-based learning is the absence of over-fitting even when performed for 100 epochs, i.e 6 million samples (accuracy of approximately 87%). Indeed, unlike many ANNs which tend to over-fit the data [13], the SOMs learning is stable over time. We calculated the average and standard deviation of the test accuracy for each of the three models over 10 runs of training (10 epochs each, with random initialization and training dataset shuffle after each epoch). The results are summarized in Tab. III.

Fig. 11 shows the number of times each neuron has been the BMU during test. Since the number of digits per class in the MNIST test dataset is nearly equal, the neurons which have been BMUs the most are the neurons that are the fewest to represent a class, like the digit class 1. This is an interesting behavior which shows that the more diverse the class is, the more neurons it needs to represent it. The digit 1, in contrary, does not have a high diversity, it can thus be represented by fewer neurons which are then BMUs more often.

To understand the KSOM mistakes, we plotted the confusion matrix in Fig. 8 where the left column represents the image class and the top row represents the BMU label. We notice that the biggest values occur in the diagonal, with some peak values between the digits whose representations are close:
16.75\% of the digits 9 are classified as a 4, and 14.46\% of the digits 4 are classified as 9. We find the same mistakes with a lower percentage between the digits 3, 5 and 8, because of their proximity in the 784-dimensional vector space.

VI. DISCUSSION

In terms of accuracy, the KSOM outperforms the DSOM and PCSOM. However, the DSOM and PCSOM enable online learning and can continuously learn from a dynamic environment. The PCSOM can also enable the lateral synaptic pruning, but this mechanism did not achieve a better accuracy on MNIST classification, and that’s why we disabled it ($\omega = 0$ in Tab. II). Indeed, the hyper-parameter $\omega$ is very difficult to adjust so that we have the desired amount of pruning that separates the neurons clusters. Moreover, the neurons representing the same class are not always in the same topological neighborhood, as shown in Fig. 9. This is due to the close weights distance between neurons of different classes before convergence, and to the small number of neurons we are using. Therefore, the learning with pruning is inefficient for our network. Furthermore, in order for the PCSOM to be totally dynamic, it needs to implement in addition a form of sprouting so that two neurons that would have been disconnected could reconnect to each other if the input stimuli change accordingly.

The KSOM (87.36\% ± 0.23\%) achieves a better accuracy than the state of the art LMSNN (85.71\% ± 0.08\%) for the same number of neurons (100). However, the LMSNN, just like the DSOM and PCSOM, enables dynamic learning, and the three models reach approximately the same accuracy. In terms of accuracy, the KSOM (87.36\% ± 0.23\%) achieves a better accuracy than the state of the art LMSNN (85.71\% ± 0.08\%) for the same number of neurons (100). However, the LMSNN, just like the DSOM and PCSOM, enables dynamic learning, and the three models reach approximately the same accuracy. However, even though the STDP algorithm itself is local, the excitatory / inhibitory mechanism that allows the STDP learning convergence implies an all-to-all connectivity that is not scalable, especially for embedded applications.

Thus, we have recently proposed the iterative grid formalism in [20] to distribute the SOMs computing while keeping a local connectivity to the four neighbor neurons. The distributed SOMs mechanism is divided in two steps: the first step is the election of the BMU with respect to the current stimulus. The idea is to propagate the neurons information through the neurons grid in a certain number of iterations until the global information, i.e. the BMU and the distance of each neuron to it, emerges from the local interactions of connected neurons. The iterative grid is based on a time to distance transformation, hence implying the use of a Manhattan distance in the neighborhood function despite of the Euclidean one often used in software or centralized hardware implementations. Then, the second step is the update of the afferent weights for all neurons with respect to the results of the first step.

Therefore, we transform the connectivity complexity into a time complexity in $O(2\sqrt{n})O_c$ with respect to the number of neurons $n$ and the computing complexity of a neuron $O_c$ regardless of the simulated model [20]. We have computed in software the behavior of the centralized models using a Manhattan distance in the neighborhood functions for the results to be comparable with the iterative grid. As expected, the obtained behavior is the same in both cases [20]. The iterative grid formalism can hence be used to distribute any SOM-like model in a scalable cellular architecture.

We intend to use the distributed cellular neuromorphic hardware as a self-organizing computing system for embedded applications [21] in the Self-Organizing Machine Architecture (SOMA) project. We are working on defining brain-inspired computational models that can self-organize at both computation and communication levels, and have the best performances in unsupervised learning. The models will be implemented in a completely decentralized manner and then prototyped onto Field Programmable Gate Array (FPGA) devices to validate their hardware cost (resources, power, latency) efficiency.

VII. CONCLUSION AND FURTHER WORKS

In the context of unsupervised learning for image classification, we have applied the KSOM, DSOM and PCSOM.
for training without labels, and proposed three labeling and test methods. The best labeling method uses only 1% of labeled data and outperforms the qualitative manual labeling in terms of accuracy. We have then confronted the Kohonen-based SOMs with STDP-based SNNs on MNIST classification, and the KSOM achieves above state of the art accuracy (87.36% ± 0.023%) with the same number of neurons (100). This result has to be confirmed for larger networks.

Nevertheless, the KSOM is not dynamic due to the time-dependency of its training hyper-parameters. Hence, the DCOM and PCSOM as well as STDP-based SNNs remain attractive due to the continuous on-line learning and the closer relationship with the brain. Overall, the SOMs applied to the iterative grid offer a better compromise than SNNs with a better accuracy using very few labeled samples for labeling, as well as a scalable neuromorphic architecture.

Our future works will focus on adding a receptive field as input for feature extraction and dimensions reduction to the SOM classifier. This “deep” structure can indeed improve the classification accuracy. In addition, we will process multimodal inputs in the same SOM for two reasons: on the one hand, it can also improve the classification accuracy by combining the same information from different sensory modalities, like the image and the sound [22]. On the other hand, it will be an interesting application to implement the hardware plasticity that we target in the SOMA project.
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TABLE III

<table>
<thead>
<tr>
<th>Learning</th>
<th>ANN Model</th>
<th>Number of neurons</th>
<th>Labeled images for labeling</th>
<th>Test accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STDP</td>
<td>SNN [13]</td>
<td>100</td>
<td>60000</td>
<td>80.71 ± 0.66</td>
</tr>
<tr>
<td></td>
<td>CSNN [14]</td>
<td>3200</td>
<td>60000</td>
<td>84.23 ± 0.98</td>
</tr>
<tr>
<td></td>
<td>LMSNN [15]</td>
<td>100</td>
<td>60000</td>
<td>85.71 ± 0.85</td>
</tr>
<tr>
<td>Kohonen</td>
<td>DeepSOM [9]</td>
<td>38089</td>
<td>3000</td>
<td>81.46</td>
</tr>
<tr>
<td></td>
<td>KSOM</td>
<td>100</td>
<td>600</td>
<td>87.36 ± 0.23</td>
</tr>
<tr>
<td></td>
<td>DSOM</td>
<td>100</td>
<td>600</td>
<td>85.19 ± 0.54</td>
</tr>
<tr>
<td></td>
<td>PCSOM</td>
<td>100</td>
<td>600</td>
<td>84.53 ± 0.95</td>
</tr>
</tbody>
</table>