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Abstract. Cosmic rays are routinely measured at LOFAR, both with a dense array of antennas and with the LOFAR Radboud air shower Array (LORA) which is an array of plastic scintillators. In this paper, we present two results relating to the cosmic-ray energy scale of LOFAR. First, we present the reconstruction of cosmic-ray energy using radio and particle techniques along with a discussion of the event-by-event and absolute scale uncertainties. The resulting energies reconstructed with each method are shown to be in good agreement, and because the radio-based reconstructed energy has smaller uncertainty on an event-to-event basis, LOFAR analyses will use that technique in the future. Second, we present the radiation energy of air showers measured at LOFAR and demonstrate how radiation energy can be used to compare the energy scales of different experiments. The radiation energy scales quadratically with the electromagnetic energy in an air shower, which can in turn be related to the energy of the primary particle. Once the local magnetic field is accounted for, the radiation energy allows for a direct comparison between the LORA particle-based energy scale and that of the Pierre Auger Observatory. They are shown to agree to within (6±20)\% for a radiation energy of 1 MeV, where the uncertainty on the comparison is dominated by the antenna calibrations of each experiment. This study motivates the development of a portable radio array which will be used to cross-calibrate the energy scales of different experiments using radiation energy and the same antennas, thereby significantly reducing the uncertainty on the comparison.
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1 Introduction

One of the main challenges in the field of cosmic-ray astrophysics is accurately determining the energy of detected cosmic rays. Experiments use different detection, calibration, and reconstruction techniques, resulting in different energy scales. Currently, it is necessary to shift the energy scales of different experiments in order to align them to produce an overall spectral fit [1, 2]. Understanding an experiment’s energy scale is critical for comparing the spectrum and composition measurements of different experiments and for building global models of cosmic-ray sources, acceleration and propagation [3, 4].

An important factor that influences an experiment’s energy scale and the associated uncertainties is the way in which cosmic rays are detected. Above roughly 100 TeV, cosmic rays are detected indirectly, via the air shower that is generated when the primary cosmic ray interacts in the atmosphere. Air shower particles that reach the Earth’s surface can be sampled with detectors on the ground and used to estimate the energy in the air shower [5, 6]. However, this method only captures a snapshot of the shower development and relies heavily on hadronic interaction models for the interpretation of data, which introduce large systematic uncertainties at high energies [7]. An alternative approach is to measure the energy deposition from the electromagnetic part of the air shower during its longitudinal development, which eliminates most of the dependency on hadronic interaction models. This can be done, for example, by measuring the fluorescence light emitted by air molecules that have been excited by the shower particles. The fluorescence detection method provides a calorimetric energy measurement, but can only be done during dark nights and requires good knowledge of atmospheric conditions [8–11].

Air showers are also detected using the broadband radio emission that is generated as the shower develops [12–16]. The dominant contribution to the radio emission comes from...
the geomagnetically induced, time-varying transverse current that develops as the shower propagates [17, 18]. The strength of this emission scales with the absolute value of the geomagnetic field and the sine of the angle between the shower velocity and the geomagnetic field. A secondary contribution comes from emission that results from the development of a charge excess in the shower front [19]. Radio emission is produced primarily by the electromagnetic components of the shower, and is calculated from first principles using classical electrodynamics [20]. The measured radio signal is integrated over the whole air shower, and so measurements can be used to perform complete calorimetric energy reconstructions without having to consider absorption or scattering [21, 22]. Furthermore, the total energy radiated by the air shower in the form of radio emission, or radiation energy, of the shower can be determined by integrating the radio energy fluence (energy per unit area) footprint on the ground. Once the radiation energy is corrected for the strength of the local magnetic field and second order effects such as the effect of atmospheric density on the shower development and the relative charge excess contribution, it becomes a universal quantity. If the radiation energy from an air shower is found in conjunction with the shower energy, determined using an independent method, it can be used to compare the energy of cosmic rays detected at different locations. The radio measurement technique also allows for the precise reconstruction of the atmospheric depth of shower maximum, $X_{\text{max}}$ [23, 24]. The interpretation of this parameter relies on having an accurate energy determination.

The LOw Frequency ARray (LOFAR) is a distributed radio telescope with a dense antenna array in the Netherlands [25]. An in-situ particle detector array, the LOFAR Radboud Air Shower Array (LORA), is used to trigger antenna readout [26]. Each event is simultaneously sampled by the LOFAR antennas, which measure emission in the 30–80 MHz band, and LORA scintillators which detect particles reaching ground level. Features of the primary cosmic ray are reconstructed with high precision [14, 27]. In this paper we present two results related to the cosmic-ray energy scale of LOFAR.

First, we present energy reconstruction techniques using the radio emission measured with the LOFAR antennas and particle data measured with the LORA scintillators. The techniques are based on CoREAS and CORSIKA simulations, respectively, and provide unique energy reconstructions. We establish that the energies reconstructed with both methods are consistent. Until recently, within LOFAR, shower properties like $X_{\text{max}}$ and energy were reconstructed using a hybrid method that included both particle and radio data, with the particle data determining the absolute energy. In general, the event-by-event uncertainties on radio-based energy reconstructions are smaller than those of particle-based energy reconstructions, and so with this work we move to using radio measurements to set the LOFAR energy scale [28].

Second, we determine the radiation energy of each LOFAR event using a relation derived from CoREAS simulations [22, 29] and demonstrate how radiation energy can be used to compare the energy scales of different experiments. Radiation energy is measured by the Auger Engineering Radio Array (AERA) [21, 30] in conjunction with traditional cosmic-ray measurements made at the Pierre Auger Observatory. This allows us to compare the LORA and Auger energy scales via the radiation energy measured at each location.

This paper is organized as follows. In section 2.1 the LOFAR telescope and cosmic-ray data processing techniques are introduced. In section 2.2 both the radio-based and particle-based energy reconstruction methods and experimental uncertainties are described. In section 2.3 a comparison is made of the energy reconstructions resulting from each method. In section 3.1 we find the radiation energy for events measured at LOFAR. Finally, in sec-
tion 3.2, the LORA and Auger energy scales are compared using the radiation energy, and a new technique is introduced that will be used to compare energy scales between experiments in the future.

2 The cosmic-ray energy scale of LOFAR

This section contains a discussion of the cosmic-ray measurements made at the LOFAR telescope. Radio and particle-based energy reconstruction techniques are described, and a comparison is made between the two.

2.1 Cosmic-ray measurements with LOFAR

LOFAR is a radio telescope with antenna stations distributed across northern Europe. A dense core of 24 stations is located in the North of the Netherlands [25]. At the center is the “Superterp,” consisting of six stations located within a 160 m radius. Each station consists of 96 dual-polarized Low Band Antennas (LBAs) that operate in the 30–80 MHz band as well as High Band Antennas which are not used in this analysis. The 96 LBAs are organized in inner and outer sets of 48 each, and at any given time one of the two sets is operational. Each antenna is digitized at 200 mega-samples per second and the data are stored in a 5 s ring buffer. Also on the Superterp is LORA, a particle detector array consisting of 20 plastic scintillators. LORA detects showers above $10^{16}$ eV and acts as a trigger for radio readout.

When a cosmic ray is detected, the ring buffers are frozen and 2.1 ms of data are saved. Data from the LBAs are processed offline [14] where radio frequency interference (RFI) is removed and the data are calibrated [31]. The arrival direction of the event is found using the timing of arrival of the radio signal. The voltage at each antenna position is integrated over a 55 ns time window centered at the pulse peak, resulting in what will be referred to as “measured energy,” $\varepsilon$.

The interpretation of both radio and particle data depends on the detector calibration, or in other words, how the measured signals in analog-digital conversion (ADC) units are translated into a quantity with physical meaning. This requires comparing measured data to a known source. The LOFAR system response, including the antennas and signal chain, is calibrated using Galactic emission as a source, as it is the primary contributor to the background in the antenna signals. However, there is a secondary contribution to the signal from electronic noise introduced in the signal chain. In order to estimate this contribution, modeled Galactic emission is propagated through the antenna and signal chain component by component, including frequency dependent gains and losses in the system and electronic noise where it enters the system. The electronic noise is not known a priori, and is determined using a fitting procedure that makes use of the variation of the Galactic emission measured by the LOFAR antennas as a function of local sidereal time. The calibration can then be found by comparing measured background signals to the predicted Galactic and electronic noise signals. The resulting calibration has an uncertainty of 13%, which is dominated by the uncertainty on the underlying models used to predict the Galactic emission. Details of the LOFAR system response calibration are given in [31].

The energy deposited by the shower particles in the scintillators is determined by calibrating the scintillators using single muons [26]. The scintillators are operated in a mode with a low trigger setting, so that singly charged particles trigger the detector readout. In order to calculate the total signal produced by a single muon, which corresponds to the total energy deposit, the ADC time trace is integrated in a time window of (−75, +875) ns around...
the peak of the signal. By collecting many muons, we build a distribution of energy deposits from which the most probable value can be determined. This procedure can be done in the field, so that the scintillators are calibrated under realistic operating conditions. Energy deposits from single muons are also simulated with GEANT4 [32], using an all-sky \( \cos^2(\theta) \) zenith angle distribution of arrival directions and a realistic description of the detector. This provides a distribution of simulated energy deposits from which we determine the most probable value. By comparing the peak of the measured muon distribution to the simulated muon distribution, we arrive at a calibration factor for the LORA scintillators. More details on the scintillator calibration are provided in appendix A.

A preliminary radio-based energy estimate is made using a two dimensional LDF that makes use of the asymmetry in the radio footprint due to the interference of geomagnetic and charge excess components [33]. The radio fluence at the position of each antenna is determined, and the LDF is fit using a minimization procedure. This results in initial estimates for energy, \( X_{\text{max}} \), and core position. These values are the starting points for the final shower reconstruction which is described in the following section.

### 2.2 Energy reconstruction

The LOFAR energy reconstruction is based on CORSIKA [34] and CoREAS [29] simulations. CORSIKA 7.7100 is used with hadronic interaction models FLUKA [35] and QGSJETII-04 [36]. A thinning method, where only a sub-sample of particles are tracked to make large simulations more feasible, is applied at the \( 10^{-6} \) level with optimized weight limitation [37]. A GEANT4 [32] simulation of the scintillator panels is used to derive the energy deposit from the CORSIKA-simulated particles at ground level as a function of radius from shower core, which is then used to determine the simulated energy deposit at the position of the LORA scintillators. The ‘gdastool’ CORSIKA plug-in is used to simulate each event with a realistic atmosphere [38]. The CORSIKA “STEPFC” parameter, which controls the electron multiple scattering length used in the EGS4 package (which handles electromagnetic interactions), is set to its default value of 1. This value was shown to produce radiation energy 11\% lower than an optimized value of STEPFC = 0.05 [39]. In order to correct for this, we increase the simulated radiation energy by 11\%. Details of the simulation procedure can be found in [27].

A set of simulations is generated for each shower using the initial energy estimate and the direction determined from radio signal arrival times as input parameters. The set contains both iron nuclei and protons as primaries and \( X_{\text{max}} \) values spanning the natural range. Antenna positions are simulated in a star-shaped pattern with 8 arms of 20 antennas spaced 25 m apart. The pattern is generated in the shower plane and then projected onto the ground plane, so that two arms align with the \( \mathbf{v} \times \mathbf{B} \) axis and two with the \( \mathbf{v} \times \mathbf{v} \times \mathbf{B} \) axis, where \( \mathbf{v} \) is the velocity axis of the shower front and \( \mathbf{B} \) is the Earth’s magnetic field.

The simulated electric field traces are converted into voltages by applying the LBA antenna model, and bandpass filtered to 30–80 MHz. As is done with measured data, the simulated voltage traces are integrated over a 55 ns time window centered at the pulse peak, resulting in a simulated “measured energy,” \( \varepsilon_{\text{sim}} \). Radio and particle-based energy reconstructions are then done using \( \chi^2 \) fitting procedures, which are described in the following subsections.

#### 2.2.1 Radio energy reconstruction

The radio-based energy reconstruction is done by comparing \( \varepsilon_{\text{sim}} \) at each LOFAR antenna position to the detected \( \varepsilon \). For this, a two-dimensional radiation map is generated by inter-
Figure 1. Left: example radio footprint for a LOFAR event, shown in the ground plane, with energy \(7.2 \times 10^{17}\) eV, zenith angle 37°, azimuth angle 41° south of east, and \(X_{\text{max}} = 670 \text{ g/cm}^2\). The color scale represents measured energy, \(\varepsilon\), at each position. The background map results from simulations, and the colors in the white circles represent data measured with the LOFAR antennas. Right: map of the particle energy deposit in LORA scintillators for the same event. The color scale represents the energy deposit per square meter in MeV. The background color comes from simulations, and the filled squares represent energy deposits measured by LORA scintillators.

To calculating \(\varepsilon_{\text{sim}}\) in the antennas simulated in the star-shaped pattern in the shower plane. This way, \(\varepsilon_{\text{sim}}\) at any given antenna position \((x_{\text{ant}}, y_{\text{ant}})\) can be obtained. The map is then fit to LOFAR data using a minimization procedure with free parameters for the core position of the shower and a scale factor for the energy, as

\[
\chi^2_{\text{radio}} = \sum_{\text{antennas}} \left( \frac{\varepsilon - f_r \varepsilon_{\text{sim}}(x_{\text{ant}} - x_0, y_{\text{ant}} - y_0)}{\sigma_{\text{ant}}} \right)^2
\]

where \(\sigma_{\text{ant}}\) refers to the one sigma level of the time-integrated voltage of measured traces outside the signal window, \((x_0, y_0)\) is the shower core position, and \(f_r\) is the energy scaling factor, allowing for deviations from the simulated cosmic-ray energy. A \(\chi^2\) fit is done for each simulation in the set. This is similar to the fit procedure that has been used for LOFAR \(X_{\text{max}}\) analyses in the past [23, 27], the difference being that here there is no particle data information included in the fit. In the case that the scale factor is greater than 2 or less than 0.5, a new set of simulations is run with a new starting energy estimate. The values of \(f_r\), \(x_0\), and \(y_0\) for the simulation with minimum \(\chi^2\) are taken as the reconstructed values for this event, and the radio-based energy is found as

\[
E_{\text{radio}} = f_r \times E_{\text{sim}}.
\]

An example of the best fit \(\varepsilon_{\text{sim}}\) map to measured data is shown in the left panel of figure 1. The background color represents the \(\varepsilon_{\text{sim}}\) that would be received by an antenna at each position, and the colors in the white circles represent \(\varepsilon\) at specific antenna positions. The white cross represents the shower core.

We consider systematic uncertainties, which affect the absolute scale of the reconstructed cosmic-ray energy, and event-by-event uncertainties, both of which are outlined in table 1. An overview of the uncertainties is given here, and an extended discussion can be found in appendix A. Event-by-event uncertainties on the radio-based energy include the following.
<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-by-event</td>
<td></td>
</tr>
<tr>
<td>angular dependence of antenna model</td>
<td>5%</td>
</tr>
<tr>
<td>temperature dependence</td>
<td>negligible</td>
</tr>
<tr>
<td>reconstruction uncertainty</td>
<td>typically 9%</td>
</tr>
<tr>
<td>composition uncertainty</td>
<td>10%</td>
</tr>
<tr>
<td>Total event-by-event</td>
<td>11% ⊕ reconstruction uncertainty</td>
</tr>
<tr>
<td>Absolute scale</td>
<td></td>
</tr>
<tr>
<td>antenna calibration and system response</td>
<td>13%</td>
</tr>
<tr>
<td>hadronic interaction models</td>
<td>3%</td>
</tr>
<tr>
<td>radio simulation method</td>
<td>2.6%</td>
</tr>
<tr>
<td>Total absolute scale</td>
<td>13.6%</td>
</tr>
</tbody>
</table>

Table 1. Summary of the uncertainties in the radio-based energy scale. The ⊕ symbol indicates quadratic addition. Details of how these uncertainties are derived can be found in appendix A.

The simulated antenna model predicts the antenna response as a function of direction, which is different for each event. By offsetting the direction of the incoming cosmic ray by ±5° in the zenith direction and propagating the effects through the energy reconstruction process, we conservatively estimate that the uncertainties in the antenna response have at most a 5% effect on the reconstructed energy. Change in antenna gain as a function of temperature is found to be negligible. We use realistic atmospheres on an event-by-event basis for our simulations, and so any effects arising from incorrect atmospheric conditions are also negligible.

There is uncertainty which comes from the event reconstruction procedure, and is estimated using a Monte Carlo vs. Monte Carlo method. This uncertainty includes the effects of the noise levels and geometry on the reconstruction of a particular event. Values range from 4% to 18%, with a typical value being 9%. Additionally, there is an uncertainty due to the fact that the type of the primary is unknown. Given the same shower geometry and $X_{\text{max}}$, an air shower initiated by a proton primary yields a reconstructed energy consistently 10% lower than an air shower initiated by an iron primary. In the fitting procedure the best-fit simulation that is used to reconstruct the energy is associated either with a proton or an iron primary. Therefore, we add an asymmetric event-by-event uncertainty to each event to account for the unknown primary. The typical total event-by-event uncertainty is then 14%.

Systematic uncertainties which affect the absolute radio-based energy scale include the calibration of the antenna and signal chain, the effects of hadronic interaction models, and the choice of radio simulation package, namely, CoREAS [29] or ZHAireS [40]. The system calibration is the dominant factor, at 13% [31]. The choice of simulation package has a 2.6% effect on energy, and the effect of the choice of hadronic interaction model is 3% [39, 41]. Although the radio emission is primarily generated by the electromagnetic component of the air shower, the choice of hadronic interaction model influences how much of the primary particle energy goes into that component.

2.2.2 Particle energy reconstruction

The particle-based energy reconstruction uses the best fit CORSIKA simulation as determined by the radio $\chi^2$ fit. The radio-based measurements are more sensitive to $X_{\text{max}}$ and shower development, and so are more reliable for determining the best simulation. Further-
more, the core position from the radio measurement is used. When the core position falls outside the footprint of the particle detectors, it is difficult to constrain. In this sense, the two reconstructions are not entirely independent, but once the shower geometry is fixed the scale set for the particle-based energy is determined entirely by the scintillator data. A diagram of the radio and particle energy reconstruction procedures is shown in figure 2.

Because we use results from the radio reconstruction to fix the shower geometry, many of the typical uncertainties associated with particle-based reconstructions are avoided. We take this approach, and do not attempt a completely independent particle-based reconstruction for two reasons. First, in past LOFAR analyses, a hybrid method was used to reconstruct energy which combined radio and particle information. The radio information was primarily used to determine the event geometry, while the energy was set using the particle information. The particle-based method described in this section is consistent with past analyses, and therefore allows us to compare the energy set in past analyses with the new radio-based technique. Secondly, because of the small footprint of the scintillator array, independent particle-based reconstructions would suffer from poor core reconstruction, which would severely reduce the number of usable events we have, and furthermore, the resulting uncertainties would be prohibitively large. It should be noted that LORA detects a large number of lower energy air showers that fall within the footprint of the scintillator array but do not have a strong radio signal. In this work we are interested in comparing the radio and particle reconstruction techniques, so these events aren’t considered, however they were the source of an independent spectral analysis [42].

With the best simulation known, a particle $\chi^2$ is fit, as

$$\chi^2_{\text{particle}} = \sum_{\text{particle detectors}} \left( \frac{d_{\text{det}} - f_p d_{\text{sim}}}{\sigma_{\text{det}}} \right)^2$$

where $d_{\text{det}}$ is the deposited energy measured by a LORA detector with one standard deviation of background noise level $\sigma_{\text{det}}$, and $d_{\text{sim}}$ is the GEANT4 simulated deposit. The particle scale
factor $f_p$ is needed to bring the simulated energy into agreement with the measurements. An example of the particle footprint of the best fit simulation is shown in the right panel of figure 1. The background color represents the simulated energy per square meter that would be deposited in a LORA scintillator at each location. On average, one muon deposits 6.5 MeV in a scintillator panel. The squares represent the locations of the scintillators with the color being the measured energy deposit. Again, the white cross represents the shower core. The particle-based energy is then found as

$$E_{\text{particle}} = f_p \times E_{\text{sim}} = \frac{f_p}{f_r} \times E_{\text{radio}}.$$  

(2.4)

The uncertainties on the particle-based energy reconstruction are summarized in table 2. Event-by-event uncertainties include variation in the detector response, as well as the reconstruction uncertainty for each event. Scintillators have on average a 10% fluctuation in response, but since the fluctuations are not correlated between scintillators, this propagates into a 2.5% uncertainty on the reconstructed energy. The reconstruction uncertainty on the particle-based energy, like the radio-based energy, is determined using a Monte Carlo vs. Monte Carlo method. The reconstruction uncertainty on the particle-based energy is larger than that of the radio-based energy, and extends from 10% up to 50%. The unknown composition of the measured events also contributes a significant uncertainty. Although constraining the shower geometry using information from the radio fit reduces this uncertainty, we find that for events with the same $X_{\text{max}}$ and geometry, the reconstructed energies for showers initiated by iron primaries are lower than for proton-initiated showers. This effect is a function of zenith angle, with almost no difference in energy reconstructions for vertical showers, and up to 30% difference at zenith angles around 50°. We have parameterized this effect, and added an asymmetric event-by-event uncertainty accordingly, based on the primary of the best-fit simulation.

Systematic uncertainties include the uncertainty on the scintillator calibration and the effect of the choice of hadronic interaction model used in the simulations. Using a field calibration method, scintillator calibration can be performed at any time and the uncertainty in calibration values propagates into 3% uncertainty in energy. In order to estimate the uncertainty introduced by the choice of hadronic interaction model, we simulated a subset of events using both Sibyll 2.3c and QGSJETII-04 and found an average 7% difference in reconstructed energy between the two. More details about the uncertainties on the particle energy are given in appendix A.

It is also known that above $10^{16}$ eV, there is a discrepancy between the number of simulated and measured muons in air showers [43–46], with a 50% deficit in simulated muons at $10^{17.5}$ eV reported by Auger. In order to quantify the effect this has on our reconstructed energy, we ran simulations, artificially inflating the muonic component of the signal at ground level by 50%. The signal in the scintillators is dominated by the electromagnetic component of the shower, so the muon discrepancy does not have a large effect on the reconstructed energy. For the majority of our events, increasing the simulated muonic component of the air shower by 50% corresponded to a ∼5% decrease in reconstructed energy. At zenith angles above 40°, the effects becomes larger, up to ∼10%.

2.3 Comparison of energy reconstruction techniques

In the past, LOFAR $X_{\text{max}}$ analyses used the scintillator measurements to set the energy scale. With an absolute antenna calibration available [31], and because the event-by-event
uncertainties on the energy reconstruction using radio data are significantly lower than for the reconstruction using particle data, LOFAR analyses will move to the radio-only approach from now on [28]. Here, we compare the radio-based and particle-based energy reconstruction of each event to demonstrate the consistency of the results. Figure 3 shows the relation between energy reconstructed with LOFAR radio data and LORA particle data. The error bars represent the event-by-event uncertainties of each event. For both radio and particle-based energies, these uncertainties are dominated by the uncertainty on the reconstruction technique, discussed in section 2.2. The data consist of 283 events between 2011 and 2018, where we have chosen events where both radio and particle fits converge, the reconstructed core position has an uncertainty of less than 5 m, and the radio and particle reduced $\chi^2$ of each event are less than 5. We also only consider events with particle-based energy reconstructed above $10^{16}$ eV. Since the radio signal scales with energy and is thus small at low energies, the detection is biased to upward fluctuations. The diagonal line represents a one-to-one correlation. The inset histogram shows the relative difference between radio-based and particle-based energy reconstructions. The mean of the distribution, found using a Gaussian fit, is -0.07, and the standard deviation is 0.35.

There is a small population of events towards the lower energies where the radio-based reconstructions are higher than the particle-based reconstructions. Some of these events have relatively small event-by-event uncertainties compared to their distance from the line. Normally there would be fluctuations on either side of the mean from each method. However, since the radio signal becomes difficult to detect at low energies, it is more probable to have upwards fluctuations of radio-based energy reconstructions than downward fluctuations. This is also evident in the asymmetry of the relative energy histogram. As this effect is insignificant for our analysis, we do not correct for it. We conclude that the radio and energy based reconstructions are consistent within the resolution of the measurements.

3 Using radiation energy to compare energy scales of different experiments

In this section we will demonstrate how radiation energy, $S_{RD}$, which is the total amount of radio emission emitted by an air shower, can be used to compare the energy scales of different

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-by-event</td>
<td></td>
</tr>
<tr>
<td>scintillator response variation</td>
<td>2.5%</td>
</tr>
<tr>
<td>reconstruction uncertainty</td>
<td>$10 - 50%$</td>
</tr>
<tr>
<td>composition uncertainty</td>
<td>$2 - 30%$</td>
</tr>
<tr>
<td><strong>Total event-by-event</strong></td>
<td>$2.5% \oplus$ reconstruction uncertainty</td>
</tr>
<tr>
<td></td>
<td>$\oplus$ composition uncertainty</td>
</tr>
<tr>
<td>Absolute scale</td>
<td></td>
</tr>
<tr>
<td>scintillator calibration</td>
<td>$3%$</td>
</tr>
<tr>
<td>hadronic interaction models</td>
<td>$7%$</td>
</tr>
<tr>
<td><strong>Total absolute scale</strong></td>
<td>$7.6%$</td>
</tr>
</tbody>
</table>

Table 2. Summary of the uncertainties in the particle-based energy scale. The $\oplus$ symbol indicates quadratic addition. Details of how these uncertainties are derived can be found in appendix A. Note: this technique for reconstructing the energy based on particle information also uses information from the radio reconstruction, such as shower geometry and age, reducing the overall uncertainties.
3.1 Determination of the LOFAR radiation energy

Here, we first describe radiation energy and the corrections needed to make it a universal quantity in a general way. Then, we will lay out how we use the results presented in [22], which are based on CoREAS simulations, to determine the corrected radiation energy for LOFAR events.

The radiation energy contained in an air shower can be found by integrating the energy deposit per unit area, or fluence, over the radio footprint. Since radio waves are not attenuated in the atmosphere, the altitude of the observation site is inconsequential as long as all the radiation energy in the shower has been released before it reaches the ground. This makes radiation energy an ideal value to compare between different locations. However, it must still be corrected for various factors in order to make it a universal quantity which can be compared between different experiments and events. The corrections outlined here follow those described in [22].

The strength of the local magnetic field influences the strength of the geomagnetic emission. For example, the magnetic field at LOFAR is 0.492 G, which is twice as strong as the 0.243 G magnetic field at Auger. This means for the same event, the radiation energy detected at LOFAR would be larger. To correct for this, the radiation energy is scaled by the ratio of the magnetic field of a reference location and the local magnetic field. Furthermore, when the radiation energy is calculated, the geomagnetic contribution to the radiation energy is corrected to account for the shower geometry, in particular, the angle...
between the magnetic field and shower axis, $\alpha$. The charge excess fraction of the radiation energy has been parameterized so that this correction can be made to only the geomagnetic contribution. The radiation energy also depends on the air density in which the air shower develops; showers that develop in a less dense atmosphere have relatively larger radiation energy. In general, one has to consider “clipping” effects when the radiation energy is not yet completely released at the observer height. For LOFAR events, this is not a concern due to the fact that the observation height is close to sea level and that most shower energies are below $10^{18}$ eV. Making these corrections yields the “corrected radiation energy” which can be compared between different experiments.

The work presented in [22] used CoREAS simulations to derive a relation between the corrected radiation energy in the 30–80 MHz band, $S_{RD,\text{corr}}$, and the electromagnetic energy, $E_{\text{em}}$, contained in the air shower. The radiation energy was found by integrating the simulated fluence in the 30–80 MHz band over the radio footprint, and making the corrections discussed above. The magnetic field strength was normalized to the magnetic field strength at Auger. This resulted in the equation

$$S_{RD,\text{corr}} = A \times 10^7 \text{eV}(E_{\text{em}}/10^{18}\text{eV})^B$$

where $A = 1.683 \pm 0.004$, and $B = 2.006 \pm 0.001$.

We use this result to directly find the corrected radiation energy of LOFAR events. In the fitting method described in section 2.2.1, we determine the CoREAS simulation that best fits the measured radio data. Once this is known the energy contained in the electromagnetic component of the air shower, $E_{\text{em}}$, can be found using the longitudinal profile information provided by the associated CORSIKA simulation, scaled by the radio scale factor $f_r$ found in section 2.2.1. We then use eq. 3.1 to determine the corrected radiation energy. Finding $S_{RD,\text{corr}}$ this way is only possible because we use a simulation-based reconstruction technique and identify a best fit simulation for each event. This gives us direct access to information about the (simulated) electromagnetic component of the air shower. Alternatively, one can integrate the fluence over the radio footprint of the best-fit simulation and make the corrections described above to determine the corrected radiation energy. We have confirmed that both methods yield the same result. We also note that the fraction of $E_{\text{em}}$ to the total cosmic-ray energy depends on the choice of hadronic interaction model, where here we have used QGSJETII-04.

### 3.2 Comparison of the energy scales of LORA and the Pierre Auger Observatory

Equation 3.1 gives the relation between the corrected radiation energy, $S_{RD,\text{corr}}$, and the electromagnetic energy in the shower, $E_{\text{em}}$. In order to compare the energy scales of different experiments using the universal quantity $S_{RD,\text{corr}}$, we need a relation between it and the total cosmic-ray energy, $E_{\text{CR}}$. We will use a function of the same form as equation (3.1) to relate $S_{RD,\text{corr}}$ and $E_{\text{CR}}$, written generally as $S_{RD,\text{corr}} = A' \times 10^7\text{eV}(E_{\text{CR}}/10^{18}\text{eV})^{B'}$. We use the notation $A', B'$ for the parameters in this case to distinguish them from $A, B$ in equation (3.1), and we emphasize that they should not be directly compared because here we relate $S_{RD,\text{corr}}$ and $E_{\text{CR}}$, whereas equation (3.1) relates $S_{RD,\text{corr}}$ and $E_{\text{em}}$. For reference, in the LOFAR energy range roughly 85% of the total cosmic-ray energy goes into the electromagnetic components of the air shower. The fraction of $E_{\text{CR}}$ that goes into $E_{\text{em}}$ differs by particle type, with protons generating showers with a higher fraction of electromagnetic particles than iron nuclei. The difference is roughly 4.5% at 10 EeV, and decreases towards
higher energies \[7, 47\]. Since we expect the experiments we want to compare to measure a similar composition, we don’t take this difference into account.

Because the radio and particle components of each LOFAR event are measured simultaneously, we can derive the relation between $S_{RD, corr}$ determined using the LOFAR antennas and the particle-based cosmic-ray energy determined using the LORA scintillators, $E_{CR,LORA}$. In order to avoid any biases in detection that occur at lower energies, only events where both the radio and particle-based energies reconstruct to greater than $1.3 \times 10^{17}$ eV are used. Using an Orthogonal Distance Regression \[48\] method and fitting the equation

$$S_{RD, corr} = A'_{LORA} \times 10^7 eV(E_{CR,LORA}/10^{18} eV)^B_{LORA}$$

results in the parameters $A'_{LORA} = 1.57 \pm 0.12^{(stat)} \pm 0.49^{(sys)}$, $B'_{LORA} = 2.07 \pm 0.06^{(stat)}$, where the statistical uncertainty comes from the fitting procedure. The systematic uncertainty includes both the uncertainties on the radio-based energy scale which propagate into the radiation energy, and the uncertainties on the particle-based energy scale. Figure 4 shows the LOFAR corrected radiation energy as a function of LORA cosmic-ray energy. Error bars indicate the event-by-event uncertainties on each point. The resulting best-fit line of the form 3.2 is also shown in purple, with the shaded region indicating the absolute scale uncertainty on the corrected radiation energy.

We compare the energy scales of LORA and Auger by making use of the relation between the corrected radiation energy measured with AERA and the total cosmic-ray energy, $E_{CR,Auger}$, as determined by the Auger surface detectors \[49\] which are calibrated using the calorimetric energy measurements of the fluorescence detectors \[50\]. We denote the AERA corrected radiation energy as $S_{RD, corr}$, to indicate that in this case corrections are made for the relative strength of the geomagnetic emission, but second order corrections for charge excess fraction and air density in the region of shower development are not included. Derived in \[15\] and \[21\], the total corrected radiation energy in the 30–80 MHz band can be related to total cosmic-ray energy using

$$S_{RD, corr} = \frac{S_{RD}}{\sin^2(\alpha)} = A'_{Auger} \times 10^7 eV(E_{CR,Auger}/10^{18} eV)^B_{Auger}$$

where $A'_{Auger} = 1.58 \pm 0.07^{(stat)} \pm 0.67^{(sys)}$, $B'_{Auger} = 1.98 \pm 0.04^{(stat)}$, and $\alpha$ is the angle between magnetic field and shower axis. The systematic uncertainties include both the 16% uncertainty (at $10^{17.5}$ eV) on the Auger energy scale \[50\], and the 14% uncertainty on the AERA antenna calibration \[30\]. Equation 3.1, used to find the corrected radiation energy for LOFAR, already includes a normalization of the local magnetic field to that of Auger. Therefore the parameters $A'_{LORA}, B'_{LORA}$ and $A'_{Auger}, B'_{Auger}$ and in equations. (3.2) and (3.3) are comparable, with the caveat that second order corrections are not made for the Auger radiation energy. Equation 3.3 is also shown in figure 4 in green, with the shaded region indicating the absolute scale uncertainties on the radiation energy.

Using equations. (3.2) and (3.3), we compare the average energies of LORA and Auger at a corrected radiation energy $S_{RD, corr} = 1$ MeV. This value of $S_{RD, corr}$ was chosen for the comparison because it is close to the average value of the LOFAR corrected radiation energy (determined in log-space). $S_{RD, corr} = 1$ MeV corresponds to a LORA energy of $(2.64 \pm 0.42^{(sys)}) \times 10^{17}$ eV and an Auger energy of $(2.48 \pm 0.52^{(sys)}) \times 10^{17}$ eV. The ratio between the LORA and Auger energies $E_{CR,LORA}/E_{CR,Auger} = 1.06 \pm 0.20$, meaning that LORA energy is 6% larger, with a 20% combined uncertainty on the comparison. The uncertainty on the comparison includes only the radio-based uncertainties on the radiation...
Figure 4. Relation between the corrected radiation energy measured by the LOFAR antennas and the cosmic-ray energy as determined by the LORA scintillators. The error bars represent event-by-event uncertainties. The purple line shows the best fit line for LOFAR measurements of corrected radiation energy and LORA cosmic-ray energy, and the banded region around the best fit line represents the systematic uncertainties on the corrected radiation energy. The green line shows the best fit line for AERA measurements of corrected radiation energy and Auger cosmic-ray energy [21], and the shaded green region represents the systematic uncertainties on the corrected radiation energy. QGSJETII-04 was used in the simulations on which the LOFAR and LORA energy reconstructions are based.

energy, namely the uncertainties on the calibration of the AERA antennas and the LOFAR radio-based energy scale. We do not include the uncertainties associated with the Auger or LORA energy scales because we are not making a statement about the absolute energy scale of either experiment, only the comparison between the two. The $B'_{\text{LORA}}$ and $B'_{\text{Auger}}$ parameters of equations (3.2) and (3.3) are different, so the ratio between LORA and Auger energy changes with energy. At the low end of the LOFAR corrected radiation energy range, $S_{\text{RD,corr}} = 0.25 \text{ MeV}, E_{\text{CR,LORA}}/E_{\text{CR,Auger}} = 1.11 \pm 0.20$. At the high end, $S_{\text{RD,corr}} = 10 \text{ MeV}, E_{\text{CR,LORA}}/E_{\text{CR,Auger}} = 1.01 \pm 0.20$. For all these points, the energy scales of Auger and LORA agree within the comparison uncertainty, although it should be noted that the comparison uncertainty is larger than the absolute uncertainty on either energy scale. The LORA cosmic-ray energy is derived using an approach based on hadronic interaction models. In contrast, the Auger cosmic-ray energy comes from surface detector measurements, which
are calibrated using the fluorescence detectors which make model-independent, calorimetric measurements [50]. Nevertheless, this comparison shows that the energy scales of the two experiments are compatible, albeit with a large uncertainty on the comparison.

Radio techniques have previously been used to compare the energy scales of different experiments. The energy scales of Tunka-133 [51] and KASCADE-Grande [52] have been compared using their radio extensions, Tunka-Rex [53] and LOPES [54]. This was done both by comparing the absolute amplitude of the radio measurements 100 m from the shower core at each location with the energies measured by Tunka-133 and KASCADE-Grande, and by using a simulation-based method [55]. This study benefited from the fact that the antennas at each location were calibrated using the same technique, which reduced the uncertainties on the comparison. The remaining uncertainties on the comparison were due to the LOPES antenna model and the fact that the absolute amplitude of the signal at 100 m was compared, rather than radiation energy. This value is harder to compare because it relies on knowledge of the radio footprint at a particular location, and corrections have to be made for observation level and zenith angle. In the study presented here, we have avoided these location and shower-specific uncertainties by using the universal measurement of corrected radiation energy rather than signal amplitude. However, the uncertainties associated with our comparison are large, because for each experiment, the uncertainties on the radiation energy, most notably the antenna calibration, must be included.

Having a method to compare the energy scales of different experiments with minimal uncertainty is necessary in order to make meaningful comparisons of their spectra and composition measurements, which are used to build global models of cosmic-ray sources, acceleration and propagation [1, 2]. We plan do this by combining the techniques used here and in [55]. A portable array of antennas will be built and deployed at various experiments, measuring radiation energy in conjunction with the host experiment’s traditional air shower measurements. The radiation energy can feasibly be reconstructed with only 5 antennas, as AERA has demonstrated [21]. Using radiation energy to compare the energy scales eliminates uncertainties due to measurements being made at different locations, and using the same array eliminates the uncertainties associated with the antennas and calibration. This will allow for a cross-calibration of the energy scales of different experiments with minimal uncertainty.

4 Conclusions

Cosmic-ray air showers are regularly detected at LOFAR, where simultaneous measurements are made with antennas and particle detectors. In this work we compared the reconstructed energies using radio-based and particle-based methods. The reconstruction methods are based on CoREAS and CORSIKA simulations respectively, where simulated radio and particle footprints are fit to measured data using $\chi^2$ minimization processes. In the past, LOFAR analyses have used a hybrid approach in which both radio and particle data were fit simultaneously. The radio information was primarily used to determine the shower geometry, while the energy was set with the particle information. In this work, the energies are fit separately, yielding two unique energy reconstructions. We have shown that both methods of determining energy produce consistent results.

We discussed the uncertainties on both methods, and find a 13.6% systematic uncertainty on radio-based energy and 7.6% on particle-based energy. The event-by-event uncertainties on radio-based energies are around 14%. For particle-based energies the event-
by-event uncertainties extend to more than 50%. Both are dominated by the uncertainty in the event reconstruction procedure and unknown composition. Taking into consideration the relative uncertainties, we now move from using the hybrid fitting method to using the radio-based reconstruction method to set the LOFAR energy scale.

We also used the corrected radiation energy in the 30–80 MHz band to compare the LORA and Auger energy scales. Radiation energy between experiments can be compared because it represents a calorimetric energy measurement that primarily depends on the local magnetic field, which is a well known quantity and which can be accounted for. Second order corrections can also be made with knowledge of the shower geometry and atmospheric conditions. Using the relations derived in equations (3.2) and (3.3), we determined that for a corrected radiation energy of 1 MeV the difference in LORA and Auger energies is 6% with an uncertainty on the comparison of 20%.

Moving forward, we will use corrected radiation energy to cross-calibrate the energy scales of different experiments. The systematic uncertainties that are relevant for the comparison of the corrected radiation energy between experiments are dominated by the uncertainties associated with antenna and system calibrations, here 14% for AERA antennas and 13% for the LOFAR antenna and system response. By using the same detection system in each location, these uncertainties can be removed from the comparison of relative energies. We plan to build a portable array of antennas which will be used to measure radio emission from air showers in situ at different experiments. The corrected radiation energy will then be used to directly compare the energy scales of the experiments with minimal systematic uncertainties, allowing for the establishment of a universal energy scale.

### A Uncertainties

This appendix addresses how the uncertainties on the reconstructed energy of LOFAR events were derived.

#### A.1 Event-by-event Uncertainties

**Radio and particle: reconstruction uncertainties.** The reconstruction uncertainty of each event is derived using a Monte Carlo vs. Monte Carlo method. The simulation set created for each event contains at least 40 showers. One shower is used as mock “data” and the time-integrated power, $\varepsilon$, at the position of each LOFAR antenna is found using the two dimensional $\varepsilon_{\text{sim}}$ map. Noise is added to the “data” that reflects the noise level in the actual event data. This “event” is then reconstructed using the remaining simulations using the same procedure discussed in section 2.2.1. The fit produces the scale factor $f_r$, used to convert the simulated energy $E_{\text{sim}}$ to event energy as $E_{\text{radio}} = f_r \times E_{\text{sim}}$. Each shower in the set is simulated at the same energy, so if the fit were perfect the scale factor would always be $f_r = 1$. This procedure is repeated using every simulation in the set as the “event”, yielding a set of scale factors, $f_r$. The same procedure is also applied to the particle data, yielding a set of reconstructed scale factors $f_p$. The resulting distributions of scale factors for one event are shown in the histograms in figure 5, where the radio scale factors are in the left panel and particle scale factors are in the right panel. One standard deviation of the distribution is taken to be the fit uncertainty for a particular event.

Figure 6 shows the distribution of the standard deviation of scale factors for each event, or equivalently, the reconstruction uncertainty, for all events. Again, the radio uncertainty is shown in the left panel, and particle uncertainty in the right. We see that typical values for
reconstruction uncertainties on radio-based energy are close to 9% with little spread. The most probable value (MPV) of the particle-based uncertainties is 12%, but they have a much larger spread and extend to 50%.

Radio and particle: composition uncertainties. Although the radio reconstruction technique discussed in section 2.2.1 reconstructs $X_{\text{max}}$ to within 17 g/cm$^2$ [27], there is still uncertainty associated with the primary composition. For each event, a best fit simulation is chosen out of a set of more than 40 simulations of both proton and iron primaries. The energy of the event is then found using equations (2.1) and (2.2). The fact that the best fit simulation is associated with either a proton or an iron primary affects the reconstructed energy. In order to quantify this uncertainty, we ran simulations for a subset of events collecting a set of both 15 proton and 15 iron simulations with $X_{\text{max}}$ values within 5 g/cm$^2$ of the reconstructed value of the event. We found that iron-initiated showers consistently reconstruct with a radio-based energy 10% higher than proton-initiated showers. This effect is independent of $X_{\text{max}}$ or zenith angle. For each event, we include an asymmetric 10% uncertainty. For example, if the best fit simulation corresponds to a proton primary, the error bar is included in the positive direction. This provides a conservative estimate for the composition uncertainty on the radio-based energy reconstruction.

Likewise, there is a composition uncertainty on the particle-based energy reconstruction. Given the same $X_{\text{max}}$, proton-initiated showers reconstruct with a higher energy than iron-
initiated showers. This effect is amplified with increasing zenith angle. For vertical showers, proton-initiated events reconstruct a few percent higher than iron. At 50° zenith, this difference increases to 30%. We have parameterized the difference between proton and iron energy reconstruction as a function of zenith angle, and added asymmetric error bars accordingly.

**Radio: angular dependence of the antenna model.** We account for the uncertainty in the angular dependence of the antenna model. The overall calibration of the antenna model is handled separately [31]. Measurements have been made using a reference source attached to an octocopter that showed that the received power as a function of direction, based on the antenna model, is in general agreement with measurements [56]. In order to estimate the remaining uncertainty, we offset the antenna model by ± 1° and ± 5° in the zenith direction. Events are then reprocessed with the offset antenna model to determine the effect on reconstructed energy. The ratio between the energy reconstructed with the offset and without the offset for each event is shown in figure 7. We take an uncertainty of ± 5%, which is reflective of the distributions of the energy reconstruction ratio with the model offset 5°. This is a conservative estimate, because in practice, each antenna may have a slightly different offset in different directions, in which case the effect of the antenna model will have less impact on the final energy.

**Radio: temperature dependence.** There was no apparent seasonal or temperature dependence found in the antenna gain. This was determined by looking at the average power contained in the background of event traces over the course of the year. The dominant contribution to the background radio signal is Galactic noise. While the same sky is visible over 24 hours in local sidereal time, the portion that is visible during nighttime and daytime hours changes from winter to summer; more Galactic emission is visible at night in the winter. There are more LBA observations in night hours, and so the average power increases in the winter months. The effect is that there is 10% more noise power in the traces, but this effect is simply an offset and not multiplicative, and is handled in the data processing pipeline. We also do not see any degradation in the average antenna signal over time.

**Particle: scintillator response variation.** The response of the scintillators varies over time. We characterize the variation of each scintillator by looking at the daily average
energy deposit. The variation is then determined by taking the standard deviation of average energy deposits. There is no apparent systematic variation with temperature, degradation over time, or correlation between detectors. In order to propagate this uncertainty into the energy reconstruction, we repeat the analysis while adjusting the scintillator calibration, or equivalently, the conversion factor from deposited energy in ADC units into MeV. Since the variation in each scintillator is uncorrelated, the adjustment to each scintillator’s calibration is made by selecting a new value from a Gaussian distribution with the original conversion factor as the mean, and variation as the standard deviation. This process was repeated three times, and the maximum effect on the resulting energy scale was 2.5%.

A.2 Systematic uncertainties

Radio: antenna calibration. The antenna and signal chain calibration is the dominant systematic uncertainty in the radio-based energy reconstruction at 13%. The calibration is based on modeling the propagation of Galactic noise through the LOFAR signal chain. Details are given in [31]. The dominant contribution to the uncertainty on the calibration is the uncertainty on the underlying models predicting the brightness temperature of the galaxy, which contribute 11%.

Radio: choice of simulation code. The simulated radio emission for this analysis was generated using CoREAS. CoREAS determines radio emission from a given particle track in the cascade by applying the endpoint formalism [29, 41]. There are other methods, including the approach taken in ZHAireS, which implements the ZHS method [57, 58]. The agreement between the two simulation codes was studied in [39], and the effect of choosing one code over the other on the energy scale was determined to be less than 2.6%.

Radio and particle: hadronic interaction model. In order to determine the effect of the choice of hadronic interaction model used in the CORSIKA simulation, ten events, with a minimum of 40 simulations each, were re-analyzed using simulations produced with the Sibyll 2.3c [59] interaction model instead of QGSJETII-04. This changed the resulting radio-based energy by 3% and particle-based energy by 7%.

Particle: scintillator calibration. In order to calibrate the scintillators, or in other words, to find the conversion between charge deposit in ADC counts and MeV, it is necessary to collect single muon events. This is done in the field by setting the trigger threshold very low, and collecting a combination of singly charged particle events (presumably dominated by muons) and noise triggers from a single scintillator. Then, the most probable muon deposit from LORA data can be compared to the most probable energy deposit based on GEANT4 simulated muon events using a realistic detector description and arrival directions following a \( \cos^2(\theta) \) zenith angle distribution [32]. The resulting muon energy deposit distributions are shown in figure 8. The distribution shown in red comes from simulation, and the blue distribution shows events measured in the field. For the field events, the noise peak is also visible. We also measured the energy deposit of single muon events in a laboratory setting, using a muon tower to ensure the triggered events were exclusively single muons. The resulting distribution is shown in green. The field measurements have a broader distribution due to the environment being less controlled, but the peak of the distribution still represents the most probably muon energy deposit.

There is a systematic uncertainty associated with the calibration of the LORA scintillators. By repeating the field calibration process a number of times, we find the standard
Figure 8. Distributions of energy deposits from single muons. The distribution in red shows the GEANT4 simulated deposits. The green and blue lines represent muon energy deposits measured in the lab and field, respectively.

Figure 9. Ratio of energy reconstructed with the standard calibration plus 3% (in blue), and minus 3% (in orange) to the original energy reconstruction.

deviation of the calibration values for each scintillator. Then, this uncertainty is propagated through the analysis, and new energy reconstructions are obtained. The average standard deviation of the scintillator calibration value is \( \pm 3\% \), which propagates into \( \pm 3\% \) uncertainty in event energy. This is shown in figure 9. The histograms represent the ratio of energy reconstructed with the standard calibration plus 3% (in blue), and minus 3% (in orange) to the original energy reconstruction.

The spatial response of the scintillators was measured at Karlsruhe Institute of Technology (KIT) and using a muon tracking detector which was originally used for muon tracking in the KASCADE experiment [52]. The response is very uniform over the surface of the scintillator, and is now included in LORA simulations [60].
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