Saddlepoint approximations to the mean and variance of the extended hypergeometric distribution
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Conditional inference on 2 x 2 tables with fixed margins and unequal probabilities is based on the extended hypergeometric distribution. If the support of the distribution is large, exact calculation of the conditional mean and variance of the table entry may be computationally demanding. This paper proposes a single-saddlepoint approximation to the mean and variance. While the approximation achieves acceptable accuracy for ordinary practical purposes, an alternative saddlepoint approximation is provided that gives much closer to exact results. It improves the accuracy of current approximations to up to more than four powers of ten.
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1 Introduction

The conditional approach to inference for 2 x 2 contingency tables with fixed marginal totals and unequal probability parameters is based on the extended hypergeometric distribution (Harkness, 1965; Johnson, Kemp and Kotz, 2005). This distribution, also known as the Fisher non-central hypergeometric distribution (Fog, 2008), has found wide application in biostatistical, epidemiological, and social research. It gave rise to Fisher’s exact test (Fisher, 1935) and it is used, for example, in power calculation and sample size determination (Munoz and Rosner, 1984), the estimation of false discovery rates (Tsai, Hsueh and Chen, 2003), and the analysis of ecological data (Wakefield, 2004; Xu et al., 2008). Exact calculation of the conditional mean and variance of an entry of the table, given the marginal totals, requires complete enumeration of all possible cell frequencies consistent with the observed table margins. If the number of admissible tables is large, exact calculation of the mean and variance becomes computationally burdensome or even infeasible, especially if expected values of the moments are required, computed over the distribution of a margin.
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This paper uses a single-saddlepoint approximation to the distribution of two independent binomials, conditioned on fixed sum, to obtain approximations to the mean and variance of an extended hypergeometric random variable. The derivation of the approximation is quite direct, and the result is shown to be algebraically equivalent to previously reported approximations to the mean. The paper subsequently proposes an alternative saddlepoint approximation based on an improvement, not addressed before, to the first-order variance approximation. The numerical evidence indicates that this novel approach substantially reduces the error of approximation and provides amazingly accurate results, particularly when it comes to approximating the mean.

The paper is organized as follows. Section 2 considers relevant properties of the extended hypergeometric distribution and reviews current approximations to the mean and variance. Section 3 discusses a single-saddlepoint approximation to the moments. The improved saddlepoint method is presented in section 4 and section 5 presents results of a numerical investigation. Conclusions are in section 6.

2 Extended hypergeometric distribution

Consider two independent binomial random variables \( Y_j \) with fixed denominators \( n_j \) and probabilities \( \pi_j \), that is \( Y_j \sim \text{Binomial}(n_j, \pi_j), j = 0, 1. \) Let \( m \) be the sum of the observed values of \( Y_0 \) and \( Y_1 \). Conditional inference is based on the distribution of \( Y_0 \) given that \( M = Y_0 + Y_1 = m \). This distribution is an extended hypergeometric distribution (Harkness, 1965; Plackett, 1981; McCullagh and Nelder, 1992; Fog, 2008), wherein the probability mass function \( p(Y_0 = y_0 | M = m) \) depends on \( \pi_j \) only through the odds ratio parameter \( \psi = \pi_0(1 - \pi_1) / \{ \pi_1(1 - \pi_0) \}, \)

\[
p(Y_0 = y_0 | M = m) = \frac{\sum_{i=1}^{s} p(Y_0 = i) p(Y_1 = m - i)}{\sum_{i=1}^{s} \binom{n_0}{i} (1 - \pi_0)^{n_0 - i} \binom{n_1}{m - i} (1 - \pi_1)^{m - m + i}},
\]

where \( i \) indicates summation over all permissible values of \( y_0 \), with lower bound \( l = \max(0, m - n_1) \) and upper bound \( s = \min(n_0, m) \). The conditional expectation of \( Y_0 \), given \( M = m \), can be expressed as

\[
\mu = E(Y_0) = \frac{\sum_{i=1}^{s} i p(Y_0 = i) p(Y_1 = m - i)}{p(M = m)},
\]

and the conditional variance of \( Y_0 \), given \( M = m \), as
\[ \sigma^2 = \text{var}(Y_0) = \frac{\sum_{i=1}^{s} i^2 p(Y_0 = i)p(Y_1 = m-i)}{p(M = m)} - \left\{ \frac{\sum_{i=1}^{s} i p(Y_0 = i)p(Y_1 = m-i)}{p(M = m)} \right\}^2. \] (1)

As these expressions involve summations over \( s-l+1 \) terms, the mean and variance are awkward to compute if the number of terms is large. To save computation time, recursive algorithms have been proposed for calculating the mean and the variance (SATTEN and KUPPEN, 1990; LIAO, 1992), and for computing the distribution of \( Y_0 \) and sampling from it (LIAO and ROSEN, 2001; FOG, 2008). Calculating the moments can still be time consuming if the support of the distribution has a large number of elements and precise calculation is required, even with special algorithms and modern computing power (AGRESTI, 2002). This is particularly true when dealing with nested summations, as in the computation of expected values of the moments. The reference set of tables on which the conditional distribution is defined may then become enormous. For instance, WAKEFIELD (2004) analysed sixty-four \( 2 \times 2 \) tables with grand totals ranging from 4,421 to 217,967. In this case, the number of possible tables to be processed in computing the marginal expectation of the variance is in the order of \( 31.7 \times 10^9 \). Highly accurate approximations that avoid exact computation are practically very useful in such case.

Approximations to the mean and variance of the extended hypergeometric distribution have been thoroughly investigated in the biostatistical literature (STEVENS, 1951; CORNFIELD, 1956; LEVIN, 1984; MCCULLAGH, 1984; GART, 1987; MCCULLAGH and NELDER, 1992). The results show that a first-order asymptotic approximation to \( \mu, \tilde{\mu} \), can be found as the appropriate solution of the quadratic equation

\[ \psi = \frac{\tilde{\mu}(\tilde{\mu} + n_1 - m)}{(m - \tilde{\mu})(n_0 - \tilde{\mu})}. \]

Explicitly, when \( \psi \neq 1 \), \( \tilde{\mu} \) is the solution to

\[ \tilde{\mu} = \frac{1}{2} \left\{ b - (b^2 - 4ac)^{1/2} \right\} a^{-1}, \] (2)

where \( a = \psi - 1, b = (\psi - 1)(n_0 + m) + n, \) and \( c = \psi n_0 m \). For \( \psi = 1, \tilde{\mu} = \mu = n_0 m n \), the exact expected value of the central hypergeometric distribution. HARKNESS (1965) was the first to note the exact relationship between \( \mu \) and \( \sigma^2 \). He expressed the mean in terms of the variance as

\[ \mu = \frac{1}{2} \left\{ b - (b^2 - 4ac - 4a^2 \sigma^2)^{1/2} \right\} a^{-1}. \]

This relationship was exploited by LEVIN (1984) to obtain a correction to \( \tilde{\mu} \) by re-expressing the solution for \( \mu \) in terms of \( \sigma^2 \) in the form

\[ \mu = \tilde{\mu} + \frac{1}{2} d \left\{ 1 - (1 + 4d^2 \sigma^2)^{1/2} \right\} a^{-1}, \] (3)

where \( d = (b^2 - 4ac)^{1/2} \). Hence \( \tilde{\mu} < \mu \). A first-order asymptotic approximation to \( \sigma^2 \) is

\[ \tilde{\sigma} = \left( \frac{n}{n-1} \right) \left( \frac{1}{\tilde{\mu}} + \frac{1}{n_0 - \tilde{\mu}} + \frac{1}{m - \tilde{\mu}} + \frac{1}{n_1 - m + \tilde{\mu}} \right)^{-1}, \]
where, following McCullagh (1984), the correction factor $n/(n - 1)$ is included to ensure that $\tilde{\nu} = \sigma^2$ if $\psi = 1$. The improvement to $\tilde{\mu}$ suggested by Levin (1984) is to replace $\sigma^2$ in Equation 3 by the approximation to $\sigma^2$, $\tilde{\nu}$, so that the resulting $\tilde{\mu}'$ corrects the underestimation of $\mu$ by $\tilde{\mu}$.

Levin (1984) also obtained the first-order approximation to Equation 3, with $\sigma^2$ replaced by $\tilde{\nu}$, so that the resulting $\tilde{\mu}'$ corrects the underestimation of $\mu$ by $\tilde{\mu}$.

And in a subsequent paper Levin (1990) pointed out that this approximation derives from a double-saddlepoint approximation to the conditional score function. He argued that if the score function is of order $n$, and the double-saddlepoint correction is of order 1, the error in the approximation is of order $n^{-1}$, and he mentioned that this solves a mystery that puzzled Gart (1987) as to why this correction is so accurate.

3 Single-saddlepoint approximation

Saddlepoint methods, first laid out in the pioneering paper of Daniels (1954), have become popular for approximating probability density functions and tail probabilities (Butler, 2007). With respect to the current issue, there are several ways to obtain a saddlepoint approximation to the mean and variance of $Y_0$, given $M = m$. The moment generating function of the hypergeometric distribution is a ratio of Gauss hypergeometric functions (Johnson et al., 2005) and these $2F_1$ can readily be approximated by the saddlepoint method (Butler and Wood, 2002; Butler, 2007). Another option is to employ a double-saddlepoint approximation, one for the joint distribution and another for the marginal (Davison, 1988; Levin 1990; Butler, 2007).

We take a simpler and straightforward approach and seek an approximation to the probability mass function of the sum of the two independent binomials $M = Y_0 + Y_1$, denoted $p(M = m)$. The cumulant-generating function of this convolution is

$$K(u) = n_0 \ln \{1 - \pi_0 + \pi_0 \exp(u)\} + n_1 \ln \{1 - \pi_1 + \pi_1 \exp(u)\}. $$

Let $q_j = \pi_j \exp(u) / \{1 - \pi_j + \pi_j \exp(u)\}$, $j = 0, 1$. The first-order saddlepoint approximation to the mass function of $M$ is then given by

$$\tilde{p}(M = m) = \{2\pi K''(\tilde{u})\}^{-1/2} \exp \{K(\tilde{u}) - \tilde{u}m\}, $$

where $\tilde{u} = \tilde{u}(m)$, the saddlepoint, is the unique value of $u$ satisfying the saddlepoint equation $K'(u) = m$, with $K'(u) = n_0 q_0 + n_1 q_1$ and $K''(u) = n_0 q_0 (1 - q_0) + n_1 q_1 (1 - q_1)$ being the first- and second-order derivatives of $K(u)$ with respect to $u$.

As the second cumulant $K''(u)$ is the variance of $Y_j$, $K''(u) > 0$ for all $u$. Hence $K(u)$ is a convex function, and this implies that the equation $K'(u) = m$ has at most one solution. Consequently, the approximate $\tilde{p}(M = m)$ may be obtained explicitly as
\[ \tilde{p}(M = m) = \{2\pi K''(\tilde{u})\}^{-1/2} \{\exp(\tilde{u})\}^{-m} \{1 - \pi_0 + \pi_0 \exp(\tilde{u})\}^{n_0} \{1 - \pi_1 + \pi_1 \exp(\tilde{u})\}^{n_1}, \]

where

\[ \tilde{u} = \ln \left\{ \frac{1}{2} \left( -b' + \left( b'^2 - 4a'c' \right)^{1/2} \right) d^{-1} \right\}, \]

is determined by solving \( K' (u) = m \) for \( u \), with

\[ a' = \frac{(n - m)}{afii9843_0} \]

\[ b' = \frac{m}{afii9843_0} - \frac{(n - m)}{afii9843_1}, \]

and

\[ c' = -m(1 - \pi_0)(1 - \pi_1). \]

As \( Y_0 \) and \( Y_1 \) are independent random variables, the saddlepoint approximation to the conditional mean and variance of \( Y_0 \) are obtained as

\[ \tilde{\mu} = n_0 q_0 \]

and

\[ \tilde{v} = \left( \frac{n}{n - 1} \right) \left( \frac{1}{n_0 q_0(1 - q_0)} + \frac{1}{n_1 q_1(1 - q_1)} \right)^{-1} \]

\[ = \left( \frac{n}{n - 1} \right) \left( \frac{1}{\hat{\mu} + \frac{1}{n_0 - \hat{\mu}} + \frac{1}{m - \hat{\mu}} + \frac{1}{n_1 - m + \hat{\mu}}} \right)^{-1}, \]

respectively. To obtain an expression in terms of the odds ratio \( \psi \), the single-saddlepoint approximation to the mean may be re-written as

\[ \tilde{\mu} = \frac{1}{2} \left\{ b - \left( b^2 - 4ac \right)^{1/2} \right\} a^{-1} \]

with the constants defined as in Equation 2. Hence the approximate mean discussed above is equivalent to the approximate mean that results from a single-saddlepoint approximation to the mass function of the convolution of two independent binomials. Also, there is an exact parametric relation between the mean and variance and the saddlepoint approximation to the mean, equivalent to Equation 3. If, following Levin (1984), in this relationship \( \sigma^2 \) is replaced by \( \tilde{v} \), we obtain an improved approximate mean

\[ \tilde{\mu}' = \tilde{\mu} + \frac{1}{2} d \left\{ 1 - \left( 1 - 4a^2 \tilde{v} d^{-2} \right)^{1/2} \right\} a^{-1}, \]

where \( d = (b^2 - 4ac)^{1/2} \).

4 Alternative saddlepoint approximation

The exact conditional variance given in Equation 1 can be re-written (see Appendix) so as to yield

\[ \sigma^2 = n_0 \pi_0 p(M(-1) = m - 1) + n_0 \pi_0 (n_0 - 1) \pi_0 p(M(-2) = m - 2) \]

\[ \frac{p(M = m)}{p(M = m)} \]

\[ \left\{ \left( \frac{n_0 \pi_0 p(M(-1) = m - 1)}{p(M = m)} \right)^2 \right\}, \]

\[ \frac{p(M = m)}{p(M = m)} \]

© 2010 The Authors. Statistica Neerlandica © 2010 VVS.
Saddlepoint approximations for extended hypergeometric moments

where $M^{(-1)} = Y_0^{(-1)} + Y_1$, $M^{(-2)} = Y_0^{(-2)} + Y_1$, with $Y_0^{(-1)} \sim \text{Binomial}(n_0 - 1, \pi_0)$ and $Y_0^{(-2)} \sim \text{Binomial}(n_0 - 2, \pi_0)$. This expression suggests an alternative approximation to the variance based on a single-saddlepoint approximation to each of the three mass functions of $M$, $M - 1$, and $M - 2$

$$
\hat{v}' = \frac{n_0\pi_0\hat{p}(M^{(-1)} = m - 1) + n_0\pi_0(n_0 - 1)\pi_0\hat{p}(M^{(-2)} = m - 2)}{\hat{p}(M = m)} - \left\{ \frac{n_0\pi_0\hat{p}(M^{(-1)} = m - 1)}{\hat{p}(M = m)} \right\}^2.
$$

This approximation may subsequently be exploited to adapt the approximate mean using

$$
\hat{\mu}' = \hat{\mu}' + \frac{1}{2}d \left\{ 1 - (1 - 4a^2\hat{v}'d^2)^{1/2} \right\} a^{-1}.
$$

There are at least two strategies to minimize the error of the saddlepoint approximation to the probability mass function of $M$. For a single-saddlepoint approximation, the error is of order $O(n^{-1})$,

$$
p(M = m) = \hat{p}(M = m)\{1 + O(n^{-1})\}.
$$

Unlike the normal approximation, whose error is absolute and of order $O(n^{-1/2})$, the error of the saddlepoint approximation is relative, which implies that the approximation improves as the margins of the table increase. The order of accuracy of $\hat{p}(M = m)$ can be improved by normalizing it to sum to unity. Daniels (1954) shows that a normalized saddlepoint approximation to the mass function of $M$ will be of the order $O(n^{-3/2})$. Alternatively, a higher order and generally more accurate approximation can be obtained by including adjustments for the third and fourth cumulants (Daniels, 1987; Akahira and Takahashi, 2001). The second-order saddlepoint approximation uses the correction term

$$
\tilde{\hat{p}}(M = m) = \hat{p}(M = m)\left\{ 1 + \frac{1}{8} \frac{K''''(\bar{u})}{\{K''(\bar{u})\}^2} - \frac{5}{24} \frac{\{K''''(\bar{u})\}^2}{\{K''(\bar{u})\}^3} + O(n^{-2}) \right\},
$$

where

$$
K''(u) = n_0q_0(1 - q_0)(1 - 2q_0) + n_1q_1(1 - q_1)(1 - 2q_1)
$$

and

$$
K''''(u) = n_0q_0(1 - q_0)\{1 - 6q_0(1 - q_0)\} + n_1q_1(1 - q_1)\{1 - 6q_1(1 - q_1)\}
$$

with $q_j = \pi_j \exp(u) / \{1 - \pi_j + \pi_j \exp(u)\}$, $j = 0, 1$. The same correction is used to enhance the accuracy of the mass function approximations to $M - 1$ and $M - 2$, and thereby to improve the approximate mean and variance.
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The accuracy of the single-saddlepoint approximations \( \tilde{\mu} \) and \( \tilde{\nu} \), the double-saddlepoint approximation given by Levin (1990), and the approximations \( \tilde{\mu}^{\prime\prime} \) and \( \tilde{\nu}^{\prime} \) proposed here, based on three single-saddlepoint approximations, was examined numerically for a wide variety of marginal totals and odds ratios in the range 10 \( \leq n_0, m, n \leq 2000 \) and 1 \( < \psi \leq 80 \). Table 1 presents the results for \( 2 \times 2 \) tables with equal marginal totals \( n_0 = m = \frac{1}{2} n = 10, 100, 1000 \) and \( \psi = 2, 6 \), as well as for tables with unequal totals and rather imbalanced data, \( \psi = 2 \).

As can be seen, the saddlepoint methods are shown to result in highly accurate approximations to the exact moments, especially the mean, even for tables with relatively small marginal totals such as those reported here. The numerical evidence also suggests that both the single-saddlepoint approximation \( \tilde{\mu}^{\prime} \) and the double-saddlepoint approximation \( \tilde{\mu}^{\prime\prime} \) do not approximate the exact results nearly as well as \( \tilde{\mu}^{\prime\prime} \), which uses three single-saddlepoint approximations. The latter raise the accuracy of the approximation to up to more than four powers of ten. Similar results go for the approximate variance. According to the error rates in Table 1, the approximation \( \tilde{\nu}^{\prime} \) is a major improvement to the first-order variance approximation \( \tilde{\nu} \). The improvements

<table>
<thead>
<tr>
<th>( \psi )</th>
<th>( n_0 = 10, m = 10, n = 20 )</th>
<th>( n_0 = 100, m = 100, n = 200 )</th>
<th>( n_0 = 1000, m = 1000, n = 2000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{\mu}^{\prime} )</td>
<td>2.0</td>
<td>5.90308</td>
<td>0.0^32237</td>
</tr>
<tr>
<td>( \tilde{\mu}^{\prime\prime} )</td>
<td>5.90301</td>
<td>0.0^41449</td>
<td>58.62175252</td>
</tr>
<tr>
<td>( \tilde{\mu}^{\prime\prime\prime} )</td>
<td>5.90309</td>
<td>0.0^67773</td>
<td>58.62175919</td>
</tr>
<tr>
<td>( \mu )</td>
<td>5.90310</td>
<td>0.0^67773</td>
<td>58.62175920</td>
</tr>
<tr>
<td>( \tilde{\nu} )</td>
<td>1.27705</td>
<td>0.0^32914</td>
<td>12.1929993</td>
</tr>
<tr>
<td>( \tilde{\nu}^{\prime} )</td>
<td>1.27733</td>
<td>0.0^47522</td>
<td>12.1930276</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1.27742</td>
<td>0.0^47522</td>
<td>12.1930282</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \psi )</th>
<th>( n_0 = 50, m = 100, n = 200 )</th>
<th>( n_0 = 150, m = 50, n = 200 )</th>
<th>( n_0 = 100, m = 10, n = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{\mu}^{\prime} )</td>
<td>6.0</td>
<td>7.21287</td>
<td>0.0^43999</td>
</tr>
<tr>
<td>( \tilde{\mu}^{\prime\prime} )</td>
<td>7.21160</td>
<td>0.0^32170</td>
<td>71.11578406</td>
</tr>
<tr>
<td>( \tilde{\mu}^{\prime\prime\prime} )</td>
<td>7.21312</td>
<td>0.0^63602</td>
<td>71.11590005</td>
</tr>
<tr>
<td>( \mu )</td>
<td>7.21316</td>
<td>0.0^63602</td>
<td>71.11590007</td>
</tr>
<tr>
<td>( \tilde{\nu} )</td>
<td>1.0834</td>
<td>0.0^2543</td>
<td>10.344579</td>
</tr>
<tr>
<td>( \tilde{\nu}^{\prime} )</td>
<td>1.0857</td>
<td>0.0^4007</td>
<td>10.344773</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>1.0862</td>
<td>0.0^4007</td>
<td>10.344775</td>
</tr>
</tbody>
</table>

Note: \( \tilde{\mu}^{\prime} \) and \( \tilde{\nu} \) are single-saddlepoint approximations, \( \tilde{\mu}^{\prime\prime} \) is the double-saddlepoint approximation by Levin (1990), and \( \tilde{\mu}^{\prime\prime\prime} \) and \( \tilde{\nu}^{\prime} \) are obtained using three single-saddlepoint approximations as described in section 4. The error rate is \( \varepsilon = |\omega - \omega_{\text{approx}}|/|\omega| \).

5 Accuracy assessment
\( \tilde{\mu}''' \) and \( \tilde{v}' \) achieved tend to increase as the table margins increase in size and they provide much closer to exact results for tables with equal and unequal marginal totals as well as for tables with imbalanced data.

The same conclusion is obtained for the almost complete range of marginal totals \((10 \leq n_0, m, n \leq 2000)\) and odds ratios \((1 < \psi \leq 80)\). In 99.8% of the \(5.5 \times 10^4\) tables analysed, \( \tilde{\mu}''' \) had less relative error than both \( \tilde{\mu}' \) and \( \tilde{\mu}'' \), and \( \tilde{v}' \) less error than \( \tilde{v}'' \). The 0.2% exception concerns, for the main part, highly skewed tables with \( m \ll n \), \( m = n_1 \), and \( \psi \) large.

### 6 Conclusion

This paper considers saddlepoint approximations to the mean and variance of the extended hypergeometric distribution. It shows that the approximate mean discussed in the biostatistical literature equals the approximate mean resulting from a single-saddlepoint approximation to the convolution of two independent binomials. A novel approximation is provided based on three single-saddlepoint approximations. This alternative method substantially improves the accuracy of the approximate mean and variance and offers highly accurate results.

The presented approximation is a particularly useful tool when dealing with nested summations and accuracy and speed are needed. It may be used to accelerate an EM-type algorithm by reducing the time spent in the E-step, which depends on the number of admissible tables. Finally, returning to the example mentioned above, computing the expectation of the exact conditional variance for the data reported by Wakefield (2004) is very demanding, and can be a matter of days. The computation time required to obtain the saddlepoint approximations is essentially negligible as compared with exact calculation. Replacing the inner summation with a saddlepoint approximation produces virtually identical results, within seconds.
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### Appendix

**Derivation of Equation 4**

The derivation of the second term on the RHS of Equation 1 is reported in Tsai et al. (2003). Since \( i \binom{n_0}{i} = n_0 \binom{n_0 - 1}{i - 1} \), the first term on the RHS of Equation 1 can be expressed as
\[
\sum_{i=1}^{s} i^2 p(Y_0 = i)p(Y_1 = m - i) = \frac{n_0 \pi_0 \sum_{i=1}^{s} i p(Y_0^{(-1)} = i - 1)p(Y_1 = m - i)}{p(M = m)} = n_0 \pi_0 \frac{(n_0 \pi_0 \sum_{i=1}^{s} i p(Y_0^{(-1)} = i - 1)p(Y_1 = m - i) + n_0 \pi_0 (n_0 - 1) \pi_0 \sum_{i=1}^{s} i p(Y_0^{(-2)} = i - 2)p(Y_1 = m - i))}{p(M = m)} = \frac{n_0 \pi_0 p(M^{(-1)} = m - 1) + n_0 \pi_0 (n_0 - 1) \pi_0 p(M^{(-2)} = m - 2)}{p(M = m)}
\]

where \(M^{(-1)} = Y_0^{(-1)} + Y_1\), \(M^{(-2)} = Y_0^{(-2)} + Y_1\), with \(Y_0^{(-1)} \sim \text{Binomial}(n_0 - 1, \pi_0)\) and \(Y_0^{(-2)} \sim \text{Binomial}(n_0 - 2, \pi_0)\). Note that this derivation includes the derivation of the second term on the RHS of Equation 1. This proofs Equation 4.
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